Lecture Notes in Electrical Engineering 285

Tutut Herawan
Mustafa Mat Deris
Jemal Abawajy
Editors

Proceedings of the
First International
Conference on
Advanced Data
and Information
Engineering
(DakEng-2013)

@ Springer



Lecture Notes in Electrical Engineering

Volume 285

For further volumes:
http://www.springer.com/series/7818



Tutut Herawan - Mustafa Mat Deris

Jemal Abawajy
Editors

Proceedings of the First
International Conference
on Advanced Data

and Information

Engineering (DaEng-2013)

@ Springer



Editors

Tutut Herawan Jemal Abawajy

Faculty of Computer Science School of Information Technology
and Information Technology Deakin University

University of Malaya Burwood, VIC

Kuala Lumpur Australia

Malaysia

Mustata Mat Deris
Faculty of Computer Science

and Information Technology
Universiti Tun Hussein Onn Malaysia
Batu Pahat, Johor

Malaysia
ISSN 1876-1100 ISSN 1876-1119 (electronic)
ISBN 978-981-4585-17-0 ISBN 978-981-4585-18-7 (eBook)

DOI 10.1007/978-981-4585-18-7
Springer Singapore Heidelberg New York Dordrecht London

Library of Congress Control Number: 2013955910

© Springer Science+Business Media Singapore 2014

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission or
information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed. Exempted from this legal reservation are brief
excerpts in connection with reviews or scholarly analysis or material supplied specifically for the
purpose of being entered and executed on a computer system, for exclusive use by the purchaser of the
work. Duplication of this publication or parts thereof is permitted only under the provisions of
the Copyright Law of the Publisher’s location, in its current version, and permission for use must
always be obtained from Springer. Permissions for use may be obtained through RightsLink at the
Copyright Clearance Center. Violations are liable to prosecution under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt
from the relevant protective laws and regulations and therefore free for general use.

While the advice and information in this book are believed to be true and accurate at the date of
publication, neither the authors nor the editors nor the publisher can accept any legal responsibility for
any errors or omissions that may be made. The publisher makes no warranty, express or implied, with
respect to the material contained herein.

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)



Preface

We are honored to be part of this special event in the First International Confer-
ence on Advanced Data and Information Engineering (DaEng-2013) together with
Data Engineering Research Center. The Data Engineering Research Center is a
non-profit organization devoted to promoting research and publication in fields of
science and technology

The First International Conference on Advanced Data and Information Engi-
neering which held in Kuala Lumpur, Malaysia during the period of December
16-18, 2013 has attracted 187 papers from 15 countries from all over the world.
Each paper was peer reviewed by at least two members of the Program Committee.
Finally, only 81 (43 %) papers with the highest quality were accepted for oral
presentation and publication in these volume proceedings.

The papers in these proceedings are grouped into eight sections and two in
conjunction workshops:

Database Theory

Data Warehousing and Mining

Image and Video Processing

Information Processing and Integration

Information Retrieval and Visualization

Information System

Mobile, Network, Grid and Cloud Computing

Web Data, Services and Intelligence

Workshop on Recent Advances in Information Systems

Workshop on Mining Educational Data for Effective Educational Resources.

On behalf of DaEng-2013, we would like to express our highest appreciation to
be given the chance to do cooperation with Data Engineering Research Center for
their support. Our special thanks go to the Steering Committee, General Chairs,
Program Committee Chairs, Organizing Chairs, all Program and Reviewer Com-
mittee members, and all the additional reviewers for their valuable efforts in the
review process that helped us to guarantee the highest quality of the selected
papers for the conference.

We also would like to express our thanks to the two keynote speakers, Jason J.
Jung from Yeungnam University and Palaiahnakote Shivakumara from University
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of Malaya. Our thanks also go to Xiuqin Ma from Northwest Normal University
for her willingness to deliver tutorial of world-class standard.

Our special thanks are due also to Ramesh Nath Premnath for publishing the
proceeding in Lecture Notes in Electrical Engineering of Springer. We wish to
thank the members of the Organizing and Student Committees for their very
substantial work, especially those who played essential roles.

We cordially thank all the authors for their valuable contributions and other
participants of this conference. The conference would not have been possible
without them.

Tutut Herawan
Mustafa Mat Deris
Jemal H. Abawajy
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Part 1
Database Theory



A Log File Analysis Technique using Binary-Based
Approach

Sallam Osman Fageeri, Rohiza Ahmad, Baharum Baharudin

Department of Computer and Information Sciences, Universiti Teknologi PETRONAS
Bandar Seri Iskandar, 31750 Tronoh, Perak, Malaysia

sallam fageeri@hotmail.com, {rohiza ahmad, baharbh}@petronas.com.my

Abstract. Log files are an important by product of any computing systems in-
cluding database systems. They contain a huge amount of historical data. Alt-
hough many algorithms have been designed to utilize the information stored in
such files, many of them can still be further improved in terms of execution
time and memory usage. In this research paper, a binary-based approach for
mining frequency of data items in database transaction log files is introduced.
Both the data structures and the algorithms used will be presented according to
the sequence of the methodology stages carried out in this research work. The
stages are pre, during and post scanning of the log file. Initial experimentation
of the approach reveals a significant improvement in terms of the execution
time taken to perform frequency analysis of a database transaction log file. To
validate the approach, performance comparison was also done against the popu-
lar Apriori algorithm. Initial result has shown enhancement in terms of execu-
tion time using the binary-based approach.

Keywords. Log File, Frequency Mining, Binary-based Algorithm, Data Struc-
ture

1 Introduction

Transaction log files are often kept in order to trace executions or activities performed
on a computing system such as database systems, e-commerce systems, e-business
websites, etc. As for database systems, the transaction information in the files can be
used, for example, to recover any database transaction failure as well as rolling the
database back into its previous consistent state. Log files are usually flat files that
contain main components such as, timestamp, information about the executed events
along with the event identifier [1]. As an example, a database log file may contain the
following information about a transaction: the SQL statement, the queried database,
the table involved and the selected attributes. In other words, a log file provides the
transaction history and user events [2]. Log files are useful sources of information that
can be mined to get hidden information such as identifying the frequent items queried
to be recommended to customers and decision makers, as well as ranking the most
popular search results.

T. Herawan et al. (eds.), Proceedings of the First International Conference 3
on Advanced Data and Information Engineering (DaEng-2013), Lecture Notes

in Electrical Engineering 285, DOI: 10.1007/978-981-4585-18-7_1,

© Springer Science+Business Media Singapore 2014
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Furthermore, the more data saved in log files usually means the more accurate re-
sults might be obtained from them. For instance, no significant information could be
concluded from a log file which contains two lines of data as compared to a log file
which has million records of transactions. However, the massive size of log files does
incur costs in terms of execution time when they are being analyzed. Hence, decreas-
ing the latency of user requests has gained the interest of numerous researchers over
the past few years[3-6]. With the increasing demand for further user information, it
has become very important to discover hidden information from a large and a huge
data repository such as log files [7]within a short period of time interval.

In this research paper, a binary-based approach which is able to analyze database
log files, in particular, mining of frequent data items, in a short timeframe is intro-
duced. The discussion on the approach will include both the data structures as well as
the algorithms used for the processing. To validate the new approach, a well-known
algorithm in data mining, the Apriori algorithm [8] was used for execution time per-
formance comparison.

The remaining of this paper will present some related works in Section 2, the pro-
posed approach in Section 3, initial experimental result in Section 4 and conclusions
in Section 5

2 Literature Review

This section reviews some of the previous research works which are based on the log
file usage as well as the approach utilized in analyzing them. The work presented in
[9], for instance, describes the usage of different log files for managing bandwidth
and server capacity. For that purpose, the authors have discussed different types of log
files including transfer logs, agent logs, error logs and referrer logs. The article de-
scribes the whole works that need to be done on the IIS web server log, from the step
of obtaining raw log files until the step before the mining process being initialized.
However, within the paper, the authors did not discuss the approach utilized in ana-
lyzing those log files in detail.

In addition to the above, in[10], a different method is introduced to assist system
administrators in tuning the performance of web based applications. The paper dis-
cusses the analysis of web log data of the NASA website using an in-depth analysis
approach which can capture valuable information such as topmost errors and potential
website visitors. By recognizing the most and the least active days of the server, suit-
able days for scheduling the server shut down can be determined. Furthermore, the
authors in [11] have derived user interests through the analysis of server log file and
meta data of the page content accessed. The result of the analysis is a graph of files
that provides a view page of the user interest. The authors combined two analysis
methods in their work: statistical as well as graph analysis. In analyzing the log file,
the weight factor (amount of time spent on a page) is used instead of the frequency
(number of times a page is accessed). This was due to their assumption that time spent
by a user on a specific web page is more useful in finding links to other interesting
pages than the number of times a page is being accessed.
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In terms of algorithms used for mining frequent items in log files, Apriori algo-
rithm [8] uses breadth-first approach. The algorithm performs multiple passes over
the log files. Firstly, the frequency of individual available items is obtained. Secondly,
the most frequently accessed items are selected and paired with all available items and
the frequency of access is again counted and compared. In the third pass, the most
frequent accessed pair(s) are selected and combined with a third item and again the
frequency of access is counted and compared. This process continues until the prune
step is reached. The Apriori algorithm has been used by many researchers including
those reported in [12-14].

Other than the above, in [15-16] the authors have used a data mining algorithm
called FP-Growth which uses a data structure called FP-tree for mining relevant ac-
cess patterns. The access patterns are again generated using the web log file. The
authors also claimed that the technique used is efficient for mining both short frequent
patterns as well as long frequent patterns. Based on further readings of the technique,
it could be said that FP-growth is probably the most popular algorithm besides the
well-known Apriori. Both have been constantly referred by most researchers in fre-
quent pattern mining of log files.

Based on the literature survey of existing algorithms, some areas which can be im-
proved have been identified. The areas are either in terms of the execution time as
general performance, the memory usage for storing intermediate results or the way of
analyzing the log files itself. At the moment, most approaches require multiple scan of
the log file which obviously incurs unnecessary additional cost in terms of time and
memory space. For all the mentioned drawbacks, we believe that the binary-based
approach has the potential to take care of most of these issues.

3 Proposed Binary-Based Log File Analysis Technique

3.1 Log File Structure and Content

As mentioned in the introduction section, log files can be generated from many
sources and for various purposes. For example, a log file which is generated based on
customers’ purchasing activities over the Internet can be used to help an online store
to decide which products to sell. Another log file which contains users’ status of login
attempts to a corporate network can be used to balance the load of the network. In our
work however, we are focusing on log files which contain database transactions. For
the purpose of simplifying our discussion on the proposed technique, in this paper we
will highlight database log files which contain user queries in the form of database
tables only. However, using similar technique, there should be no problem to include
attributes as well in the log file. Table 1 shows sample content of a database log file
that is used in this study (Note: 77D stands for transaction id and item used stands for
the database tables queried).
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Table 1. Sample content of a database log file

TID Item Used
100 ACD
200 BCE

300 ABCE
400 BE

For example, in the above table, the first transaction queries data from three database
tables which are A, C and D.

3.2 Log File Items Relationship

Consider the following assumption to find the association between the database tables
requested: Let [ = {i}, i, ... i} be a set of database table names. Let D be a database
transaction log file and T be a set of database transactions, such that V Te D, TCI.
A transaction T contains a set of items X if and only if X T. An association rule is

an implication of the form X =Y, where XC I, YCI, and XNY :¢ . A rule X>Y

holds in the transaction set D with confidence c if ¢% of the transactions in D that
contain X also contain Y. The rule X=Y has support s in the transaction set D
where s% of transactions in D contains X also contain Y. The problem of finding
association rule can be decomposed as
e Find all frequent set of items in the log file.
e Use the frequent item to generate the possible combination and association
between the other related items.

3.3 Technique Framework

Basically, the binary-coded technique proposed has three stages of implementation.
As depicted in Fig. 1, the first stage, which is called the pre-scanning stage, sets the
required data structures for supporting the later log file analysis. The data structures
used are a vector for storing the name of all database tables in the database and a sin-
gle dimensional array which will keep the frequency of query terms occurrences in
the log file. The second stage is referred to as the scanning stage. In stage 2, the log
file will be scanned line per line and the corresponding frequency counter will be
incremented accordingly. In stage 3, which is named as the post-scanning stage, as-
sociated items will be grouped together to show ranking of access popularity. Fig. 1
shows both the data structures and algorithm(s) involved in each stage.
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Pre-scanning of log file
v
Scanning of log file
|
Post-scanning of log file

Data structures: vecTab & arrfreq
Algorithm (1)

Data structures: vecTab & arrfreq
Algorithm (2)

Data structures: vecTab & arrFreq & assocRank
Algorithm (3)

Fig. 1. Main stages of binary-based log file analysis technique

3.4  Binary-based Technique

Stage 1: Pre-scanning of log file.

As shown in earlier Fig. 1, two data structures are created in stage 1: a vector vecTab
and an array arrFreq. vecTab is used to assign a numeric identifier to each of the
database tables in the database. For example, the first database table read from the
database will be kept in position 0 of the vector, hence, has 0 as its numeric identifier.
As for the array arrFreq, its size will be determined by the number of tables in the
database. For instance, if the number of tables r, is 3, then the number of rows will be
2"=2% = 8 with indices of 0 to 7. The number of rows corresponds to the number of
possible combinations of the 3 tables. This idea is adopted from the truth table con-
cept in Boolean algebra. If we have 3 elements, e.g., A, B and C, then the potential
combinations will be 2° = 8 which are: null, A, B, C, AB, AC, BC and ABC. Fig. 2
shows the truth table representation of A, B and C, and its meaning in our technique.

Truth
Table

>

=1 =2 A (=1

’.-.-.-»-oooo‘ks

S S K= =1 S =2 £ =

Binary

Array index

Decimal arrFeq
equivalent

—_— >
=i, Je—=ui
—_— 24-—-3-
—_—| (J——
_— >
. | —
et Y ———
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Fig. 2. Truth table relationship with arrFreq (1=True, 0=False)
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Algo. 1 below presents self explanatory steps which are involved in populating vec-
Tab and creating arrFreq.

Begin
Query table names from database
Set index to 0
While not end of result set
vecTab[index] € table
Increment index by 1
end while
Create arrFreq[2”]
End

Algo. 1. Algorithm for populating vecTab and creating arrFreq

Stage 2: Scanning of log file.

Having arrFreq in such a way eases the process of incrementing relevant frequency.
For example if we have three tables named as A, B and C which are kept in vecTab
locations 0, 1 and 2 respectively, then a query containing A and C will increment the
frequency at index 5 of arrFreq by 1. This index is determined as follows: 2° + 2% =1
+4 =5 (Note: the first exponent, 0, is the location at which A is stored in vecTab and
the second exponent, 2, is the location of C in vecTab). Looking back at the truth table
in Fig. 2, we can see that index 5 is for TFT or 101 which is the binary for 5. Algo. 2
shows the algorithm used for stage 2.

Begin
while not Eof (log)
read transaction T from log
for each table in T
exp <«—map(table)
index « index + 2%
end for
arrFreqglindex] <«—arrFreqg[index] + 1
end while
End

Algo. 2. Algorithm for scanning log file and populating arrFreq

The algorithm starts by reading the first record in the log file. For each table name
mentioned in the record, its numeric code will be found by mapping it to the index
where it is stored in vecTab. The code is then used in a power formula where 2 is the
base and the code is the exponent. As shown in Formula (1), summing up each table’s
power formula will give the index of arrFreq for which the frequency is to be incre-
mented.
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n
Index =Y 2mP0Pl)  where map(table;) is the index of table; in vecTab (1)
i=1

Table 2 gives few more examples on the application of Formula (1) in determining
which frequency in arrFreq to increase based on the database tables queried in a
transaction (Note: Assume the database queried has four tables, i.e., A, B, C and D;
and numerical identifier for A is 0, Bis 1, Cis 2 and D is 3).

Table 2. Samples of Formula (1) application

Tables Queried Binary Representation Formula Resulting arrFreq
index
ACD 1101, 20422423 13
BC 0110, 2'+42? 5
ABCD 1111, 20421422423 15

Stage 3: Post-scanning of log file.

Once arrFreq has been populated based on the content of the log file, ranking of pop-
ular associations for a table can be derived. For example, if a database has three ta-
bles, and table A has numerical identifier of 0, then combinations involving A in
arrFreq will be located at odd indices from 1 till 7. Hence, the frequency values at
those indices can be compared to see the most frequently accessed combinations in-
volving A. Fig. 3 shows a sample of how the association information of each table can
be extracted.

arrFeq

C|B|A
0]0]0 . -
0]0|1 e assocRankforA 3 =

T 2 2
0]11]0
ALARD ENENESEN
1100 " =
1101 | 3 =
1]11]0 | 6 =
11112 7 25

Indices sorted by descending order
of frequencies

Fig. 3. Sample association ranking

After that, finding which combination(s) is the most accessed will just require a con-
version of the first value in assocRank to its binary equivalent. For example, the value
3 in assocRank is 0011, which is BA. In other words, the most frequently accessed
term is the combination of B and A. Due to space limitation, Algorithm (3) is not
provided here but will be presented in our future publication.
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4 Experimental Results

To validate the binary-based approach, experiments have been conducted using a
synthetic dataset with different transaction weights to get meaningful response time.
The experiments were performed on Intel® core™ 2 Duo CPU, 1.57GHz, and 01 GB
of RAM computer, under visual studio.net. The obtained results are plotted as in Fig.
4. Using the mentioned dataset, which is provided by the QUEST generator from
IBM’s Almaden lab, the binary-based approach when compared to the well-known
Apriori algorithm managed to outperform Apriori on the different transaction weights,
in terms of the number of database passes as well as execution time taken to process
the log file for providing the most frequent accessed items.

1400 -
1200 ,
@ /
g 1000 "
g .
& 800 | /
5 ; |
£ 600 4 2 = @ = Apriori-based
@
£ s = = Binary-based
E 400 - /® ok
5 g
3 200 o «
@ , - 5
@ 0 t" :" Lo ‘ .
62.5 125 250 500 1000 2000 4000
Transaction Weight in KB

Fig. 4. Execution time: Binary-based vs. Apriori

5 Conclusion

In this research paper, a binary-based approach for frequency itemsets mining of da-
tabase transaction log files is introduced. The approach which has three main stages
of implementation manages to outperform the execution time performance of Apriori
algorithm. This is due to the approach’s direct identification of which frequency to be
incremented using the binary-based formula given, as well as the requirement for a
single pass over the log files. At the moment, the approach uses an array data struc-
ture for keeping the frequency counts. For future work, we intend to use other data
structures such as vector or binary tree in order to cater for memory usage especially
for handling sparse data set. In addition, more experiments will be conducted to com-
pare the binary-based approach with other popular algorithms.
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Abstract. Most classifiers work well when the class distribution in the
response variable of the dataset is well balanced. Problems arise when the
dataset is imbalanced. This paper applied four methods: Oversampling,
Undersampling, Bagging and Boosting in handling imbalanced datasets.
The cardiac surgery dataset has a binary response variable (1=Died,
0=Alive). The sample size is 4976 cases with 4.2% (Died) and 95.8%
(Alive) cases. CART, C5 and CHAID were chosen as the classifiers. In
classification problems, the accuracy rate of the predictive model is not an
appropriate measure when there is imbalanced problem due to the fact that
it will be biased towards the majority class. Thus, the performance of the
classifier is measured using sensitivity and precision Oversampling and
undersampling are found to work well in improving the classification for
the imbalanced dataset using decision tree. Meanwhile, boosting and
bagging did not improve the Decision Tree performance.

Keywords- Bagging, Boosting, Oversampling, Undersampling,
Imbalanced data

1 Introduction

In recent years, there have been great interests in mining imbalanced datasets. In data
mining classification problems, most classifiers such as logistic regression, decision
tree and neural network work well when the class distribution of the categorical target
or response variable in the dataset is balanced. However, for real problems such as
document classification [1], loan default prediction [2], fraud detection [3] or medical
classification [4] which involve a binary response variable, the dataset are often
highly imbalanced. For a binary response variable with two classes, when the event of
interest (eg: ‘Died’ due to a certain illness) is underrepresented, it is referred to as
the positive or minority class. Thus, the number of cases for the negative or majority
class is very much higher than the minority cases. When the percentage of the
minority class is less than 5%, it is known as a rare event [5]. When a dataset is
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imbalanced or when a rare event occurs, it will be difficult to get a meaningful and
good predictive model due to lack of information to learn about the rare event. There
are three approaches to handling imbalanced datasets: data level, algorithmic level
and combining or ensemble methods. The data level approach involves resampling to
reduce class imbalance. The two basic sampling techniques include random
oversampling (ROS) and random undersampling (RUS). Oversampling randomly
duplicates the minority class samples, while undersampling randomly discards the
majority class samples in order to modify the class distribution. It has been reported
that oversampling may lead to overfitting as it makes exact copies of the minority
samples while undersampling may discards potential useful majority samples [6-10].
The algorithmic level approach is when machine learning algorithms are modified to
accommodate imbalanced data while combining methods involve mixture-of-experts
approach [6]. Meanwhile, [11] categorized the approaches as algorithm level, data
level, cost-sensitive approach [12] and ensemble methods. Cost-sensitive methods
combine algorithm and data approaches to incorporate different misclassification
costs for each class in the learning phase. The two most popular ensemble-learning
algorithms are boosting and bagging. Bagging stands for “Bootstrap Aggregating”
whereby bootstrap samples are drawn randomly with replacement. Meanwhile,
Boosting algorithms tries to improve the accuracy of a classifier by a reweighting of
misclassified samples ([5], [13-14]).

This study examined the predictive performance of three decision tree (DT)
algorithms: CART (Classification and Regression Tree), C5 and CHAID (Chi-Square
Automatic Interaction Detection) after using oversampling, and undersampling
techniques for a cardiac surgery imbalanced dataset. The DT performances are also
compared using the bagging and boosting technique.

The rest of this paper is structured as follows: Section 2 reviews some past studies
on comparison and applications of methods in handling imbalanced datasets. The
ROS, RUS, Bagging and Boosting methods are explained in Section 3. The results are
presented in Section 4 and Section 5 concludes the paper.

2 Literature Reviews

The class imbalance problem has been reported as a major obstacle to the induction of
a good classifier in Machine Learning algorithms [15]. Most studies on comparisons
of methods for handling imbalanced datasets used several different data sets, several
different approaches and several classifiers such as Logistic Regression, C4.5, neural
network and SVM (Support Vector Machine). This section reviews some of these
studies.

In a study by [16] on nosocomial infection risk, the dataset comprises of 683
patients, whereby only 75 (11%) were infected or positive and 89% were negative
cases. The difficulty to recognize the minority class took them to propose resampling
techniques. They used a new resampling approach in which both oversampling of rare
positives and undersampling of the noninfected majority rely on synthetic cases
(prototypes) generated via class-specific subclustering. They reported that their novel
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resampling approach performs better than classical random resampling. The predictive
performance of Support Vector Machine (SVM) Decision tree, Naive Bayes, Adaptive
Boosting (Adaboost) and Instance-Based Learner (IB1) improved with their new
sampling approach. Their results also shows that support vector algorithm in which
asymmetrical margins are tuned to improve recognition of rare positive cases are
effective for nosocomial infection detection. [17] implemented three different
algorithms, namely, Logistic Regression (LR), Neural Network (NN) and Chi-squared
Automatic Interaction Detection (CHAID) to a marketing dataset which consist of
2826 (17%) who bought the product (positive examples) and 14130 (83%) who did
not buy the product (negative examples). The three classifiers performance were based
on accuracy, hit rate and AUC and were compared for various imbalance datasets
generated from the original dataset. They reported that hit rate (precision) is a better
measure of classifier performance for imbalanced dataset and CHAID can be used to
develop marketing models. Meanwhile, [1] implemented undersampling and cost
sensitive learning in handling imbalanced data in biomedical document classification.
They concluded that both undersampling and cost sensitive learning can improve the
performance of Bayesian Network classifier. The measures of performance used were
sensitivity rate, precision rate, F-score and false positive rate (FPR). The Synthetic
Minority Oversampling Technique (SMOTE) was proposed by [18] and involves
generation of synthetic samples. Their experiment involves nine different imbalanced
datasets and three classifiers, which are decision tree classifier, Ripper classifier and a
Naive Bayes Classifier. They found that combination of SMOTE and undersampling
performs better than only undersampling the majority class. The methods were
evaluated using area under Receiver Operating Characteristics Curve (AUC), accuracy
of minority class and accuracy of majority class.

Several studies have compared the Bagging and Boosting methods. Boosting
has been shown to be promising in handling imbalanced data. The case study by [5]
on predicting customer attrition risk showed that combination of boosting and case
sampling can improve logistic regression performance. A good explanation on
bagging and boosting algorithm is given by [19]. They implemented these techniques
on two datasets and showed the significant performance of boosting. Recently, the
hybrids of bagging and boosting techniques such as RUSBoost and UnderBagging are
reported to achieve higher performances than many other complex algorithms [11].
Meanwhile [14] also investigated four boosting and bagging techniques:
SMOTEBoost, RUSBoost, EBBBag and RBBag. Their experiments showed that
bagging generally outperforms boosting for noisy and imbalanced data. They
recommended bagging without replacement techniques for handling imbalanced data.
Recently, [20] reported that combining under-sampling, classification threshold
selection, and using an ensemble of classifiers can improve the Naive Bayes classifier
to overcome the imbalance problem

Although there have been various developments for handling imbalanced
data especially in the ensemble methods, the new variants or hybrid approach are
quite complex, not yet available in data mining software and may be difficult for
practitioners. Besides, there is still no conclusive evidence as to which is the best
approach although undersampling and oversampling remain popular as it is much
easier to implement. The next section explains the application to a real dataset using
the sampling, bagging and boosting techniques.
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3 Methodology

3.1 Cardiac Surgery Data

In this study, we only focus on the binary (or two classes) classification problems.
The positive instances belong to the minority class and the negative instances belong
to the majority class. The Cardiac Surgery data were obtained from a local hospital.
The data contain cases from a study on prediction of survival of cardiac surgery
patients. The response variable has two classes: alive and died. The cardiac surgery
dataset comprises of 4976 cases with 4.2% who had ‘Died’ after surgery and 95.6%
‘Alive’ cases. For this study, eight independent variables were selected: gender (f,m);
Age Group (18-40, 40-60, above 60); Comorbidities (Hypertension, Diabetes, Both,
None); Surgery Type (CABG only, CABG and Valve Surgery, Others); Chest Reopen
(Yes, No); Atrial Fibrillation (Yes, No), Wound Infection (Yes, No); EUROScore.
There were no problems of imbalanced data for the categorical predictors.

3.2 Undersampling and Oversampling

IBM SPSS Modeler 15.2 was used for random undersampling and oversampling of
the imbalanced data. The supernode was used to perform these sampling techniques.
First, we need to determine the distribution of two classes before we proceed to
balance out the data. In undersampling, the majority classes are eliminated randomly
to achieve equal distribution with the minority class. On the other hand, in
oversampling the minority classes are replicated to achieve equal distribution with the
majority class. Thus for undersampling the class distribution of minority to majority
cases is 209:209 while for oversampling it is 4767:4767.

33 Bagging and Boosting

The bagging method proposed by [21] is a bootstrap ensemble method that can be
applied to enhance model stability. In the Bagging approach, all instances in the
training dataset have equal probability to be selected. All samples were replicates
based on bootstrap approach. The replicates are samples drawn with replacement and
with the same size as the training sample. For each bootstrap set, one model is fitted.
The final predictions of the cases are produced using the voting approach.

Consider a training dataset with N samples belonging to two classes. The two classes
are labeled as y € {0,1} . The steps involved in the Bagging process ([13], [19-21]).

Are as follows:

1. For iterations =1, 2, . . ., T: # by using T=10

a) Randomly select a dataset with N samples from the original training with
replacement.

b) Obtain a learner, f(x) (predictive model or classifier) from the resample
dataset

c) By using the model, f{x) predicts the cases.

2. Combine all predicted model f(x) into an aggregated model )
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3. By using voting approach, return class that has been predicted most often.

The adaptive Boosting algorithm, named AdaBoost is available in IBM SPSS
Modeler 15.0. Consider a training dataset with N samples belonging to two classes.
The two classes are labeled as ) € {0,1} . The steps involved in the Boosting process

are as follows by [19, 22-23]:
1. Assign initial equal weights to each samples in the original training set:

wH=1/N,i=12,...N

2. For iterations =1, 2, . .., T: # by using T=10

a) Randomly select a dataset with N samples from the original training set
using weighted resampling. The chance for a sample to be selected is related
to its weight. A sample with a higher weight has a higher probability to be

selected.
b) Obtain a learner, f(x) (predictive model or classifier) from the resampled
dataset.
c) Apply the learner f{x) to the original training dataset. If a sample is
misclassified, its error=1, otherwise=0.
d) Compute the sum of the weighted errors of all training samples.
N
error’ = Z(wf xerror})
i=1
e) Calculate the confidence index of the learner f{x):

PR | 1—error’
a'=—In| ———
2 error'

The confidence index of the learner f(x) depends on the weighted error.

f) Update the weights of all original training
samples:
wit = w! exp(—a’ *error!)

If samples are correctly classified, the weights are unchanged, while the weights for
misclassified samples are increased.

t N
2) Then, renormalize weight, w! = v]vvl so that, Zwi”l =1
t N
W i
h) T=t+1, if error<0.5, and <7, repeat steps (a)-(g); otherwise, stop and T=t-1.
1) After T iterations, t=1,2...T, there are T predicted model f'(x),t=12,....T.

The final prediction for case j, is obtained by the combined prediction of the
T models using voting approach:
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T
v =sign)y_a'f'(x)

=1
Figure 1 displays the modelling flow using IBM SPSS Modeler 15.0. The original
data set is connected to the TYPE node which is connected the PARTITION node for
splitting the data into Training (70%) and Testing (30%) samples. The CART model
nodes are then connected to the PARTITION node. The diamond shaped gold nuggets
are the generated models. The performance measures are then obtained for the
training and testing samples. The process is repeated for C5 and CHAID algorithms.
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Fig 1. Bagging and Boosting using CART as classifier

3.4 Model Performance Measures

The classification accuracy rate (Acc), sensitivity (Sen), specificity (Spec) and
precision rate (Pre) were chosen as the criteria in measuring the performance of the
Decision Tree model.
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Table 1. Confusion Matrix

Predicted Class
Actual
Class Positive (‘Died’) | Negative (‘Alive’)
Positive(‘Died”) True Positive False Negative
(TP) (FN)
Negative (‘Alive’) False Positive True Negative
(FP) (TN)

Based on Table 1, the calculations are as follows:

TP+TN TP
Acc = Sen = ———
TP+ FP+TN + FN TP+ FN
Spec = — 1NV Pre—_ 10
TN + FP TP+ FP

4 Results

The first column in Table 2 shows the performance measures for the original dataset.
As expected the specificity is high (100%) and sensitivity is 0%. The results in the
second and third column shows that with oversampling and undersampling, the
sensitivity for the testing set has increased to 69.4% and 68.7% respectively.
Oversampling has been reported to be prone to overfitting but in this study there was
no problem of overfitting. The CART Bagg results are similar to CART model for the
original data set and CHAID. Meanwhile, CART Boost improves with testing
sensitivity (27.9%) and precision (42.2%). Taking into consideration that the small
sample of minority class will result in much smaller number of minority cases in the
training and testing samples, the CART, CHAID AND CS5 algorithms were applied to
the original data without any data partitioning. Both CART and CHAID classified all
209 minority cases into the majority group (sensitivity=0%) while C5 correctly
classified 28 (13.4%) minority cases.

In Table 2, the results for CHAID are similar with CART for Original dataset with
0% sensitivity. Results for C5, C5 Boost and CHAID Bagg are also similar with
testing sensitivity 25% and precision 48.6%. Bagging is not available for C5 in IBM
SPSS Modeler. The results in Table 2 and Table 3 show that sampling approach
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performs better than bagging and boosting methods. Boosting and bagging did not
improve the sensitivity of the decision tree classifiers.

Table 2. Results for CART as base classifier

CART Origina  Os Us  CART Bag CART Boos

1 g t
Ac  Training 95.9 79.  8l. 95.9 96.2
c 1 9
Testing 95.5 76. 71. 95.5 95.1
7 1
Sen Trainin 0.0 71. 76. 0.0 34.7
g 4 7
Testing 0.0 69. 68. 0.0 27.9
4 7
Spe  Training 100.0 86. 87. 100.0 98.8
4 2
Testing 100.0 84. 73. 100.0 98.2
5 5
Pre Trainin 0.0 83. 85. 0.0 55.7
g 6 8
Testing 0.0 82. T71. 0.0 42.2
8 9

Notes: Acc: Accuracy, Sen: Sensitivity, Spe: Specificity, Pre : Precision,
Os: Oversampling, Us: Undersampling, Bagg: Bagging, Boost: Boosting

Table 3. Results for C5 and CHAID as base classifiers

CART (G5 C5 Boost CHAID CHAID- CHAID

Original Bagg Boost

Acc  Training 959 96.2 96.2 95.9 96.2 96.5
Testing 955 954 95.4 95.5 95.4 94.6
Sen  Training 0.0 31.9 31.9 0.0 31.9 355
Testing 0.0 25.0 25.0 0.0 25.0 23.5
Spe  Training 100.0  98.9 98.9 100 98.9 99.1
Testing 100.0  98.7 98.7 100 98.7 97.9

Pre Training 0.0 56.9 56.9 0.0 56.9 63.3
Testing 0.0 48.6 48.6 0.0 48.6 34.8

Notes: Acc: Accuracy, Sen: Sensitivity, Spe: Specificity, Pre : Precision,
Os: Oversampling, Us: Undersampling, Bagg: Bagging, Boost: Boosting
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5 Conclusion

Sampling approaches are much easier to implement for improving prediction of the
minority case of a two-class classification problem. The random undersampling
advantage is that all the minority cases are maintained as replication of minority case
in oversampling will cause overfitting since it makes duplicates copy of the existing
data. Besides, most classifiers assume that all cases are independent. The application
of bagging and boosting in this study shows that they do not perform better than the
random sampling strategies. For future research, a simulation study should be carried
out whereby data are generated and then the different approaches are compared so as
to obtain a conclusive decision on the best strategy to handle imbalanced data. The
simulation study could investigate the effect of different methods of handling
imbalanced data with different percentage of imbalance and for different classifiers. It
is also important to note that the classifiers performance depend on data quality All
datasets should be cleaned and imbalanced problems in categorical predictors (or
features) should be determined so as to obtain a good predictive model with results
that can be generalized.
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Abstract. This paper is intended to present an application system which can
facilitate users in converting from Excel spreadsheet to database structure by
using data normalization technique. It provides users with an automated sys-
tem that can develop a database in its third normal form (3NF) from
an Excel spreadsheet. There are two major problems of Excel spread-
sheet that are emphasized in this project which are data redundancy and up-
date anomaly. Prototyping-based methodology is used in order to develop this
system. The system just creates the SQL codes for creating the database struc-
ture and populating the database; however, how the users make use of it
such as interface for database interaction is not covered at this stage of
project. Based on its functionalities, accuracy and performance, this system
is able to bring more benefit and convenience for its users.

Keywords. SQL commands, Excel spreadsheet, Data normalization, Normal
Forms, Functional dependency

1 Introduction

Data and information are important assets and valuable resources for individuals,
companies, businesses and organizations. They can be used to help run a business as
well as to make good decisions in achieving the goal of the business or organization.
Therefore, proper data management is really needed.

There are a number of data management software that people always use to store
their data and information. Among all of them, for certain reasons, Excel spreadsheet
has been considered by many to be one of the most familiar software for users to key
in their data. However, using Excel spreadsheet to store data and information has
certain drawbacks. Among them, the spreadsheet will become unmanageable when
the amount of data stored is large. Even more important than that are the problems of
data redundancy and update anomaly.

Data redundancy refers to having information that is repeated in two or more plac-
es. In Excel, the same data will need to be entered in several different places if the
data is needed there. As for update anomaly, in database terminology, it refers to
problems which can occur when insertion, modification or deletion is done to the data
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[1]. For example, due to the existence of multiple copies of the same data, any mod-
ification to one of the copies may lead to data inconsistency since some of them might
be missed out during the update process.

Therefore, this research project intends to help Excel spreadsheet users in convert-
ing their stored data into a third normal form (3NF) database. According to Connolly
and Begg [1], a 3NF database is minimal in redundancy and free from update anoma-
ly. Hence, there will be two objectives to be achieved by the project which are to
construct algorithms for automating the manual process of database normalization
starting from First Normal Form (1NF) up until 3NF and also to develop an applica-
tion system that can facilitate in converting an Excel spreadsheet to a database struc-
ture using the data normalization algorithms developed. As for the scope of the
project, the output of the application system will only be SQL commands for the users
to create and populate the database. How the users make use of the codes such as
executing the codes in certain DBMS or querying the data once the database has been
created is not covered at this stage of the project.

The remaining of this paper will present some related works in Section 2, the me-
thodology that has been opted to carry out this project work in Section 3, some results
from the project in Section 4 and conclusions in Section 5.

2 Related Work

Due to the importance of database normalization in refining and ensuring high quality
of relational database, many research works have been conducted in this area. Most of
these research works were focusing on approaches to find functional dependencies,
which are the bases for normalization steps, among attributes. For example, Yao and
Hamilton [2] proposed an efficient rule discovery algorithm called FD Mine for min-
ing functional dependency from data. FD Mine searches for functional dependencies
by using equivalence and nontrivial closure. Besides, identifying the problem of dis-
covering functional dependencies in a relation, the authors have also provided some
results obtained from a series of experiments conducted on FD Mine. Using both
synthetic and real data, the experiments have proven the effectiveness of FD Mine.

Apart from the above, it was mentioned by Beaubouef et al. [3] that rough relation-
al database model can be developed in order to manage the uncertainty in relational
database. In their work, they concentrated on rough functional dependencies when
conducting the normalization process. In other words, normal forms are constructed
based on roughly identified functional dependencies.

Chen et al. [4] on the other hand, demonstrated the deficiencies of normal form de-
finitions based on functional dependency. According to them, the traditional way of
solely defining normal forms based on functional dependency is not effective enough
in removing common data redundancies and data anomalies. Instead, normalization
process can yield better database designs with the addition of functional independen-
cy. For that, the authors have also introduced a new normal form concept which is
based on functional independency. The new normal form was shown to be able to
deliver additional criteria to further remove data redundancies and data anomalies.
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Regarding algorithms to automate the process of data normalization, few works
can also be found in the literature. Among them is the work done by Bahmani et al.
[5]. The work presents a new complete automatic relational database normalization
method which covers the data normalization technique up to Boyce-Codd Normal
Form (BCNF). The approach uses dependency matrix and directed graph matrix to
represent dependencies.

Much similar to the above approach is the work of Verma [6]. Verma has con-
ducted a comparative study between manual and automatic normalization techniques
using sequential as well as parallel algorithms. The technique for automatic normali-
zation used was also depended upon the generation of dependency matrix, directed
graph matrix, as well as determinant key transitive dependency matrix. From the
study, it was found that the main benefit of the automatic approach as compared to the
traditional one is the primary key. The key is automatically identified for each final
table generated.

Another approach of normalizing relational database schemas is by using Methe-
matica modules [7]. According to Yazici and Karakaya [7], Methematica provides a
straightforward platform as compared to Prolog based tools which require complex
data structures. The Methematica modules are put together into a window based sys-
tem called JMath-Norm so that it can provide interaction between the user and Me-
thematica. Apart from this, the interactive tool of the prototype is also a handy tool for
teaching normalization theory in database management course.

3 Methodology

This project has adopted Prototyping-based methodology for the development of al-
gorithms and the application system. As shown in Fig. 1, the methodology covers
planning until system stages. Analysis, design and implementation phases are repeat-
edly executed until the prototype has been completed with enough functionalities.
Once completed, the prototype can be implemented as a working system.

Planning

Fig. 1. Prototyping Development Methodology [8]

In this project, for the development of the prototype, the hardware used was a note-
book, i.e., ACER Aspire 4736, and the software were Netbeans IDE 7.3 and Wamp-
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Server 2.2D which includes Apache 2.2.21, MySQL 5.5.20 and phpMyAdmin
3.4.10.1. As for the programming languages, Java and SQL (MySQL) were chosen.

4 Results and Discussions

4.1 Data Gathering - Interview

Before initiating this project, internal interviews had been conducted to five staffs
from the organization the authors are in. The staffs were from different departments
and they use Microsoft Excel Spreadsheet in their everyday work. The main purpose
for the interview was to get information about the experience of the real Microsoft
Excel spreadsheet’s users in doing their tasks in relation to the problem statement of
the project. From the interview feedbacks, it can be concluded that the users did not
have much knowledge about database. They could not differentiate between database
and normal data storage such as Excel spreadsheet. From their points of view, as long
as the software can be used to store certain amount of data, then it will become their
database. However, regarding data redundancy and update anomaly, they did agree
that these did occur in their data storage and a solution which can help them overcome
the problems will be much welcomed.

4.2  System Flow

Fig. 2 shows the flow of operations for the system which has been developed. First,
users need to import an Excel spreadsheet file into the system. The content of the
spreadsheet will be displayed on the interface of the system. Next, the users will be
guided to identify one functional dependency at a time. Each functional dependency
identified will invoke one of the various forms of data normalization including INF,
2NF and 3NF. For easier understanding, 1NF refers to database table which has single
data in all of its cells. As for 2NF, it refers to database tables which have no partial
dependencies. In other words, the whole primary key is needed in order to tell the
content of non-key attributes. 3NF on the other hand, refers to database tables which
have no transitive dependencies. A 3NF table’s non-key attributes can be identified
solely based on the table’s key, not from other non-key attribute. Upon completion of
the normalization process, the system will create SQL codes according to the final
data of tables from normalization. After that, the users just need to run the SQL codes
in any DBMS selected. In this project, phpMyAdmin was used to show example
of how to create database by importing the SQL file which has been created by the
system.
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Usersupload Excel After normalization done in the
spreadsheet to the system, create SQL
system
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Fig. 2. System Flow for System

4.3  Normalization Algorithms
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Based on the flow of the system, the normalization process basically begins with the
submission of the Excel data to the conversion system. Hence, at this point of time,
the data is not in any normal form or in other words, it is in the zero normal form
(ONF). In order to normalize the data two steps have been taken: normalizing ONF to

INF and normalizing 1NF to 2NF and 3NF.

Zero Normal Form to First Normal Form - For this step, two functions were
coded. The first is called generatelnput(). The function returns an array in Java con-
taining the data from the imported Excel file. The second, the outputArray() function,
is used to generate array of 1NF by removing repeating groups from the original ar-

ray. Fig. 3 shows the algorithms for both functions.

generatelInput():

Begin
SourceArray = data imported from Excel file
Return SourceArray

End

outputArray () :

Begin

For all the entries in a row
If any entry is not empty then
tempArray = firstArray
Else

Endif
Copy each row of tempArray into firstArray
Return firstArray
End

Generate two arrays namely tempArray and firstArray

Fill with the nearest upper row of the same column

Fig. 3. Algorithms for generatelnput() and outputArray()
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From INF to 2NF and 3NF - In this part, the firstArray will become the main input
in order to process to 2NF and 3NF. Two functions are used at this stage which are
arrangeCompositeTable() and eliminateRedundancy(). The algorithm for the first
function is given in Fig. 4 and the working of the second function is presented in Fig.
5. Basically, the first function is used to select the whole data columns from firstArray
which have been selected by users as representing a functional dependency.

arrangeCompositeTable() :
Begin
If length of key is less or equal to zero
Then return null
End if
For all the entries of firstArray
Select the entries whose index is the same as the index
of key and dependency selected by user
Store these entries in output array
End loop
Return output
End

Fig. 4. Algorithm for arrangeCompositeTable()

As for the second function, it is used to eliminate data redundancy by generating a
matrix and removing repeated data in each table set. As shown below, first, the same
set of data result from the arrangeCompositeTable() will be compared. (Note: A to F
are data, e.g., A is a course code CSC101, B is a lecturer named John, etc.)

Row Input 1 Row Input 2
1 A B G D »1 A B C D
2 A c D E a2 A C D E
3 A (i D E A3 A C D E
1 A D E F 4 4 A D E F
Upper Half
Row Row
1 1 0 0 0 4
2 0 1 it 0 3
3 0 i 1 0 2
4 0 0 0 £ | i

\_1_1

Lower Half

Fig. 5. Working of eliminateRedundancy()

Each row of inputl is compared to each row of input2 row by row. If the rows do not
contain similar data, 0 will be placed in the resulting matrix underneath; otherwise, it
will be 1. For example, in the above diagram, row 1 of inputl contains ABCD, while
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row 2 of input2 contains ACDE. Comparing the two will result in 0 being placed in
cell “row 2, column 1”of the resulting matrix. After the resulting matrix has been
fully filled up, the next step will be removing the rows in the matrix which appear to
have number 1 (excluding the diagonal since this algorithm is to compare the same set
of data. By default, the diagonal of the matrix will appear as number 1). There are two
ways of removing the row either though upper half of the diagonal or lower half of
the diagonal. Removing through the upper half will make the last row of the matrix
as row number 1 in relation to data from arrangeCompositeTable(). On the other
hand, removing through the lower half will end up with the first row being row num-
ber 1 in relation to data from arrangeCompositeTable(). However, both methods work
accurately the same.

4.4 User Interface

For the convenient of users, an interface was developed for the system. The interface
has three main functions for the users to interact with. The functions are for importing
the Excel file, normalizing the data and creating SQL code. In case some users may
have limited knowledge in database, the system also provides a HELP button which
displays various steps for users to follow when identifying functional dependency.

4.5  Testing

The developed system was tested for validation. Regarding load testing, the system
was tested with both versions of Excel 2003 and 2007 with different increasing num-
ber of columns and rows. According to the result, it shows that regardless of number
of columns and rows of the Excel table, the system is still capable of performing the
intended functionalities effectively. However, in terms of efficiency, slight increase in
processing speed was observed when the number of rows was increased. As for usa-
bility testing, three testers with varying knowledge of database were asked to evaluate
the system. They were found to be satisfied with the system‘s ability to maintain the
consistency between the data stored in the Excel file in both versions and the data
read to the application. According to them, overall, all functions are very good and
processing of data is very fast.

In order to enhance the system, they also gave some suggestions for improvement
such as the system should be able to determine functional dependency without input
from users as well as to import Excel files with many sheets. Based on the feedbacks,
future plan will be to improve the system if feasible.

5 Conclusion

In conclusion, Excel — Database Converting System Using Data Normalization Tech-
nique has been developed successfully as a prototype that covers the scopes which
have been determined for the project. Basically, the prototype is able to import and
process both versions of Excel file — 2003 and 2007 version into the system. It is also
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able to automatically normalize the data up to 3NF by minimizing data redundancy
and update anomaly. The system is also capable of creating SQL file which will be
used to create database in phpMyAdmin.

As for future enhancement, even though the system has been completely developed
according to its scope and objectives, there are also certain additional features that can
be enhanced. One of them is the identification of functional dependency which is
currently identified by the users manually. Even though a HELP button is provided to
guide the users, there are still possibilities that the users will not be able to identify the
correct functional dependency based on the rule of normalization. Another possible
enhancement is in terms of the interface for database interaction. The interface will be
more useful and convenient for the users if it has update, edit and delete functionali-
ties added. And lastly, future enhancement can also be done to the normalization
process. Higher Normal Form such as BCNF, Forth Normal Form (4NF) and Fifth
Normal Form (SNF) can be implemented to see if the solution can further reduce
redundancy and update anomaly.

Acknowledgments. The authors would like to extend our gratitude and appreciation
to Mr. Pan Sophoana for his strong support and technical assistance throughout the
project.

References

1. Connolly, T., Begg, C.: Database Systems — A Practical Approach to Design, Implementa-
tion, and Management, 5™ ed. Pearson Addison-Wesley, MA, USA (2010)

2. Yao, H., Hamilton, H.: Mining Functional Dependencies From Data. J. Data Mining
and Knowledge Discovery, vol. 16, no. 2, pp. 197-219. Kluwer Academic Publishers
Hingham, MA, USA (2008)

3. Beaubouef, T., Petry, F., Ladner, R.: Normalization in a Rough Relational Database.
In: Slezak, D. et al. (eds.) RSFDGrC 2005. LNAIL vol. 3641, pp. 275-282. Sprin-
ger, Heidelberg (2005)

4. Chen, T., Liu, S., Meyer, M., Gotterbarn, D.: An Introduction to Functional Independency
in Relational Database Normalization. In: ACM-SE Proceedings of the 45th annual
southeast regional conference, pp. 221-225. ACM Press, New York (2007).

5. Bahmani, A. H., Naghibzadeh, M., Bahmani, B.: Automatic Database Normalization
and Primary Key Generation. In: Proceedings of Canadian Conference on Electrical and
Computer Engineering 2008 (CCECE 2008), pp.11-16. IEEE Press, New York (2008)

6. Verma, S.: Comparing Manual and Automatic Normalization Techniques for Rela-
tional Database. International Journal of Research in Engineering & Applied Sciences
(IREAS), vol. 2, no. 2, pp. 59-67 (2012)

7. Yazici, A., Karakaya, Z.: Normalizing Relational Database Schemas Using Mathematica.
In: V.N. Alexandrov et al. (eds.) ICCS 2006. Part II, LNCS, vol. 3992, pp. 375-382.
Springer, Heidelberg (2006)

8. Dennis, A., Wixom, B., Tegarden, D.: Systems Analysis and Design with UML Ver-
sion 2.0.- An Object-Oriented Approach, 2™ Ed. John Wiley & Sons, USA (2005).



Model for Automatic Textual Data Clustering in
Relational Databases Schema

Wael M.S. Yafooz , Siti Z.Z. Abidin, Nasiroh Omar and Rosenah A. Halim
Faculty of Computer and Mathematical Sciences, UiTM Shah Alam, Selagor, Malaysia

Waelmohammedl@hotmail.com, {zaleha,nasiroh, rosenah}
@tmsk.uitm.edu.my

Abstract. In the last two decades, unstructured information has become a major
challenge in information management. Such challenge is caused by the massive
and increasing amount of information resulting from the conversion of almost
all daily tasks into digital format. Tools and applications are necessary in orga-
nizing unstructured information, which can be found in structured data, such as
in relational database management systems (RDBMS). RDBMS has robust and
powerful structures for managing, organizing, and retrieving data. However,
structured data still contains unstructured information. In this paper, the me-
thods used for managing unstructured data in RDBMS are investigated. In addi-
tion, an incremental and dynamic repository for managing unstructured data in
relational databases are introduced. The proposed technique organizes unstruc-
tured information through linkages among textual data based on semantics. Fur-
thermore, it provides users with a good picture of the unstructured information.
The proposed technique can rapidly and easily obtain useful data, and thus, it
can be applied in numerous domains, particularly those who deal with textual
data, such as news articles.

Keywords- relational databases, unstructured data, document clustering, query
efficiency, textual data

1 Introduction

Unstructured information presents significant challenges in information manage-
ment. Given their unorganized form, rapid management and retrieval of such informa-
tion, which is essential in providing users with knowledge, is difficult[1, 2]. In addi-
tion, no rule or constraint exists in handling unstructured information. The amount of
unstructured information increases as a result of the high reliance of users on digital
data in almost all forms of daily tasks because this format is more secure, less storage
space, and easy to retrieve as compared to hard copies[3]. Unstructured data can be
found in relational databases such as news articles, personal data and textual docu-
ments. In spite of, Relational Database Management Systems (RDBMS) are powerful
and robust data structures used in managing, organizing, and retrieving data [4, 5].
However, such systems contain massive amount of unstructured data, which are mea-
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ningless and difficult to deal without proper organization if left unorganized. As a
result, retrieval of significant information or pertinent knowledge becomes a chal-
lenge.

Few attempts have been made to deal with unstructured data in RDBMS. These at-
tempts focus only on named entity and on extracting structured information often
hidden in unstructured data. Such methods managed unstructured data in the database
schema itself as an incremental repository, in databases structure (schema) [5-7], to
answer a structured query [8-11] or retrieved such data by keyword search [11-15].
Such methods fail to represent the entire collection of textual documents (corpus) in
meaningful clusters, which can help users acquire knowledge regarding the corpus.
These methods also do not consider the semantic relation among unstructured data
stored in relational databases. Moreover, the aforementioned methods require extra
scripting and programming to manage and represent unstructured data in appropriate
formats. Thus, these methods are time consuming and labor intensive.

This paper is an extension of our previous work [16]. The most common methods
used for managing unstructured data in relational databases are investigated. In addi-
tion, an incremental and dynamic model for managing and clustering unstructured
(textual) data is introduced. This model automatically processes data when the user
loads textual documents into a relational database. The proposed technique is per-
forming automatic textual data clustering and linking. By applying this concept, fre-
quent term, which is used in document clustering, and named entity, which is used in
information extraction, are presented. In addition, the semantic of the words in clus-
tering process is included using WordNet database[17]. In this manner, the user can
obtain the knowledge and useful data clusters based on the semantic relation among
unstructured data. In addition, the efficiency of query processing is improved when
retrieved the clustered data. Furthermore, the user is not required to develop extra
programming for executing textual data the clustering on desktop application due to
clustering process is performed automatically in database schema.

The rest of this paper is organized as follows. Section 2 presents related studies.
Section 3 describes the proposed technique, that is, an incremental and dynamic repo-
sitory for managing unstructured data in relational databases. Section 4 provides the
conclusion.

2 Related studies

Relational databases contain massive amounts of unstructured information. Few at-
tempts have been made to handle such information using information extraction tech-
niques [18]. This challenge is addressed using the canonical link among named enti-
ties often found in articles because such entities exist in different formats or varieties
in database records proposed by [7]. The proposed technique is executed in two
processes. First, the named entities are recognized in the articles. Second, matching is
performed by introducing the canonical link as the foreign key, which matches data-
base records.
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In [5], another method for extracting and storing structured information into a table
is introduced. The table can be used for keyword search. In addition, three operators,
namely, extract, cluster, and integrate, are presented. These operators can be used by
the database administrator to manage extracted information. All the aforementioned
methods focus on dealing with unstructured data in the same database schema. How-
ever, a method for storing extracted information is introduced in [6] by developing an
intermediate database, called parse tree database (PTDB), and a query language,
called parse tree query language (PTQL).

PTDB stores immediate data from the extracted information and works as inter-
mediate between user and relational database. This process is the initial step in the
proposed technique. PTQL is the query language used to retrieve extracted informa-
tion from PTDB. This language decomposes retrieved queries into keyword-based
queries and Structured Query Language (SQL). Recently, statistical technique based
classification [19] and integration time series analytical data based on forecasting [20]
are introduced for managing such data. Majority of aforementioned approaches deal
with unstructured information in a low-level database schema. Another technique for
dealing with such information is using query as a top-level database. This method is
called answering the structured query, and the examples include SCORE[S, 9] ,
EXDBJ21, 22], Avatar [11],and SCOUT [10, 23]. Keyword search technique [12-15]
is another method to manage unstructured data.

In a commercial database, such as Oracle®, the introduced oracle text [24, 25]
which is consists of two main types of classification and clustering. Classification is
based on a predefined class. Meanwhile, k-means and its variants clustering algo-
rithms are used for clustering [26]. The numbers of clusters are needed to parameter-
ize. In addition, text index on all textual data is required to create. This method is time
consuming and cannot produce good quality data clusters. In addition, this is required
users to enter the number of clusters in order to perform the clustering. Thus, user’
should have a prior knowledge is on the textual data collection. Furthermore, several
tedious steps are required before the clustering process. Table 1 summarizes the re-
search works that focus on managing unstructured data in RDBMS in database sche-
ma or in query level.

Table 1. summarize of unstructured data management in RDBMS

Approach Style Strategy Research work
Database Inside Schema Named Entity [7]
Schema Intermediate Named Entity [6]
RDBMS
Inside Schema Structured Information [5]
Inside Schema All words [24,25]
Query Based Decompose [11-15]

SQL Common Words
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Most of aforementioned methods are based on extracting the structured from un-
structured information by using named entity techniques in databases schema (Low
level). Such methods are used only for building information extraction architecture
within relational databases, while query based (high level) methods are running on top
of the relational database. Such methods do not concern about organizing the actual
data. These methods focus on retrieving textual documents from text databases. The
keyword search techniques simplify the process of structured query language over
relational databases only. However, they are time consuming and need extra tools or
expert user to perform further processing. In addition, such methods do not concern in
managing unstructured data from the start of the storing process.

3 Incremental and Dynamic Repository and Semantic Query

In this section, the proposed technique for managing unstructured information in rela-
tional databases is presented. This technique includes an incremental and dynamic
repository and semantic query.

3.1 Incremental and Dynamic Repository

Incremental and dynamic repository is a method for organizing and clustering textual
data. This technique is embedded within the database schema. The technique pro-
posed in this paper is divided into three stages, namely, data loading, data filtering,
and data clustering.

Data loading.

The first stage is data loading. During this stage, the user enters textual data into a
database table. Before the data is stored, several steps are performed to rearrange the
textual data. These steps include stemming that converts words into their source, stop
words remove and noise cleaning, such as HTML or XML tags. In this step, there are
two versions are original and cleaning of textual data. In original version, textual data
which is stored in a specific data record while cleaning version is hold the textual
document after rearrangement process. This version used to extract and stored such
information in the incremental repository (database table) to be continuously used
further processing. When all processes are completed, information filtering begins.

Data filtering.

During this stage, concepts from information extraction and textual document clus-
tering [27, 28] are applied. Information extraction converts textual data into structured
information by extracting the named entity. Furthermore, in certain cases when named
entity is ambiguous, tools such as IRC-names [29] and gazetteers are applied. Tex-
tual document clustering adopts the clustering approach in which common words are
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based on textual documents. Extracted information is stored in the incremental reposi-
tory for usage in data clustering.

Data clustering.

Clustering is automatically executed based on common words and the named enti-
ty [30, 31]. In this manner, the process is faster when compared to common tech-
niques used in traditional textual clustering methods. In addition, the clustering
process is dynamic and its relies on some parameters entered by user at the first time
such as minimum support of words.

@@%

Textual Data

ot

Data Loading
v

Data Filtering
v

Data Clustering

—_———————

Clustered results

o000 0

Fig. 1. Stages of incremental and dynamic repository

Minimum support of words used for disjoint data clusters to prevent the overlapping
between them due to the representation of first cluster in hierarchical view. Hierar-
chical representation for textual document is preferable compare to partitonal repre-
sentation[3]. Thus, textual document can be viewed in the form of topic and subtopic
structure. Therefore, the user can obtain useful information when retrieving the tex-
tual document into meaningful clusters. Such data clusters can be used in many text
domains such as text summarization, topic detecting and tracking, personal informa-
tion management and managing extracted information.

Fig.1 demonstrates the three main stages of incremental and dynamic repository.
The data clustering is performed automatically and incrementally in the database
schema of RDBMS. Thus, the user does not need to another application for perform-
ing data clustering. In contrast, the traditional methods of clustering that execute in
batch mode that gather all textual data before perform the clustering process. Howev-
er, such methods are labor intensive and time consuming. Fig. 2 (a and b) show the
comparison between traditional methods and incremental and dynamic technique.
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Input process | Textual Docuement in RDBMS Retrieved Documents
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(b): Static Methods of data clustering in RDBMS

Textual Document in RDBMS Retrieved Documents

.l‘“‘ |

Input process

RDBMS with Incremental & Dynamic
Data clustering

(b): Incremental and dynamic data clustering in RDBMS
Fig. 2. Clustering Process

Fig.2 demonstrates the method of data clustering in RDBSMS. Both methods consist
of three stages. First, the user enters textual documents to RDBMS in input process.
In the second stage, in static method the textual data is directly stored into database in
the dynamic method, the data clustering is performed automatically based on the ex-
tracted information as discussed in section 3.1. In third stage, the traditional method
is performed after whole texts are collected. However, in the proposed techniques the
data cluster retrieved automatically without the need to do the clustering process.
Thus, the time consumed is reduced. In addition, the searching process can be mini-
mized by creating text index of the extracted keywords.

The primary benefits of the proposed technique are as follows. (1) The relationship
among unstructured data within massive relational databases is determined. The dis-
covered relationship is not only based on separate words, but also on semantic rela-
tion, which can be extracted from the WordNet database. (2) The user can obtain
useful information and knowledge from the extracted information representing the
textual documents. These extracted information known as the shortcut for textual
documents. (3) Retrieval precision is improved because data are already clustered
based on meaning. Furthermore, the proposed technique does not need user interven-
tion except only at the first time of implementing the software package.
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The software package is simple to be execute by a normal user and it can be in-
cluded by database administer at the design or later. The proposed techniques provide
structured query language (SQL) operator. The SQL operator can be used to retrieve
the data clusters based on the semantic meaning of words as will be discussed in next
section.

3.2  Semantic Operator in SQL

The semantic operator, which can be used in SQL query, is introduced to increase
precision and recall. These factors are important in achieving good quality results. By
using the semantic operator, the required word in a user query is obtained. The syn-
onyms of the word are searched in the WordNet database[17]. In this manner, a list of
words (required word + its synonyms) used to retrieve textual data cluster are
represented by keywords are already extracted and stored in the incremental reposito-
ry. These keywords act as the shortcut to retrieve specific textual document for ex-
ample Table 2, presents table named “Articles,” in database that contains four col-
umns, namely “id,” “articles,” , “extracted info” and "data cluster". The “id” column
holds the identifier name of the articles or their serial number. The “articles” column
contains actual textual data. The “extracted info” column contains data extracted
from the original file. The “data_cluster” column holds cluster identifier. For exam-
ple, a user needs to select data from the “Articles” table by issuing a query on ex-
tracted information under the word “perform.” However, the user uses a different
keyword, that is, “execute” (typed in normal case) instead of “perform,” therefore, the
retrieved result is null. In the proposed technique, the semantic operator will obtain
the synonyms of “perform” from the WordNet database, and then, it will search for
these synonyms. In this case, the results will show existing database records and the
textual document will be retrieved. The SQL format is as follows:

SELECT * FROM articles where SEMANTIC (‘perform’);

Table 2. Example of Semantic Query (Articles database table)

Id Article Extracted Info Data_Cluster
1 Microsoft announces about... Bill Microsoft, USA, Bill Cl
Gates.... in conference .. USA... Gates, perform
perform
2 Oracle introduce.... IBM.....in Oracle, united kingdom, C2
united kingdom.... introduce IBM, introduce,
3 Bill Gates said that...... evaluate Bill Gates, evaluate, Cl

achieve
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The SEMANTIC operator can be used in the procedural structured query language
which is provided in any relational databases. By using such language function or
procedure can develop with passing parameter from the user. The user parameter is
actual words that need to find its relevant in the relational database .The parameter
can be presented not only in one word but it can be in many forms of words. In addi-
tion, the operator can be used to perform semantic integration between the unstruc-
tured information and keywords from user or applications. In this manner, the user
can obtain a full picture about the content of textual documents. Fig. 3 shows the se-
mantic query processes which begin with the user query with include the
"SEMANTIC" operator in SQL command.

SQL Query

Semantic

N——

WordNet DB

Results

Fig. 3. Semantic Query Structure

The words are entered in semantic operator and sent to WordNet in order to obtain its
synonyms. The synonyms used to look for the words that stored in the extracted col-
umns. Thus, the query retrieves the required data in data clusters or only the ordinary
requested data.

4 Conclusion

In this paper, an incremental and dynamic repository for managing unstructured
data in relational databases is introduced. The system architecture of the proposed
technique is described. This repository is created by using information extraction and
textual document clustering techniques. Information extraction is conducted incre-
mentally, whereas clustering is conducted dynamically. This method of retrieving
data clusters is extremely fast as compared to traditional methods, in which an entire
collection of textual documents (corpus) is clustered at one time. Such methods are
time consuming. Furthermore, traditional methods are performed on top of a database
using other applications with extra scripting and programming. Each time the user
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requests to see a certain data cluster, the entire clustering process needs to be repeated
by extract the same collection of textual documents. In contrast, the proposed tech-
nique is embedded within the schema of relational databases. This technique presents
the relationship among textual documents based on semantics. Moreover, it improves
query efficiency when retrieving data clusters of textual documents. It proposed is
useful for text domain researchers and developers, such as those who involve in on-
line news services.
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Abstract. The Semantic Web technologies are being increasingly used
for exploiting relations between data. In addition, new tendencies of real-
time systems, such as social networks, sensors, cameras or weather in-
formation, are continuously generating data. This implies that data and
links between them are becoming extremely vast.

Such huge quantity of data needs to be analyzed, processed, as well as
stored if necessary. In this paper, we propose sampling operators that
allow us to drop RDF Triples from the incoming data. Thereby, helping
us to reduce the load on existing engines like CQELS, C-SPARQL, which
are able to deal with big and linked data. Hence, the processing efforts,
time as well as required storage space will be reduced remarkably.

We have proposed Uniform Random Sampling, Reservoir Sampling and
Chain Sampling operators which may be implemented depending on the
application.

Keywords: Big Data, Linked data-stream, Processing time, Sampling

1 Introduction

The semantic web handles many systems, such us Twitter, Facebook or Google,
which generate increasing volumes of semantic data everyday. The problem of
“too much (streaming) data but not enough (tools to gain and derive) knowl-
edge” was tackled by [7]. They envisioned a Semantic Sensor Web (SSW), in
which sensor data are annotated with semantic metadata to increase interoper-
ability and provide contextual information essential for situational knowledge.
CQELSI6], SPARKWAVE[5], C-SPARQLI3] etc. are existing technologies to ex-
ploit these semantic and streaming (continuous and infinite) data, and are based
on recommended standard RDF, as the format of representation.

CQELSJ[6] is a native approach in an RDF environment based on ‘white-
boxes’. It provides its own processing model and its own operators to deal
with streams, for example, window operators or query semantic operators. C-
SPARQLI[3] on the other hand, uses a ‘black-box’ approach which delegates
the processing to other engines such as stream/event processing engines and
SPARQL query processors by translating to their provided languages.
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Although almost all the engines are based on the SPARQL Language, there
are only a few systems which are able to process big quantity of data on the fly.
Moreover, these engines do not feature any tool that would allow them to reduce
the processing efforts and improve the processing time. For many applications,
we must obtain compact summaries of the stream. These summaries could al-
low accurate answering of queries with estimates, which approximate the true
answers over the original stream [4].

Thus, we propose the implementation of such sampling operators that could
be used in conjunction with other existing real-time engines. These sampling op-
erators will allow us to deal with the requested population by applying heuristic
methods. Uniform Random Sampling, Reservoir Sampling and Chain Sampling
were implemented on the data streams and were then compared with the er-
ror percentage, storage requirements and the load suffered by the engine. Thus,
these sampling methods will help reduce processing time and the required mem-
ory space.

2 Extension to Existing Systems

We propose to extend existing semantic data stream querying engines by creating
an external abstraction of the sampling operator. The extension acts as follows:

First, we recognize the different operators of the language and split the initial
query according to them. This will allow us to use the same operator at different
levels of the query: in the input, for sampling static data or streaming data and
in the output to sample the result of the query, or both simultaneously.

Input Output
RDF_ Sampling Sampling
Static

Black Box
E> Engine E> Result

=2
0

RDF Stream

Fig. 1. Block Diagram

After splitting the query, we make syntax correction. If we identify any er-
rors in our operator, we stop the execution of the query. Hence, if everything is
correct, we create a key-value map where we store all the resources and all the
requested sampling actions. Thus, we can apply the sampling operator indepen-
dently by creating a thread for each of them.
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We start the abstraction of the operator by taking out all the sampling
instances in the query. This will allow us to avoid the correction of the rest of
operators and leave the task to the specific engine itself.

When we send this query to the engine, as shown in Figure 1, it will run all
the threads in charge of each source. By adapting those threads, we apply the
sampling method just before the data comes to the engine, thus discharging the
processing tasks. In a similar way, we adapt the output of the engines, in order
to apply sampling methods at the output and lighten storage space.

3 Sampling Methods

The query would contain the information of sampling type and the sampling per-
centage for each unique stream. We apply the appropriate sampling method for
each stream in different threads. We used Uniform Random Sampling, Reservoir
Sampling and Chain Sampling to compare their advantages and disadvantages.
We may choose an appropriate sampling method depending on the application
used for.

We have implemented our sampling operators with CQELS[6] and C-SPARQL
[3] engine. Example below shows simple type of sampling at 50% i.e. taking one
triple and dropping the next one, using CQELS as:

PREFIX 1lv: <http://deri.org/floorplan/>

SELECT 7person 7locName

FROM NAMED <C:/floorplan.rdf>

WHERE {

STREAM <C:/rfid.stream> [NOW] [SAMPLING %50]
{?person lv:detectedAt 7loc }

GRAPH <C:/floorplan.rdf> {?loc lv:name ?7locName } }
[OUTSAMPLING %80]

We implemented Output Sampling using
Operator: [OUTSAMPLING % {Sampling Percentage}]

As shown in Figure 1, the output of the engine goes through this operator and
is given as final result only if the operator permits. Normal sampling algorithm
has been used for this i.e. if %80 is specified, then only 4 out of 5 results are
termed as final results. If Output Sampling operator is not specified, then the
percentage is assumed to be 100 and no result is left out after the processing is
done by the engine.

The sampling operators can also be implemented on similar systems like
Sparkwave[5], ETALIS[1] after changing few configurations. In this paper, we
use CQELS engine for the experimentation and the query is about computing
average of 8-hour daily maximum ozone concentrations as measured by Clean
Air Status and Trends Network (CASTNET) in United States of America. The
RDF data contains 2,159,133 triples consisting of 308,380 number of entries.?

3 http://data-gov.tw.rpi.edu/wiki/Dataset_8/
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3.1 Uniform Random Sampling

In this sampling method, incoming triples are sent to the engine, only if uniform
random generation of true/false, with a probability equal to sampling percentage
divided by 100, returns true. This helps to keep number of samples in proportion
to total incoming data.

Operator: [UNISAMPLING %{Sampling Percentage}|
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Fig. 2. Sample size variation/ Number of triples processed by engine in Uniform Ran-
dom Sampling (During time span of 1 minute)

The query? is of the form

WHERE {
STREAM <C:/data-8.stream> [NOW] [UNISAMPLING %60]
{?location vocab:ozone_8hr_daily_max ?7valuel} }

Figure 2 shows sample size variation and number of triples processed by the
engine. They both are same in this type of sampling as there is no removal of
elements from the sample. This sampling method is less preferred as the sample
size keeps on growing, which may lead to shortage of storage space, and even
the outdated data element will be existing.

3.2 Reservoir Sampling

The problem of maintaining a sample of specified size ‘k’ is overcome by Reservoir
Sampling[8]. In this, we add the triple ‘i’ to the sample with probability k/i and
discarding a randomly chosen element from the reservoir (the sample) to make
room for the new element.

Operator: [ RESSAMPLING {Reservoir Size}]

4 PREFIX & SELECT operators are omitted here to avoid repetition
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Fig. 3. Plot of sample size variation and load on engine after using Reservoir Sampling
(All plots are for the same time duration of 1 minute)

For instance, here reservoir size of 500 ensures that the number of samples at
any point may not exceed 500. Initially, triples are added to the reservoir until it
is full. Then incoming triples, with stream number ‘i’ are added with probability
500/i, after replacing a randomly chosen element from the reservoir. The query
becomes:

WHERE {
STREAM <C:/data-8.stream> [NOW] [RESSAMPLING 500]
{?location vocab:ozone_8hr_daily_max ?valuel} }

Figure 3a shows that the sample size becomes constant after the reservoir is
full and Figure 3b shows number of triples processed by the engine over the
time. This sampling method helps us to limit the maximum storage space of the
samples, but is not favorable when recent data is more important, as the sample
data may have ‘expired’. A significant reduction in load on the engine can also
be noted in Figure 3b when compared to Figure 2.
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3.3 Chain Sampling

Babcock et al. [2] proposed the Chain Sampling method for sequence based
windows. In this method, if the window size is ‘n’ we add each new element ‘i’ in
the sample with probability min(i,n)/n. As each element is added to the sample
we choose an index, in the range (i+1,i+n), of the element that replaces it when
it expires. Once the element with that index arrives, we store it and choose the
index which replaces it when it expires, thus forming a chain of replacements.
STEP operator is used to specify the size of steps that the sequence based window
takes.
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(b) Load on engine after using Chain Sampling

Fig. 4. Plot of sample size variation and load on engine after using Chain Sampling
(All plots are for the same time duration of 1 minute)

Operator: [CHNSAMPLING{WindowSize} STEP{StepSize}|
and the query is of the form

WHERE {
STREAM <C:/data-8.stream> [CHNSAMPLING 500 STEP 2]
{?location vocab:ozone_8hr_daily_max 7valuel} }
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The above query shows that window size ‘n’ is 500 and window moves in steps of
2. Figure 4a shows that the sample size increases as the window size is increased
but Figure 4b shows that number of triples being processed by the engine is
lower for higher window sizes. We also note from Figure 3b and Figure 4b that
load on the engine is much higher for Chain Sampling.

Chain Sampling ensures to keep sample elements which are present only in
the window and eliminates the problem of ‘expired element’ in the sample. But,
the act of storing replacements does not reduce the memory space requirements
and load on the engine as effectively as Uniform Random Sampling and Reservoir
Sampling.

Table 1. Variation of Sample size, Load on engine and Error due to different sampling
methods

Method |Para-|Sample| Triples Effective |% Triples| % of
meter| Size |Processed|Sampling %|Processed|Error

Uniform 20 10034 10034 20.06 20.06  ]0.1819
Random 40 19993 19993 39.98 39.98 ]0.1540
Sampling 60 29998 29998 59.99 59.99  10.0793
[Sampling %] | 80 40002 40002 80.00 80.00 ]0.0494
500 500 2807 1.00 5.61 1.3532

Reservoir | 1000 | 1000 4925 2.00 9.85 0.8041
Sampling | 2000 | 2000 8445 4.00 16.89  |0.6047
[Reservoir Size]| 5000 | 5000 16490 10.00 32.98 ]0.3123
10000 | 10229 42589 20.45 85.17  ]0.4410

Chain 20000 | 13183 36332 26.36 72.66  |0.5774
Sampling | 30000 | 14857 31260 29.71 62.52  |2.5181
[Window Size] | 40000 | 16116 27298 32.23 54.59  10.6559

4 Experimentation

The queries in Section 3 were first executed without any sampling, and then
after incorporating different sampling operators. After computing 50,000 entries
of 8-hour daily mazimum ozone concentrations, without any sampling operator,
their average was found to be 49.9161. Also, the average of results obtained
by 20 iterations (after applying each sampling operator) is demonstrated in the
Table 1. All results are for 50,000 entries. The % of error was also computed
for all sampling operators with a specific parameter as shown in Table 1. It was
done by finding average of relative difference, of experimental value from actual
value (49.9161, in this case), for all 20 iterations of the same query.

We may note that in Uniform Random Sampling probability of error reduces
as the sampling percentage is increased while load on the engine is in coali-
tion with the sampling percentage specified. In Reservoir Sampling, we see that
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the probability of error reduces with increase in reservoir size and a significant
reduction in sample size as well as load on the engine is observed.

In Chain Sampling percentage of error depends on the elements in the current
window and an improvement in sample size is observed in comparison to Uni-
form Random Sampling but load on the engine is comparatively high as sample
replacements are also required to be processed by the engine.

5 Conclusion

The growing generated data from web applications is becoming a problem for the
processing systems, and the relation between data is causing troubles when at-
tempting to exploit data repositories. Therefore, In this paper we have proposed
an extension of a real-time request system that allow us to reduce processing
tasks and memory space requirements.

Different sampling methods suggested are useful for different applications.
For example, if accuracy is required then we may go for Uniform Random Sam-
pling with appropriate sampling percentage, and if memory size is fixed, we
should go for Reservoir Sampling. Chain Sampling with suitable window size is
favourable only when the samples need to be ‘new’. In near future, we will build
the sample according to the importance of incoming data elements, rather than
randomly choosing them.
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Abstract. High-performance query processing is a significant requirement of
database administrators that can be achieved by grouping data into continuous
hard disk pages. Such performance can be achieved by using database partition-
ing techniques. Database partitioning techniques aid in splitting of the physical
structure of database tables into small partitions. A distributed database man-
agement system is advantageous for many businesses because such a system
aids in the achievement of high-performance processing. However, massive
amount of data distributed over network nodes affect query processing when re-
trieving data from different nodes. This study proposes a novel technique based
on a shared-table in a relational database under a distributed environment to
achieve high-performance query processing by using data mining techniques. A
shared-table is used as a guide to show where the data should be saved. Thus,
the efficiency of query processing will improve when data is saved at the same
location. The proposed method is suitable for news agencies and domains that
rely on massive amount of textual data.

Keywords- database clustering, relational database, distributed environment
1 Introduction

A relational database management system (RDBMS) is the backbone of numerous
businesses for its robust data structure in managing, organizing, and retrieving data.
The digital work of any firm can be processed in a same place based on a centralized
database or at different areas based on a distributed database. The workload or “data-
base transaction” in a centralized database is based on one machine. By contrast, a
distributed database consists of more than one machine, thus improving system per-
formance because the workload is divided [1], which is the concern of this study.
However, the increasing amount of massive data in different network nodes will af-
fect the query processing efficiency. The efficiency of database query can be better
when data resides in same node thus the transportation cost in the network is also
reduce [2]. Transportation cost, which is the time it takes to retrieve data from differ-
ent nodes, is an important factor that must be considered in distributed databases.
Therefore, database partitioning, clustering and fragmentation is used exchangeable,
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which is employed to reduce the process of searching and retrieving for the required
data by grouping data into continuous hard disk pages. In this way, the number of disk
access is reduced, and the number of pages transfers from the secondary to primary
storage, is minimized [3].

Database partitioning techniques aid in the splitting of the physical structure of da-
tabase tables into small partitions based on the collected workload of database trans-
actions. Thereafter, such workload is clustered based on the most accessed attributes
or on the most similar records that may be accessed together. The physical structure
of table is then divided in a process called splitting. Numerous attempts at database
partitioning have been made. These attempts can be categorized into vertical [1, 4-8],
horizontal [2, 9, 10], and mixed partitioning [11, 12].

Vertical partitioning is a method that groups the most frequent attributes (col-
umns), which are accessed together into same network node. In vertical partitioning,
response time will be reduced when searching for the required data because transpor-
tation cost decreases and most frequent attributes are stored in same network node or
in a close network node. Users often do not need all the data on attributes; they only
need specific tuples (records). Therefore, horizontal partitioning groups database
records based on predicate or statistical analysis of the workload. Mix partitioning,
which employs both vertical and horizontal clustering, is a good choice because
records hold more data that are irrelevant to the requested information (more
attributes).

All the aforementioned techniques can be static or dynamic. For static techniques,
the data position never changes, depending on the base design. However, queries for
any business change over time. All database partitioning methods employ meta-based
statistical analysis (database workload information). Many studies focus on vertical
clustering because it is more difficult to implement than horizontal clustering. How-
ever, all these techniques lack content similarity among data, which can be advanta-
geous for many online news agencies or relational databases that store a large amount
of textual data such as news articles, conference papers, and libraries.

This study proposes a novel technique based on shared-table. Shared-table holds
frequent terms and named entities that can be found in any textual data that require
storage in a relational database. In addition, shared-table conation columns hold the
network node that stores such data. Thus, utilizing the shared-table conation column
can be a guide for the next textual document to be stored if the documents bear any
similarity with textual data in the network nodes. The similar textual data will then be
stored in the same location (network node). Thus, the query will retrieve such data
when requested from one network node or close network. Therefore, the efficiency of
query processing will improve because data is clustered in same location or in a
closed location.

The remainder of this paper is organized as follows: Section 2 presents some re-
lated works on database clustering. Section 3 explains the distributed database envi-
ronment architecture. Section 4 discusses the idea of shared-table. Section 5 shows a
comparison between existing methods and shared-table. Finally, Section 6 presents
the conclusion of this paper.
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2 Related Studies

This section presents several studies on database clustering techniques. These studies
can be categorized into three: vertical, horizontal, and mix database clustering.

Vertical clustering approaches can be categorized into four: affinity-based [1, 5,
13-15], graph-based [15, 16], genetic algorithm-based [8, 12, 17], and transaction-
based [3]. Most of these approaches are implemented in centralized [14, 15] or distri-
buted environments [1, 2, 7, 11, 16, 18].The idea of vertical (attributes) clustering in
an affinity-based approach begins with a constructed matrix called Attribute Usage
Matrix (AUM) based on the Bond Energy Algorithm (BEA) [19]. BEA rearranges
rows (attributes) and columns (transactions) into a two-dimensional matrix called
AUM. Thus, the relationship between rows and columns can be informative. Most
frequently accessed attributes are grouped together in one diagonal block. However, a
clustering process can be evaluated based on user intervention to determine the simi-
larity between attributes and the occurrence of overlapping [20]. AUM is extended to
determine the degree of similarity between attributes based on the developed Affinity
Attribute Matrix (AAM). However, AAM can only measure the similarity between
two attributes in a column or in a row. Therefore, Navathe et al., [14] extended the
work in [13] by proposing Navathe Vertical Clustering (NVP). NVP consists of two
phases. The first phase involves the construction of the AAM, which is used as an
input to perform clustering in the Clustered Affinity Matrix (CAM). Subsequently,
CAM is used as an input in the second phase. The second phase performs iterative
binary partitioning for existing clusters. However, time complexity is high because of
the number of iterations in binary partitioning. In addition, overlapping between clus-
ters is allowed. Therefore, S. B. Navathe & Ra [15] converts AAM into a graph-based
approach to reduce time complexity. However, this method can only be applied in a
small or centralized database.

Affinity-based methods lack the objective function [21]. Therefore, Muthuraj and
Chakravarthy [20, 21] proposed an objective function called Partition Evaluator to
assess clusters in a vertical database partitioning algorithm. In addition, the affinity
concept only measures similarity between two attributes. Therefore, a transaction-
based approach has been introduced by [3], where an efficient vertical clustering algo-
rithm called Optimal Binary Partition Algorithm (OBP) was proposed. OBP clusters
attributes based on a set of transactions. Important attributes often appear together in
transactions. However, a large number of transactions in OBP affect the time execu-
tion of a query. Thus, time complexity increases. Therefore, Song and Gorla [8] pro-
posed a genetic algorithm for database partitioning in a distributed database to gener-
ate more attribute partitions. However, genetic algorithms (GAs) are time-consuming.
Several attempts have been made to achieve vertical partitioning.

All the aforementioned methods collect workloads, conduct statistical analyses,
and partition tables based on the results of analysis. However, Abuelyaman [1] intro-
duced “StatPart” based on a study of the environment and future tasks as a basis for
attribute clustering at the initial stage of database design. Dynamic Vertical Partition-
ing Partitions (DY VEP) data based on the automatic monitoring of query frequencies
introduced [7]. However, the communication cost within a distributed database is not
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considered. Therefore, Li and Gruenwald [4] proposed AutoClust, AutoClust as ex-
tended of [22] a previous version, AutoClust utilize a query optimizer to measure
performance based on estimated cost in distributed database which lack in DYVEP.

Current studies focus on partitioning multimedia databases. Thus, Rodriguez & Li
[6] introduced the Multimedia Adaptable Vertical Partitioning (MAVP).The MAVP
static and database administrator shave to provide the information that MAVP needs
to establish a vertical partitioning scheme. By contrast, [23] proved that Dynamic
Multimedia ON line Distribution (DYMOND) does not need a database administrator
because it automatically obtains all input information.

Predicate or affinity-based methods are the two main approaches in horizontal
(record) clustering. In the predicate approach, [10] terms that are homogeneously
accessible from different applications are mined and grouped together. However, this
method suffer requires the completion of the set of terms to perform record partition-
ing. Therefore, Ozsu & Valduriez [18] introduced efficient iterative algorithms called
COMMIN. COMMIN is used to identify a minimal and complete predicate min term
set from a predicate set of transaction queries. However, the min term predicate ap-
proach can hardly produce a complete predicate set. The affinity-based method,
which is used in vertical partitioning, was this introduced for horizontal clustering. [9]
used two matrixes: Usage Predicate Matrix (UPM) and Predicate Affinity Matrix
(PAM). Another research work utilizing PAM as input to GAs was introduced by
[24], where a horizontal fragmentation was considered a traveling salesman problem.
Khan & Hoque [2] recently introduced a new method for horizontal fragmentation
and allocation in a distributed database. The method focused on the locality of the
data recorded in a table called Attribute Locality Table precedence. This approach is
implemented at the initial stage of distributed database system design by collecting
information from a Create, Read, Update, and Delete matrix [25]. Mixed partitioning
is the process of implementing vertical partitioning first, followed by horizontal parti-
tioning, or vice versa. S. Navathe [11] Proposed mix database partitioning for a distri-
buted database system. The idea is to construct grid representations based on data
stored in attributes and records. The intersection between attributes and records is
presented in grid form. Another approach utilizes GAs for mix partitioning in a rela-
tional database [12, 17].

3 Distributed Database Architecture

A distributed environment consists of numerous connected machines. The machines
can either be in the same or different geographical areas [1]. The workload in a dis-
tributed environment is divided among all machines to enhance system performance.
Thus, all machines run a parallel mechanism.

Fragmentation and allocation are two main elements of distributed database man-
agement systems. Fragmentation is a method by which to divide the physical structure
of database tables into sub-tables. Figure 1 shows the environment structure of a dis-
tributed database.
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Fig. 1. Structure of the distributed database.

Allocation is a method by which to transfer sub-tables to one site or more over the
network. In this way, if the user makes a query, the requested data will be retrieved
from one network node. Thus, data retrieval improves when data are retrieved from
more than one network node. Therefore, the transportation cost of data from the net-
work node to the user is less than that of retrieving data from different nodes, which
increases transportation cost.

4 Shared-Table

The proposed technique is designed for a relational distributed database. The tech-
nique, which deals with textual data, is called the Shared-Table Technique (STT).
STT can be implemented in all network nodes that have a terminal for input data. STT
will keep the database scheme as it is without partitioning. STT consists of a table and
two main procedures: Mining Term and Allocation. The table referred to is a database
table consisting of four columns: ID, Extracted_Data, Target_Node, and Time—
stamp_ID as shown in Table 1. The ID column provides the identifier number, whe-
reas the Extracted_Data column provides the extracted information comprising
named entities [26-28] and frequent terms [29, 30]. The node address is stored in the
Target Node column, whereas the time of transaction is stored in the Time-—
stamp_ID column . Thus, when the user enters textual data directly, the mining term
procedure runs.

The mining term procedure is the process of extracting the named entities and fre-
quent terms, which are then stored in the Extracted_Data column. Such informa-
tion will serve as a guide on where the subsequent textual data should be stored (in
which node). Thus, the storing process matches the mining terms of the new textual
data in the existing shared-table. Figure 2 shows a general view of the SST.
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Table 1. Structure and simple information of STT

D Extracted_Data Target Node Timestamp_ID

01 Malaysia,Najeeb, Ahmed, cairo, N1 12/5/20013 01:20
performance, electricity,

02 TNG,Malaysia, Najeeb, electricity N1 12/5/20013 02:20

03 John, UK, Microsoft,Oracle N4 12/5/20013 02:25

04 IBM,Oracle, USA N4 15/5/20013 21:20

05 Football, Japan and China, team, N5 16/5/20013 15:20
Player

Table 1 demonstrates the structure of the STT and simple information about tex-
tual data and networks nodes that hold such data. In ID column, the identifier number
of textual document is “1”. Identifier “1” hold information of specific textual data
such as the most frequent terms and named entities of textual documents which
stored in network node “N1”, In the next record, identifier “2”, its hold information
about textual data which are similar to textual documents that hold identifier number
“1” . Thus, both textual data stored in network node “1”. Each network node holds
textual documents that have similarity between its content. Such content is
represented by the named entities and most frequent terms of each textual document.
This method can be used as a guide on where data should be stored for easier retriev-
al. Therefore, retrieving process such data can be retrieved very fast rather than access
another network nodes over distributed environment. Furthermore, more other mani-
pulation for such data can be done very efficiently. For instance, deleting data that
belong to specific action or specific month (s), it can be remove, backup or update
without any additional transportation cost over such environment. In case the data are
fully or partially similar based on content between two network nodes, the re-
allocation procedure will transform the small-sized data from network node to another
network node that has large-sized data

i DRDBMS N

User Terminal "
Textual File

Shared_Table

Fig. 2. General view of shared-table technique.
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The re-allocation will consider and calculate the transportation cost to identify
close network nodes that also have small data that are similar to that of the current
node. This process is performed because the data that have to be transferred are often
similar to that of another network node. In this case, the data that have to be trans-
ferred may be integrated with a far network node, thus affecting the transportation
cost when retrieving data from these nodes. Therefore, the re-allocation procedure
facilitates calculation and provides a better solution for the re-allocation of data be-
tween network nodes. In each database transaction, all tables will be replicated among
all mining terms as new data are entered by the user.

Table 2. Transportation time between network nodes

Network Node Nodel Node2 Node3 Node4
Nodel 0 2 1 3
Node2 2 0 2 1
Node3 1 2 0 2
Node4 3 1 2 0

The example of query processing improvement is shown in Table. The measure-
ment of transportation time between all network nodes is in seconds. If data is re-
quested in the user query where query is issued from node 1 and data is allocated in
different network nodes such as node number 2 and 3, a transportation time will oc-
cur in this case. There is also a processing time where it is a time taken to retrieve
data from the secondary storage. Thus, the total consuming time (TC) to retrieve such
data is the summation of transportation and processing time. TC= TC (Nodel to
Node2) +TC (Nodel to Node3) + PT. Suppose that the processing time is 1 second,
therefore, TC=2 +1+1=4. However, for data cluster that resides in the same network
node, the total consuming time (TC) is equal 1, which is only the processing time.

5 Conclusion

The SST, which can reduce transportation cost over distributed relational databases,
was introduced in this study. Query efficiency was improved by reducing the trans-
port cost in a distributed database management system. Enhances efficiency can be
achieved by grouping data that are likely to be accessed and retrieved together, specif-
ically textual data that often have similar content. The SST serves as a guide on where
data should be stored for easier retrieval. By utilizing the data mining concept, terms
along with the location in which they are stored (in which network node) are con-
tained in the shared-table.

Acknowledgment

The authors wish to thank Universiti Teknologi MARA (UiTM) for the financial
support. This work was supported in part by a grant number 600-RMI-/DANA
5/3/RIF (498/2012).



56

10.

1

—_

12.

13.

14.

15.

16.

Shared-Table for Textual Data Clustering in Distributed

References

. Abuelyaman, E.S., An Optimized Scheme for Vertical Partitioning of a Distributed

Database. IJCSNS International Journal of Computer Science and Network Security, 2008.
VOL.8 No.1: p. 310-316.

Khan, S.I. and D.A.S.M.L. Hoque, A New Technique for Database Fragmentation in
Distributed Systems. International Journal of Computer Applications, 2010. Volume 5-—
No.9: p. 0975 — 8887.

Chu, W.W. and LT. leong, A Transaction-Based Approach to Vertical Partitioning for
Relational Database Systems. Software Engineering, IEEE Transactions on, 1993. VOL.
19, NO. 8.

Li, L. and L. Gruenwald, Autonomous Database Partitioning using Data Mining on Single
Computers and Cluster Computers. Proceedings of the 16th International Database
Engineering & Applications Sysmposium. ACM, 2012.

Ma, H., K.-D. Schewe, and M. Kirchberg, A Heuristic Approach to Vertical Fragmentation
Incorporating Query Information. Databases and Information Systems, 2006. 7th
International Baltic Conference on. IEEE: p. 69-76.

Rodriguez, L. and X. Li, A vertical partitioning algorithm for distributed multimedia
databases. . In e. a. A Hameurlain, editor, Proceedings of DEXA, . Springer Verlag, 2011.
Vol 6861 (544—558).

RodriguezA, L. and X. Li, A dynamic vertical partitioning approach for distributed database
system. Systems, Man, and Cybernetics (SMC), IEEE International Conference on. IEEE,
2011.

Song, S. and N. Gorla, A genetic Algorithm for Vertical Fragmentation and Access Path
Selection. The Computer Journal, 2000. vol. 45, no. 1: p. 81-93.

Zhang, Y., On horizontal fragmentation of distributed database design. in M. Orlowska &
M. Papazoglou, eds, Advances in Database Re- search, 1993. World Scientific Publishing:
p. 121-130.

Ceri, S., M. Negri, and G. Pelagatti, Horizontal data partitioning in database design. in Proc.
ACM SIGMOD, 1982.

. S. Navathe, K.K., Minyoung Ra, Amixed fragmentation methodology for initial distributed

database design. Journal of Computer and Software Engineering 1995. 3.4 (1995): p. 395-
426.

Gorla, N., V. Ng, and D.M. Law, Improving database performance with a mixed
fragmentation design. J Intell Inf Syst (2012) 39, 2012. 39: p. 559-576.

Hoffer, H.A. and D.G. Severance, The Use of Cluster Analysis in Physical Database
Design. Proceedings First Internutionul Conference on Vety Large Data Bases, 1975.
Navathe, S., et al., Vertical partitioning algorithms for database design. ACM Transactions
on Database Systems (TODS) 9.4, 1984: p. 680-710.

Navathe, S.B. and M. Ra, Vertical Partitioning for Database Design: A Graphical
Algorithm. ACM SIGMOD Record 18.2, 1989.

Ra, M., Horizontal partitioning for distributed database design. In Advances in Database
Research, World Scientific Publishing, 1993: p. 101-120.



Wael M. S. Yafooz et al. 57

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

Ng, V., et al., Applying genetic algorithms in database partitioning. SAC '03 Proceedings of
the ACM symposium on Applied computing, 2003: p. 544-549.

Ozsu, M.T. and P. Valduriez, Principles of Distributed Database Systems. 2nd ed., New
Jersey: Prentice-Hall, 1999.

McCormick, W.T., P.J. Schweitzer, and T.W. White, Problem decomposition and data
reorganization by a clustering technique. 1972. Operations Research 20.5: p. 993-1009.
Chakravarthy, S., et al., An objective function for vertically partitioning relations in
distributed databases and its analysis. Distributed and parallel databases 2.2 1994. 183-207.
Muthuraj, J., et al., A formal approach to the vertical partitioning problem in distributed
database design. Parallel and Distributed Information Systems, Proceedings of the Second
International Conference on. IEEE, 1993.

Guinepain, S. and L. Gruenwald, Using Cluster Computing to Support Automatic and
Dynamic Database Clustering. Cluster Computing, 2008 IEEE International Conference on.
IEEE, 2008.

Rodriguez, L., et al., DYMOND: An Active System for Dynamic Vertical Partitioning of
Multimedia Databases. Proceedings of the 16th International Database Engineering &
Applications Sysmposium. ACM, 2012., 2012.

Cheng, C.-H., W.-K. Lee, and K.-F. Wong, A Genetic Algorithm-Based Clustering
Approach for Database Partitioning. Systems, Man, and Cybernetics, Part C: Applications
and Reviews, IEEE Transactions on 2002. VOL. 32, NO. 3: p. 215-230.

Surmsuk, P. and S. Thanawastien, The Integrated Strategic Information System Planning
Methodology. 11th IEEE International Enterprise Distributed Object Computing
Conference, 2007.

Montalvo, S., F. Victor, and M. Raquel, NESM: a Named Entity based Proximity Measure
for Multilingual News Clustering. Procesamiento de Lenguaje Natural, 2012. 48: p. 81-88.
Cao, T.H., T.M. Tang, and C.K. Chau, Data Mining: Foundations and Intelligent Paradigms
Springer Berlin Heidelberg, 2012: p. 267-287.

YafoozB, W.M.S., S.Z. Abidin, and N. Omar, Challenges and issues on online news
management. Control System, Computing and Engineering (ICCSCE),IEEE International
Conference on., 2011.

Krishna, S.M. and S.D. Bhavani, An Efficient Approach for Text Clustering Based on
Frequent Itemsets. European Journal of Scientific Research, 2010. ISSN 1450-216X Vol.42
No.3: p. 399-410.

Beil, F., M. Ester, and X. Xu, Frequent Term-Based Text Clustering. Proceedings of the
eighth ACM SIGKDD international conference on Knowledge discovery and data mining.
ACM, 2002.



Part 11
Data Warehousing and Mining



A Graph-based Reliable User Classification

Bayar Tsolmon, Kyung-Soon Lee*

Division of Computer Science and Engineering, CAIIT, Chonbuk National University,
567 Baekje-daero, Deokjin-gu, Jeonju-si, Jeollabuk-do, 561-756 Republic of Korea
bayar 277@yahoo.com, selfsolee@chonbuk.ac.kr

Abstract. When some hot social issue or event occurs, it will significantly
increase the number of comments and retweet on that day on Twitter. However,
as the amount of SNS data increases, the noise also increases synchronously,
thus a reliable user classification method is being required. In this paper, we
classify the users who are interested in the issue as “socially well-known user”
and “reliable and highly active user”. “A graph-based user reliability
measurement” and “Weekly user activity measurement” are introduced to
classify users who are interested in the issue. Eight of social issues were
experimented in Twitter data to verify validity of the proposed method. The top
10 results of the experiment showed 76.8% of performance in average precision
(P@10). The experimental results show that the proposed method is effective
for classifying users in Twitter corpus.

Keywords: Graph-based user metric, User classification, Timeline analysis

1 Introduction

With the rapidly increasing amount of data on the internet lately, the research on
social user classification attracts more and more attention. Compared with the news
and blog data, the Social Network Service (SNS) data are more widely used in the
real-time event extraction and recommendation system. However, as the amount of
SNS data increases, the noise also increases synchronously, thus a reliable user
classification method is being required.

Since the existing user classification methods [1,2,3] only depend on the statically
behavior of the user, there was a problem that some important user who has fewer
numbers of followers might be missed. Especially the frequency of a retweet of
tweets that is irrelevant to the event such as rumor or advertisement is high in the SNS
environment.

There are recent works for social user classification based on user behavior
analysis and timeline analysis. Social media has become indispensable to users
recently. A rich set of studies has been conducted in various forms of social media. T.
Tinati et al. [4] developed a model based upon the Twitter message exchange which
enables us to analyze conversations around specific topics and identify key players in
a conversation. Kwak et al. [5] compared three different measures of influence-
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number of followers, page-rank, and the number of retweets-finding that the ranking
of the most influential users differed depending on the measure.

In this paper, we propose a graph based reliable user classification based on
timeline and social user behavior analysis, and a user activity measurement method to
extract reliable and highly active users who are needed for recommendation system or
event extraction. The proposed method classifies the Twitter users as socially well-
known user, reliable and highly active user, normal user and low active user. Reliable
and highly active user is defined as the “user who writes a lot” about the issue, and
that is “user who is being re-tweeted for several times”. When the writing about an
issue is being mentioned and being retweeted by people, it's become a reliable user.

The rest of the paper is organized as follows: Section 2 presents user classification;
Section 3 describes the proposed method of a graph-based reliable user extraction
method. Section 4 shows our experimental results on a Korean tweet collection. We
conclude the paper in Section 5.

2  User Classification

1) User classification using follower and following ratio. It could be seen that the
characteristic that makes Twitter a social network service is following and follower.
Measuring follower and following ratio (FFRatio) that shows how much does the user
do Twitter activity by using a Twitter user's number of following and follower.

# ofFollower(p)

FFRath(p) = #of Following(p)

M
where, Follower(p) represents the number of followers of user p and Following(p) is
the number of following of the user p.

2) User classification using a retweet and tweet ratio. The retweet ratios tend to be
most meaningful when they are used to compare users within the same issue. The
retweet ratio (R7TRatio) of Twitter user who mentioned about an issue is calculated as
follows.

Total RT (p)
Total Tweet(p)

RTRatio(p) = (2)
where, TotalTweet(p) represents how many tweets have been posted by the user p
about the issue. TotalRT(p) is the number of retweets for all the tweets posted by the
user p. The formula shows the average retweet ratio when user p writes a tweet about
an issue.

A graph based on FFRatio and RTRatio is as in the Figure 1. The left side of Figure
1 shows the distribution of followings and followers. Following and follower ratio is
almost same. The higher the number of the follower can be considered as a socially
well-known user. Based on the FFRatio value of each user, the Twitter users can be
categorized into three groups as follows (Table 1).
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Fig. 1. Distribution of number of followings and followers and RTRatio

Table 1. User distribution based on the FFRatio value

User group FFRatio Description
CLB: Celebrity Greater than 1.5 Follower >> Following
NRM: Normal 0.5~1.5 Follower = Following
SPM: Spam Less than 0.5 Follower << Following

The description of each group users is follows.
—  CLB user: As a user who has many followers, classify as a celebrity
— NRM user: The case that number of following and follower is similar,
classify as a normal
—  SPM user: As a user who has more following than followers, classify as a
spam or user with low activity
The right side of Figure 1 represents the retweet distribution (R7Ratio). There is
not much users with higher retweet frequency compared as entire users. From this
figure it can be seen that users are divided by 4 big groups as follows (Table 2).

Table 2. Table of user distribution through the RTRatio value

. Description
User group RTRatio Total RT Total Tweet
A: Popular Greater than 80 High Low
B: Active 2.5~80 High High
C: Normal 0.5~2.5 Low High
D: Inactive Less than 0.5 Low Low

In this paper, we classify a Twitter user who is an important property for the event
extraction based on FFRatio and RTRatio to four groups as follows.

User classification:

1) Socially well-known user (A-CLB & B-CLB)

2) Reliable and highly active user (A-NRM & B-NRM)
3) Normal user (C-NRM)

4) Low active user (D-SPM)

If the socially well-known users mention about the certain event, it indicates that a
big social event happened. The reliable and highly active users are valuable users
because they post important information every time an event occurs. The user who
belongs to A-CLB (combination of group A and CLB) is the user who has a number
of followers than following, and has 80 or more of retweet of the tweet wrote about an

issue.
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3 A graph-based reliable user extraction method

3.1 Extracting socially well-known users

It is hard to analyze user reliability based on the number of Twitter user’s followers
and tweets. However, highly active users tend to have a lot number of tweets and
retweets. To extract socially well-known users, we adapted a HITS (Hyperlink-
Induced Topic Search) [6] algorithm to extract “a user who is being retweeted several
times” and “a user who is active in Twitter” by analyzing the social network among
the Twitter users.

The directed graph is constructed as G = (V, E) on the each issue: V represents a
user group and E represents a linkage group. The directed edge (p, q) & E is created
when the tweet of a user p mentions a user ¢g. Additionally applying mention, RT,
Retweet value with edge weight between nodes to the existing HITS algorithm is as

the same as in figure 2.

User q
(A1 0.3, H:01)

Retweet

A: Authority score

H: Hub score User p

(A: 0, H: 04)
Fig. 2. Example of the weighted HITS graph illustration: Edge creation for Twitter users

Each user has an authority score and a hub score in HITS algorithm [6]. When out-
link from the high authority node, it becomes higher hub, and when it is in-linked
from high hub nodes, it becomes high authority. The formula that calculated by giving
additional an edge weight on the original HITS algorithm to classify users by
analyzing network among Twitter users in this paper is as follows.

HubScore® (p) = FFRatio(p) 3)
AuthScore©® (p) = RTRatio(p) 4)

The weighted Hub score and Authority score are calculated as formula 5, 6.
HubScore TV (p) = Ypoq Wpq X AuthScore™ (q) (5)
AuthScore ™V (p) = ¥, w,, X HubScore” (q) (6)

The edge weight w,, is as follows:
Wyp = 2g-p FTeqRT(q,p) + Xq-p Mention(q,p) (7

The effectiveness of the HITS algorithm depends on the initial value and edge weight.
The top ranked 100 users with high AuthScores are selected as socially well-known
users.
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3.2 Extracting reliable and highly active users

In the HITS algorithm, the generally reliable users in society are extracted without
considering the timeline of each user. Since there is a user who writes a lot of tweets
about the issue and actively write whenever the event related to the issue occurs, these
users regularly have relatively higher activity than other users. In figure 3, user 2 and
user 3 write tweets about the issue every week. User | and user 4 do Twitter activity
on the issue only in a certain period.

iPad and Galaxytab
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£
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—&—User 1(LotteEvent) =—@=—User 2(iMacKorea) User 3(Korea_Apple) =—s—User 4(S5G_DS)

Fig. 3. A Graph of a user who has a high activity score
For cases like user 2 and user 3, the following formula calculates the average
weekly activity score with user’s weekly tweets and frequency of the retweet for
measuring “user who writes often” as an average value.

Activity Score(u) = %Z}’Zl TweetFreq(u,d;) X RTFreq(u,d;) ()

where w shows the number of weeks; TweetFreq shows the sum of tweets d that a
user u wrote in the each i™ week; RTFreq represents the number of retweets d of the
tweets written by a user  in the each i week.

4  Experiments and Evaluation

We have evaluated the effectiveness of the proposed method on tweet collection.
Eight issues are chosen and tweet documents for the issues are collected, spanning
from November 1, 2010 to March 26, 2011 by Twitter API (all issues and tweets are
written in Korean). Table 3 shows the number of users who wrote tweets on each

issue.
Table 3. Twitter user set

Category Issue # of user
Product Canon & Nikon 21,369
iPad & Galaxy tab 115,022

People Park Ji-Sung 29,568
Kim Yu-Na 10,563

Company Apple 71,878
Samsung 108,800

Natural Disaster Earthquake 110,345
Terrorism Chonanham 19,473
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The methods of comparative experiment to extract reliable user is as in the following.
In this paper, the method based on Twitter user’s FFRatio and RTRatio is used as a
baseline for the extraction of reliable users.
Table 4. Comparative Methods & User classification
User classification Baseline Proposed method
Socially well-known user | A-CLB & B-CLB HITS AuthScore: High
Reliable and active user A-NRM & B-NRM | Activity Score

Normal user C-NRM HITS HubScore: High
Low active user D-SPM HITS Auth & Hub Score: Low

The reliable user extraction method using FFRatio and RTRatio in the static
behavior analysis of Twitter user and using dynamic behavior analysis on the issue
are proposed. The result of calculation of precision (P@10) for top 10 extracted
reliable users from each method is as follows.

Table 5. Comparative experiment for reliable user extraction P@10

User Socially well- Reliable and active Average
classification known user user
Issue A-CLB Auth |B-NRM Activity Baseline  Proposed
B-CLB Score |C-NRM Score method
1. Canon & Nikon 0.5 0.4 0.2 0.4 0.35 0.40
2. iPad & Galaxy tab 0.7 0.8 0.9 0.8 0.80 0.80
3. Park Ji-Sung 0.7 0.6 0.6 1.0 0.65 0.80
4. Kim Yu-Na 0.5 0.9 0.6 0.9 0.55 0.90
5. Apple 0.5 0.5 0.5 0.7 0.50 0.60
6. Samsung 0.5 1.0 0.3 0.9 0.40 0.95
7. Earthquake 0.4 0.7 0.2 0.8 0.30 0.75
8. Chonanham 0.8 0.9 0.5 1.0 0.65 0.95
Average 0.57 0.72 0.47 0.81 0.52 0.76

In the result of experiment, the proposed method showed better performance than
baseline. The method AuthScore and Activity Score achieved 72% and 81%
respectively. Since an experiment carried out by targeting users who are interested in
the issue, a user who is socially popular about each issue, a user who has a reliable
and direct correlation with an event could be extracted.

The distribution of reliable users’ tweet about the earthquake issue is shown in

Figure 4.
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Fig. 4. The number of tweets containing the “Earthquake” issue word and distribution of
reliable users.
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Table 6. Top 5 reliable users about earthquake issue

User ID User screen name Description
User 1 KoreanRedCross Official Twitter account of the Korean Red Cross
User 2 parknews9 KBS Nine O’clock News anchor
User 3 kbsnewstweet Official Twitter account of KBS News
User 4 Russa Blogger
User 5 mofatkr Ministry of Foreign Affairs

In the Figure 4, the higher picks with date label represent the occurrence of
earthquakes. From here, it can be seen that when the number of daily tweet frequency
become higher, all reliable users wrote about an issue on the same day. Reliable and
highly active top 5 users related to earthquake issue are shown in Table 6. In the case
of user 1, tweets are not only about earthquake occurrence but also about donation
and help. In other hand, when an ecarthquake occurs, user 5 posts tweet about
guidelines for South Korean citizens who live in abroad. A user 2 and user 3 write the
earthquake news.

5 Conclusion

In this paper, a Twitter user classification method through graph-based reliability
measurement metrics and user activity metrics using timeline analysis were proposed
in a network of users who are interested in the issue. Reliable user can be used for
other use such as recommendation system, as well as event extraction. Eight of social
issues were experimented in Twitter data to verify validity of the proposed method.
The top 10 results of experiments achieved 76.8% of performance in precision
(P@10). Discovering methods for better user behavior analysis and less dependent on
the number of tweets are future works.

Acknowledgements. This research was supported by Basic Science Research
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Ministry of Education, Science and Technology (2012R1A1A2044811).
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Abstract. Functional Link Neural Network (FLNN) has becoming as an
important tool for solving non-linear classification problem. This is due to its
modest architecture which required less tunable weights for learning as
compared to the standard multilayer feed forward network. The most common
learning scheme for tuning the weight in FLNN is a Backpropagation (BP-
learning) algorithm. However, the learning method by BP-learning algorithm
tends to easily get trapped in local minima which affect the performance of
FLNN. This paper discussed the implementation of modified Artificial Bee
Colony (mABC) as a learning scheme for training the FLNN network in
overcoming the drawback of BP-learning scheme. The aim is to introduce an
alternative learning scheme that can provide a better solution for training the
FLNN network.

Keywords: Functional Link Neural Network, Modified Artificial Bee Colony,
Learning scheme, Training.

1 Introduction

Artificial Neural Networks (ANNs) have been known to become a powerful tool
applied to variety of real world tasks such as classification, prediction and clustering
[1, 2]. One of the best known types of ANNSs is the Multilayer Perceptron (MLP). The
MLP structure consists of multiple layers of nodes which give the network the ability
to solve problems that are not linearly separable. However, MLP usually requires a
fairly large amount of available measures in order to achieve good classification
ability. Difficulties in fixing appropriate number of neurons in layers and a
challenging work on determining number of hidden layers has make the MLP
architecture becomes not that easy to train. The increase number of hidden layers and
neurons also make the MLP architecture become complex and resulting in slower
operation. An alternative approach of avoiding this problem is by removing the
hidden layers from the architecture which prompted to an alternative network
architecture named Functional Link Neural Network (FLNN) [3]. The FLNN is a flat
network (without hidden layers) where it reduced the neural architectural complexity
while at the same time possesses the ability to solve non-linear separable problems.
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FLNN network is usually trained by adjusting the weight of connection between
neurons. The most common method for tuning the weight in FLNN is using a
Backpropagation (BP) learning algorithm. However one of the crucial problems with
the standard BP-learning algorithm is that it can easily get trapped in local minima
especially for the non-linear problems [4], thus effect the performance of FLNN
network. To overcome this, the modified Artificial Bee Colony (mABC) optimization
algorithm is used to optimize the weights of FLNN instead of the BP-learning
algorithm [5]. The original standard ABC was proposed by Karaboga [6] for solving
numerical optimization problem. Several studies on the comparison of ABC with
other well-known optimization algorithm particularly on the PSO, ACO, GA, and DE
done by [6, 7] resolved that ABC algorithm turn out to be very simple, flexible and
robust as compared to the existing population-based optimization algorithms in
solving numerical optimization problem. In this study, we adopt the ABC algorithm
with some modification in the employed bee’s foraging phase to provide a thorough
local search behavior instead of original random behavior to search the optimal
weights set for the FLNN. Our experimental results showed that the FLNN
performance trained with mABC learning scheme gives better accuracy results with
less processing time.

2 Related Works

This section presents an overview on Functional Link Neural Network, related work
on FLNN learning scheme and Standard Artificial Bee Colony Optimization
Algorithm that will be utilized in this work.

2.1. An Overview of Functional Link Neural Network

Functional Link Neural Network (FLNN) is a class of Higher Order Neural Networks
(HONNS) that utilize higher combination of its inputs created by Pao [3, 8]. The
FLNN is much more modest than MLP as it has a single-layer of trainable weights
whilst able to handle non-linear separable problems. The flat architecture of FLNN
has also make the learning algorithm in the network less complicated [9]. In order to
capture non-linear input-output mapping, the input vector of FLNN is extended with a
suitable enhanced representation of the input nodes which artificially increase the
dimension of input space [3, 8].

Fig. 1 and Fig. 2 show the network structure of MLP and FLNN both with 2 input
nodes. The network structure of FLNN presented in Fig. 2 was enhanced up to 2™
order (the highest order) make it employed only 4 trainable parameters (3 weights + 1
bias) in it structure. As compared to Fig. 1, the MLP with the same number of input
nodes (2 inputs) and with a single hidden layer of 2 nodes (the least numbers of
hidden nodes and layers) formed 9 trainable parameters (6 weights + 3 biases) in it
structure. Of both this network, FLNN need less trainable weights as compared to
MLP for training and this make the learning scheme for FLNN less complicated.
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Backpropagation of weights

Output

Input Layer Hidden Layer Output Layer

Fig. 1. Single layer MLP structure with 2 input nodes

Backpropagation of weights

X1
X2

Output

X1X2

Input Layer Output Layer

Fig. 2. FLNN structure up to 2™ order of 2 input nodes

Our focused in this work is on the FLNN with generic basis architecture which uses
a tensor representation. Fig. 2 illustrates the FLNN structure of 2 inputs up to second
order input enhancement. The first order consists of the original inputs which are x;
and x,. To provide the network with non-linear mapping capability the inputs is
enhanced with additional higher order unit by extending them based on the product
unit. The product unit of this network is x,x; as depicted is Fig. 2 and is known as the
2" order input enhancement for the network.

2.2. FLNN learning Scheme

Most previous learning algorithm used in the training of FLNN, is the BP-learning
algorithm [4, 9-15]. As shows as in Fig. 2, the weight values between enhanced input
nodes and output node are randomly initialized. The output node, ¥ of FLNN would
correspond to the input pattern x and the number of input patterns, n. For tensor
representation with single output node, enhance input can be noted as n+n(n-1)/2. Let
the  enhanced input node of tensor x be  represented as
Xp = (X1, Xp, e X, X1 Xg, e Xq_1Xpn).  Let f denotes the output node’s activation
function which in this work we applied a logistic sigmoid activation function:
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fls) = —— (1)

1+exp(—s)
where s=wx;+Db

The output value of the FLNN is obtained by:

y=1() )

where y is the output while fdenotes the output node activation function and b is the
bias. In Eq. (1), wx, is the aggregate value which is the inner product of w and x,.
The square error E, between the target output and the actual output will be minimized
as:

1 ~
E=- =i = 9)? 3)

where y; is the target output and ¥; is the actual output of the ith input training
pattern, while 7 is the number of training pattern. During the training phase, the BP-
learning algorithm will continue to update w and b until the maximum epoch or the
convergent condition is reached.

Although BP-learning is the mostly used algorithm in the training of FLNN, the
algorithm however has several limitations which affect the performance of FLNN-BP.
FLNN-BP tends to easily gets trapped in local minima especially for those non-
linearly separable classification problems. This is an inherent problem that exists in
the BP-learning algorithm. Employing BP-learning algorithm as learning scheme has
made FLNN-BP model strictly depends on the shape of the error surface and since a
common error surface may have many local minima and multimodal, this has
typically makes the algorithm prone to stuck in some local minima when moving
along the error surface during the training phase. In addition, FLNN-BP model also
very dependent on the choices of initial values of the weights as well as the
parameters in the algorithm such as the learning rate and momentum [4] which make
it not very easy to meet the desired convergence criterion during the training.
Therefore, further investigation to improve learning algorithm in FLNN are still
desired.

2.3. Artificial Bee Colony Optimization

The Artificial Bee Colony (ABC) algorithm is an optimization tool, which simulates
the intelligent foraging behavior of a honey bee swarm for solving multidimensional
and multimodal optimization problem [6]. In this model, three groups of bees which
are employed, onlooker and scout bees determined the objects of problems by sharing
information to one another. The employed bee uses random multidirectional search
space in the Food Source area (FS). They carry the profitability information (nectar
quantity) of the FS and share this information with the onlookers. Onlooker bees
evaluate the nectar quantity obtained by the employed and bees and choose FS
depending on the probability value base on the fitness. If the nectar amount of FS is
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higher than that of the previous one in their memory, they memorize the new position
and forget the previous one [6]. The employed bee whose food source has been
abandoned becomes a scout and starts to search for finding a new food source
randomly. The following is the standard ABC pseudo code:

1. Initialization ©population of scout bee with random
solution x;,; i=1,2..FS

2. Evaluate fitness of the population

Cycle = 1:MCN

4. form new population v;; for the employed bees using:

Vi,j =xi‘j+¢i‘j(xi‘j— xk‘j) (4)
where k is a random selected solution in the neighborhood
of i, ® is a random number in the range [-1,1] while j is
a random selected dimension vector in i and evaluate them

5. Apply greedy selection between v;; and Xx;;
6. Calculate the probability wvalues p; for the solutions x;
using:

w

L iff,=0

p; = ZFJ;% where  fit; = 1+fi ' (5)
=17 1+ abs(f;), if ;<0
7. Produce the new solutions uv; for the onlookers from the
solutions x; selected depending on p; and evaluate them
8. Apply the greedy selection process for onlookers
9. Determine the abandoned solution for the scout, if exists,
and replace it with a new randomly produced solution x;
using:
x! =x . +rand(0,1)(xX],0x — X)) (6)
10.Memorize the best solution
11.cycle=cycle+l
12.Stop when cycle = Maximum cycle number (MCN) .

3 Proposed Learning Scheme

Inspired by the robustness and flexibility offered by The Artificial Bee Colony
optimization algorithm, we adopted the ABC optimization algorithm as the learning
scheme with some modification on employed bee’s foraging phase to overcome the
disadvantages caused by gradient descent BP-learning in the FLNN training. The
training scheme flowchart is presented in Fig. 3. In the initial process, the FLNN
architecture (weight and bias) is transformed into objective function along with the
training dataset. This objective function then is fed to the modified ABC (mABC)
algorithm in order to search for the optimal weight parameters. The weight changes
are then tuned by the mABC algorithm based on the error calculation (difference
between actual and expected results). The optimal weights set obtained from the
training phase are then fed to the FLNN objective function for performance
evaluation upon an unseen data (test set) in the testing phase.

In this study, a modified Artificial Bee Colony (mABC) is introduced as a learning
scheme for training the FLNN. The modification is done on the part of employed
bees’ foraging phase so that they would exploit all weights and biases in the FLNN
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architecture in order to improve the network ability on searching the optimal weights
set. In standard ABC algorithm, the position of a food source (FS) represents a
possible solution to the optimization problem, and the nectar amount of a food source
corresponds to the profitability (fitness) of the associated solution. In the case of
training the FLNN with ABC, the weight, w and bias, b of the network are treated as
optimization parameters to the optimization problem (finding minimum Error, E) as
presented in Eq. (3).

FLNN +
Training Set
-
> Optimized weights using mABC

MSE
reached?

Max Cycle
reached?

Optimal -
weights Set

Fig. 3. The proposed Learning scheme

The FLNN optimization parameters are represented as D-dimensional vector for
the solution xi; where (i =1,2,...,FS) and (j =1,2,...,D) and each vector i is
exploited by only one employed bee. In order to produce a candidate food source v; ;
from the old one xij in memory, the ABC uses Eq. (4) where k € {1,2, ..., FS} and
both k and j are a randomly chosen indexes. The food source of xi;j can be represented

in a form of X = FS X D matrix.

O

X11 x1,Dl
Xrs1 " XESD

As can be seen from Eq. (4) and matrix representation from Eq. (7), for each row of
F'S only one element from D will be chosen randomly and exploited by the employed
bee by using:

j = fix(rand * D) + 1; ®)

However in the case of FLNN mainly for classification tasks which are always deal
with large number of optimization parameters (weights + bias), exploiting one
element in each solution vector x; will cause longer foraging cycle in finding the
optimal solution [5]. Random selection of elements in each vector x; during employed
bee phase also leads to a poor ability for FLNN network in finding the optimal
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weights set which result to a low classification accuracy on unseen data [16]. To
overcome this, we eliminate the random employed bee behavior in selecting the
elements in vector dimension as in Eq. (8). In the other hand, we direct the employed
bee to visit all elements in D to exploit them before evaluating the vector x;. The
modified ABC is performed as shown in pseudo code below, where the box indicates
the improvement made to the standard ABC:

1) Cycle =0

2) Initialize FLNN optimization parameters, D

3) Initialize population of scout bee with random solution
x;, 1=1,2..FS

4) Evaluate fitness of the population

5) Cycle = 1:MCN

6)| Form new population (v;) for employed bees

i. select solution, k& in the neighbourhood of 1,
randomly
ii. For j = 1:D
iii. Direct employed bee to exploit nectar value of j in

population (v;;) using Eqg. (4)
where j=1,2,..,D is a dimension vector in i1
iv.  §= J+1;
v. exit loop when j = D;

7) evaluate the new population (v;)

8) Apply greedy selection between v; and X;

9) Calculate the probability wvalues p; for the solutions x;
using Eq. (4)

10) Produce the new solutions wv; for the onlookers from the
solutions x; selected depending on p; and evaluate them

11) Apply the greedy selection process for onlookers

12) Determine the abandoned solution for the scout, if exists,
and replace it with a new randomly produced solution x;
using Eqg. (5)

13) Memorize the best solution

14) cycle=cycle+l

15) Stop when cycle = Maximum cycle number (MCN) .

4 Experimentation

In order to evaluate the performance of the proposed learning scheme FLNN-ABC for
classification problem, simulation experiments were carried out on a 2.30 GHz Core
i5-2410M Intel CPU with 8.0 GB RAM in a 64-bit Operating System. The
comparison of standard BP training and ABC algorithms are discussed based on the
simulation results implemented in Matlab 2010b. In this work we have considered 3
benchmark problems, XOR, 3-bit Parity and 4-bit Encoder-decoder problem. During
the experiment, simulations were performed on the training of MLP with standard
BP-learning algorithm (MLP-BP), FLNN with BP-learning algorithm (FLNN-BP)
and FLNN with modified ABC algorithm (FLNN-mABC). The best training accuracy
for every benchmark problems were noted from these simulations. The activation
function used for the network output for both MLP and FLNN is Logistic sigmoid
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function. Ten trials were performed on each simulations with the best network
performance result is noted from these 10 trials. Table 1 below summarized the
parameters considered in this simulation.

Table 1. Parameters considered for FLNN-BP, FLNN-ABC and FLNN-mABC simulation

Parameters MLP-BP FLNN-BP FLNN-mABC
Learning rate 0.3 0.3 -
Momentum 0.7 0.7 -
Maximum 10000 10000 10000
epoch/cycle
Minimum error 0.001 0.001 0.001

The reason of conduction a simulation on MLP and FLNN architectures is to provide
a comparison on neural complexity. The neural complexity refers to the numbers of
trainable parameters (weight and bias) needed to perform good approximation. The
least numbers of parameters indicate that the networks is less complex as it required a
small numbers of weight and bias to be updated at every epoch or cycle and thus led
to a faster training time.

5 Result and Discussion

Ten trials were performed on each simulation of the MLP-BP, FLNN-BP and FLNN-
mABC with the best training accuracy result is taken out from these 10 trials. Table 2
below, presents the simulation result of MLP-BP, FLNN-BP and FLNN-mABC
architectures.

Table 2. The simulation result of MLP-BP, FLNN-BP and FLNN-mABC architectures

Data | Learning | Network | Trainable CPU MSE Accuracy | Rank
sets scheme | structure weights time (%)
Q)
MLP-BP 2-3-1 13 1.9344 0.0010 95.56 3
FLNN- 2" order 4 1.2979 0.0009 95.58 2
XOR BP
FLNN- 2" order 4 0.2527 | 3.52E-06 99.93 1
mABC
MLP-BP 3-3-1 16 3.4211 0.0010 95.63 2
FLNN- 3" order 8 3.4773 0.0016 94.35 3
3-bit BP
FLNN- 3" order 8 2.8660 0.0002 99.21 1
mABC
MLP-BP 4-4-4 40 3.2916 0.0010 95.78 2
4-bit FLNN- 2" order 44 1.4508 0.0009 95.63 3
enc/ BP
dec FLNN- 2" order 44 0.8206 8.7E-05 99.85 1
mABC
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From the simulations conducted, the best MLP structure for training the XOR dataset
was 2-3-1 which employed 13 trainable weights and the best FLNN structure for
training XOR dataset was 2™ order input enhancement which employed 4 trainable
weights. Incorporating mABC as learning scheme for the FLNN network on training
the XOR dataset has given better result in terms of MSE (3.52E-06), CPU time (0.2527s)
and accuracy rate (99.93%) which outperformed both FLNN and MLP trained with
standard BP-learning.

Simulation results on 3-bit Parity and 4-bit encoder/decoder datasets from table 2
also shows that our FLNN-mABC learning scheme had also provide better
performance on both datasets in terms of MSE, CPU time and accuracy rate. It is also
shown that, the implementation of mABC can be considered as another alternative
training scheme that could provide better performance with less computational time
and less neural complexity.

6 Conclusion

In this work, the experiment has demonstrated that FLNN-mABC performs the
classification task quite well. The simulation results also shows that the proposed
mABC Algorithm can successfully train the FLNN for solving non-linear problems
with better accuracy rate and less processing time. This research work is carried out to
introduce mABC as an alternative learning scheme for training the Functional Link
Neural Network that can give a promising result. In future work, we will conduct an
experiment on high dimensional classification benchmark data in order to explore and
to proof the feasibility of the proposed training scheme.
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A Review on Bloom Filter Based Approaches for RFID
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Abstract. This paper provides comprehensive review about data cleaning for
RFID data streams. It serves the purpose to understand the current undertakings
to ensure data quality in RFID. It focused on three major RFID data issues
which are noise readings, duplicate readings and missed readings. It includes
in-depth analysis on existing approaches specifying on Bloom filter based
approaches. This literature can be used by researcher to understand the
background of RFID data filtering, the challenges and expectation in the future.

Keywords: RFID, data filtering, noise reading, missed reading, duplicate
reading, Bloom filter

1 Introduction

RFID identification works by reader reading ID on tag and send it to the
middleware for processing. Before readings can be transformed into information, it
needs to be filtered. The RFID data stream contains unreliable data such as noise
reading and duplicates. Noise reads will produce incorrect information such as
incorrect stock quantity. Duplicate readings need to be removes because it over-
represents the data and does not contain new information for the system. It needs to
be removed to avoid unnecessary processing being performed.

The RFID data stream is different from the common relational and data
warehousing because of (i) large size of data (ii) simple tuple structure (iii) inaccuracy
and (iv) temporal and spatial information that make it require new data management
approach. To illustrate the RFID data size, consider small store that have 10,000
items. 10,000 readings generated. If the readings are repeated for every 10 minutes, in
eight hours there will be already 480,000 tuples. This is why it needs really efficient
data structure based approach to cater the large size of data. The filtering process must
be carried out to ensure only correct readings are used to produce information. This
paper presents and analyzes the existing filtering approaches which are based on
Bloom filter.
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1.1 RFID System Architecture

A typical RFID system consists of a transponder (i.e., tag), which is attached to the
objects to be identified, an interrogator (i.e., reader) that creates an RF field for
detecting radio waves, and a backend database system for maintaining expanded
information on the objects and other associated objects. Figure 1 shows RFID-enabled
a generic system of interest. Generally RFID system architecture is made of four
layers: tags, readers, middleware and database and enterprise applications.

Tagy Tagz Tags j----- Tagn

- ~..;-_--$» > *--_"-—..’/ --_../
/ B /
. " reader; . " ‘reaaer, - ‘. “reader,
Network ‘
Middleware
\ Filters |
v

‘ Database & Application ‘

Fig. 1. An RFID-enabled system architecture

At the first layer, objects to be tracked and monitored are attached with an RFID
tag. A tag contains memory to store the identifying information of the object to which
it is attached and an antenna that communicates the information via radio waves. Tags
can be classified based on their power sources: passive, active and semi-active tags.
Active and semi-active tags have their own battery on-boards while passive tags not.
Passive tag is the most commonly used tags in the market and has an indefinite
operational life compare to other tags. Relative to both active and semi-active tags,
passive tags are very cheap and they are widely used in very large quantities in many
applications such as supply chain management.

Generally, passive tags are most used tags in many applications because of its
cheap price than the others [1]. They were use massively mostly in the supply chain
application. However, due to the low-powered hardware and the massive number of
the tags, it raises many issues in data management and security. Most of the
researches discussed in this thesis are based on the passive tags.

At the second layer, the RFID system is assumed to contain multiple networked
RFID readers deployed to collaboratively collect data from tagged objects in their
vicinity. The reading distance ranges from a few centimeters to more than 300 feet
depending on factors such as interference from other RF devices [2]. The RFID
readers query tags to obtain data and forward the resulting readings to the
middleware. The middleware processes these data and then send it to the backend
applications or database servers. The applications then respond to these events and
orchestrate corresponding actions such as ordering additional products, sending theft
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alerts, raising alarms regarding harmful chemicals or replacing fragile components
before failure.

1.2 RFID Reading Classes

The type of readings generate by reader could be generally classified into four classes:
true positive, false positive, false negative and duplicate readings. Only true positive
reading is acceptable in the RFID system. The other types of reading are the three
major anomalies that need to be removed or smoothed from the data stream [3]. Each
anomaly has different impact to the RFID system. The unreliable data are being listed
as one of the major hindrance in achieving widespread adoption of RFID technology

[4].
1.2.1  True positive

True positive is correct readings made by the reader. It returns the actual ID on the tag
to the reader. The structure of tag ID according to the EPC Tag Data Standard
consists of four parts: Header, EPC manager, Object Class and Serial Number. The
example of tag ID is 01.0000E78.000194.000198CFE. Header identifies the length,
type and structure of EPC, EPC Manager identifies the manufacturer, Object class

identifies the type of product and Serial Number is the unique identifier for the item.

1.2.2 False positive

The second reading class in RFID readings is false positive, also known as noise
reading. The reading returns tag ID that does not exist in the system. The corrupted
reading can be caused by: (i) low power signal, (ii) signal interference, (iii) signal
collision, and (iv) infrastructure obstacle [5]. Low power signals occur when the tag is
located at the end of reader’s vicinity or the reader trying to read too many tags at the
same time [6]. The tag will not be having sufficient power to reply the signal back to
the reader successfully. The radio signal also can be weaken by interference from
metal and water [6].

The third cause of noise reading is the signal collision which is common in RFID.
Signal collision occurs when two or more tags responding to the reader at the same
time [7]. It also occurs when the tag is being read by more than one reader [8]. The
signal collision can change the content of the signal which creates new ID that did not
exist in the system. Another source of noise readings is the infrastructure obstacle
such as the orientation of the objects and obstacles from the surrounding environment.
When numbers of pallets are coming together, some of the tags can be buried deep in
the pallet arrangement, which made them hard to be read. The amount of power
coming to them is not enough for the tag to responds to the reader correctly, which
results in noise readings.

The effect of false positive or noise readings is it reports an existence of an object
that is not exists, causing the system to take wrong decision opposing the reality. For
example a noise read at the security check-out in a shopping mall will trigger alarm
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indicating that a customer did not pay for an item. The noise read also can indicate
inaccurate number of items available in the store which causing delays in ordering
new stock. The noise readings need to be removed from the data stream to avoid such
confusion in those examples. A pro-active step that can be taken to reduce the noise
readings problem is to ensure that the right tag is used for the application. For
example it is better to use high frequency (HF) tag to read object that is build up from
metal compare to ultra high frequency (UHF) tag because HF tag have good
performance with metal.

1.2.3 False negative

The third type of reading is the false negative or missed reading. False negative is a
reading that supposedly performed by the reader but is being left from entering the
data stream. The source of problem can be the same as noise reading. In this case the
signal did not reach the reader at all to transmit the data. False negative also can occur
due to the filtering process itself. Some of the filtering process put a threshold for a
reading to be counted as correct reading within a specific time period. When the
object only resides in the vicinity for a short time period, the number of readings
made on it is less than the threshold. Therefore it is being removed from the data
stream and left undetected. The effect of false negative to the system is opposed to
false positive errors. While false positive add the quantity ups from the reality, the
false negative reduces the real quantity. There problem with the incorrect quantity is
like business loss because some of the items shipped to customer is not being
detected. Simple ways to increase the chances of the tag being read is by increasing
the number of read cycle or use more than one reader to read the same area [9].

1.2.4 Duplicate reading

The next reading class that considered as anomaly is duplicate reading. Duplicate
reading is common problem in RFID. It is exists because RFID reader has the ability
to read the same tag number of times as long the tag’s is still the reader’s vicinity.
Duplicate reading need to be removed because it over represent the data,
unnecessarily occupying the memory space and require unnecessary processing. We
are only interested on the data that indicate the occurrence of events. For example on
smart shelf application, the readings that are most important are when the item is put
on the shelf and when it is being pickup by customer. That can indicate the current
number of items that are currently available on the shelf. Another source of duplicate
readings is because more than one reader is covering the same vicinity to increase the
reliability of the readings. In some cases, the reader’s vicinity was overlapped with
each other that causing the redundancy.

2 Basic of RFID Data Filtering

Fig. 2 depict the basic pattern in RFID data stream that need to be filtered. It contains
true positive, noise, missed and duplicates reading. At time 100 the reader read the tag
correctly which it generate the ID 100E. However at time 200 it produced noise
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reading where it generate tag ID 300E, which is not exists in the reader interrogation
area. At time 300 it misses to read the tag but at time 400 and 500 it read the tag
correctly which create duplicate readings in the data stream.

Readings
Time ID  Reading Types
100 100E  True Positive
E (( -l 200 300E False Positive
100E N 300 - False Negative
400 100E  Duplicate
500 100E  Duplicate

Fig. 2. Types of reading possibly generated when reader reads tag 100E

Basically, the occurrence of true positive is higher than false positive [9]. The
false positive can be filtered by removing readings that have low readings. The
problem now is how to set the threshold and how to perform the filtering efficiently.

The second anomaly, the false negative can be solved by adding more reading
cycles, so that tag have more chances to be read. By filtering the duplicate reading
too, the missed reading can be recovered. For example, it has gone missing at time
300, but at time 400 and 500 it is being read again. That’s mean the tag exist in the
reader interrogation area from time 100 to 500. Based on this, the problem of false
negative has been solved. The problem now when we increase the reading cycle, there
will be higher probability on false positive and duplicate readings occurrence. Our
research will be focusing on filtering these anomalies which in the same time recover
the missed readings.

3 Filtering Approaches

In this section we discuss on RFID data filtering especially on noise and duplicate
reading based on Bloom filter.

3.1 Bloom-Filter based Approach

Bloom filter [10] can represent a data in its bit array of size m that is done through a
number of hash functions. Each hash function that runs on the data will return a
number which referring to the counter position in Bloom filter. The counter’s value is
turn to one from zero when it is being hashed. To test whether a data has been stored
in the filter, the data need to be run through the same hash functions. If the value of
all counters from the hashing process is positive, that’s mean the data already have
been inserted in the filter. If there is more than one counter that is zero, its mean that
the data is new and have not been inserted in the filter. Bloom filter achieve efficiency
by having constant operation in checking the existence of the data through the hashing
process by allowing some false positive. The operation of Bloom filter is shown in
Fig. 3. In Fig. 3(a) the word “Apple” is inserted into Bloom filter using 3 hash
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functions. In Fig. 3(b) the “Orange” is checked whether it has been inserted to the
filter using the same number of hash functions. The first and third hash return counter
that is zero which means “Orange” has never been inserted in the filter.

BF BF
/ : :
Hash 1

0 y 0
“Apple’” Hash 2 0 ‘Orange’_ Hash 2 0
- | 1 |

Hash 3
0 Hash 3 0
1 1
0 0

(a) (b)

Fig. 3. (a) Insertion of “Apple” in the filter and (b) checking whether “Orange” already has
been in the filter

Bloom filter has been used to filter duplicate data in its original and modified form
such as in [11-13]. In [11], Bloom filter is used to filter duplicate data from being sent
to the coordinator site. The readings that come to remote site will be inserted in the
Bloom filter. Then the copy of the Bloom filter is sent to the coordinator sites. The
coordinator site then updates its filter with the new reading and sent it to the other
remote site. If the same reading being produced again at any of the remote sites, it
will be ignored because it has been inserted in the filter. However, this approach is not
feasible to be implemented because the coordinator needs to send the updates to each
remote site whenever there is an update to its Bloom filter. To reduce this problem,
they proposed the Lazy approach where the coordinator needs to send the update only
to the sites that send new readings. By this the overhead processing can be reduced
significantly. However this approach is still does not suitable for RFID application
because RFID generate too many readings. Even if the reading cycle is set with bigger
interval, when the reader performs readings, they can read all the objects in their
vicinity repetitively in a short time. There will be a latency to update the coordinator
and remote sites each times new reading coming in.

One weakness of Bloom filter is that it does not allow deletion. This is because a
single counter in Bloom filter can be hashed number of times by different data.
Turning the counter to zero will affect other data that is not involved in the deletion.
To solve this problem, Counting Bloom filter (CBF) [14] introduces the use of integer
array instead of bit array. It allows the counters in the filter to store 8 bits data rather
than 1 bit as in Bloom filter. When a CBF counter is hashed, the counter value will be
increase by 1. When deletion is made, the respective counter value will be decreased
by 1. Fig. 4 shows the deletion process in CBF. Fig. 4(a) shows that word “Apple” is
hashed and inserted into CBF at counter 0, 3 and 5. In Fig. 4(b) word “Orange” is
hashed and inserted at counter 1, 3 and 6. Counter 3 which also has been hashed by
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“Apple” is increase to 2 in CBF. At Fig. 4(c), the word “Apple” is deleted from CBF,
where all the respective counters are decrease by 1.

Insertion Insertion Deletion
1 1 0
Hash 1 | —— — Hash 1 —
/ o y 1 / ;
. , 0 . . 0 . . 0
Apple Hash2 | — | Orangel  pashp |~ | “Apple Hash2 | — |
N 1 N 2 N 1
Hash3 [ | T | Hash3 [ |
\ ° tosns | 0| \ .
1 1 0
0 1 1

Fig. 4. (a) Insertion of “Apple” in CBF (b) Insertion of “Orange” in CBF (c) Deletion of
“Apple” in CBF

From Fig. 4, we can see that to delete element from CBF, the element must be
known, otherwise CBF does not have method to identify the original element in its
filter. In RFID application, reading that is no longer coming in, can indicate that the
object has leaved the reader vicinity. Therefore the reading can be deleted from
memory. However, if we use CBF to filter RFID reading, it cannot remove the old
readings by itself, because it cannot identify which counters represent this reading. In
[13], they introduce Decaying Bloom filter (DBF) to solve this problem. DBF can
delete old readings from its filter automatically by incorporate sliding windows
movement in its filter.

The counters in DBF will start with the sliding windows size, and its value will be
decreased automatically by one when new reading is coming. If the same reading
occurs, all the respective counters will be set back to the sliding window size. If there
is no new reading on the same tags, the reading will be evicted from the filter
gracefully resulting from decrement process.

The purpose of Bloom filter is to achieve space-efficient with some allowable
false positive. The false positive occurs when all the hashed counters is positive for an
element that have not been inserted in the filter. At one level, all the hashed elements
will be identified as false positive when the Bloom filter has become ‘full’. It is when
almost or all the counters have been used to represent the hashed elements. To avoid
this, the size of Bloom filter must be big enough to cover the number of elements that
going to be inserted in the filter. Old elements must be removed whenever is possible
to reduce the probability of false positive.

4 Conclusion

RFID technology is the key to modern supply chain. It offers automation to object
identification which surely minimizes businesses cost. However, due to its nature
radio frequency can be distorted by external materials and thus create noise and
missed readings. This faulty readings need to be filtered to ensured system provide
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correct information to the businesses. RFID also has too many duplicate data because
of the repeated readings from its reading. In order to filter those readings, one of the
methods that can be used is Bloom filter which consume very minimum space with
efficient process. It can be used to filter noise and duplicate readings in large RFID
data stream. However the challenge is the RFID readings are unpredictable thus it is
hard to determine when to clear old readings in the filter. This can lead to the
condition where the filter can become ‘full’ and produce false positive results. In
future research we planned to overcome this problem to exploit the efficiency of
Bloom filter in filtering massive data successfully.
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Abstract. Feature selection is an important method to provide both efficiency
and effectiveness for high-dimension data clustering. However, most feature
selection methods require prior knowledge such as class-label information to
train the clustering module, where its performance depends on training data and
types of learning machine. This paper presents a feature selection algorithm
that does not require supervised feature assessment. We analyze relevance and
redundancy among features and effectiveness to each target class to build a cor-
relation-based filter. Compared to feature sets selected by existing methods, the
experimental results show that performance of a feature set selected by the pro-
posed method is comparably equal and better when it is tested on the RCV1v2
corpus and Isolet data set, respectively. However, our technique is simpler and
faster and it is independent to types of learning machine.

Keywords: feature selection, unsupervised learning, clustering, filter-based
method, correlation, similarity, redundancy

1 Introduction

Data clustering is an automatic process for grouping unlabeled data into a number of
similar groups, called clusters, by assessment of their contents. It is an unsupervised
process by nature [1-2]. Most data clustering methods typically employ feature vector
models for representing data instants [3-5]. However, this representation will suffer
when applying with high-dimension and sparse data, known as the curse of dimen-
sionality. For example in text document clustering, a document is represented by a
feature vector known as Bags of words (BOW) that generally uses all words in data
collection as features [1,6-8]. Most words in documents are usually redundant and
irrelevant to the clustering. Hence, determining clusters in this data space is not only
computationally expensive but it also degrades the learning performance [2-3, 8-10].
In order to eliminate irrelevancy and redundancy, we have to select a smaller num-
ber of most relevant features to the targeted clusters [2, 11-13]. Feature selection
methods can be classified as filter-based approaches, wrapper-based and hybrid ap-
proach [2, 12, 14]. Filter-based methods are to select features by “usefulness” of each
individual feature for clustering. The usefulness is determined by assessment of fea-
ture’s characteristics using certain statistical criteria, without any learning process [1,
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3,7-8, 11, 15]. On the other hand, wrapper-based methods employ a chosen learning
algorithm to determine an optimal subset of features. Even though they outperform
filter-based methods, they are in general more computationally expensive. The se-
lected feature subset is usually overfit to a chosen learning algorithm [2, 11-12, 14].
Several authors have proposed hybrid methods, which take advantages of both filter
and wrapper methods [1-2, 7, 12]. However, the wrapper and hybrid approach is usu-
ally not suitable when availability of time or computing resources is a constraint.
Thus, the filter model is still preferable in terms of computational time [2, 7, 11-12,
14].

There are two types of filter-based feature selections, supervised and unsupervised
method. For supervised methods, class label, which information to identify class of a
data entity, must be provided. Some supervised feature selection methods have been
successfully used in text classification [3, 16]. However, if class label is not available,
many research projects introduce some unsupervised feature selection such as Docu-
ment Frequency (DF) [3, 15-16], Term Contribution (TC) [1, 6, 15, 17], Term Vari-
ance (TV) [6-7, 17] and Mean Median (MM) [7]. Some researchers proposed to re-
duce redundancy and irrelevance for the feature selection algorithm, such as [14];
however, class label is required and it cannot be used for data clustering directly.

In this article, we propose an unsupervised filter-base feature selection for data
clustering. The method is unsupervised method and it is independent to type of learn-
ing machines. Furthermore, we integrate concept of evaluating feature redundancies
into the proposed algorithm. The redundancy assessment is a feature similarity meas-
urement based on the geometric view of features. [7] Unlike classical filter-based
methods, which have to predefine a threshold by expertise or empirical experiments to
pick up top-ranked features, our proposed method uses a coefficient of confident to
select relevant features, rather than finding a new threshold for every new set of data.
The performance of the algorithm is evaluated on a corpus dataset for high-dimension
data analysis, namely the RCV1v2 dataset [18] and Isolet dataset [19]. Compared by
F1, Average Accuracy and Rand statistics, the experiment on RCV1v2 dataset shows
that clustering accuracy of the proposed algorithm significantly is comparably equal
to the baseline filter-based method. The result also shows that proposed method out-
performs the baseline on the Isolet dataset.

The rest of the paper is organized as follows. Background of feature selection is
summarized in Section 2. Section 3 presents our proposed feature selection algorithm
and describes its characteristics. Experiments are explained and results are discussed
in Section 4. Section 5 concludes this work.

2 Features and Feature Redundancy

Notations used in this paper are as follows: F = {fl, e F|} be a set of original
distinct features; D = {dl, ...,d|D|} be a training dataset; A training sample d; is rep-
resented as a feature weight vector, Ezj = [W(fl,dj),...,W(f|F|,dj)]. This feature
weight W(fl-, d]-) quantifies the importance of the feature f; for describing semantic
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content of d;. For example, text clustering prefers feature weight such as the Term
Frequency or the Term Frequency Inverse Document Frequency [1-2, 6, 8-9, 15, 18].

Feature redundancy can be represented in terms of feature correlation. It is widely
accepted that the features are redundant to each other if their values are completely
correlated [7, 11, 14]. The traditional filter-based feature selection is incapable of
removing redundant features because redundant features likely have similar rankings.
As long as features are deemed relevant to the class, they will all be selected even
though many of them are highly correlated to each other. For high-dimensional data
which may contain a large number of redundant features, this approach may produce
results far from optimal. Many research projects address some similari-
ty/correlation/redundancy measures that have been used for feature selection, such as
correlation coefficient [7, 14, 20], symmetrical uncertainty [7, 14] and absolute cosine
[7]. In [7] argue that using angles to measure similarity is better suitable for high-
dimensional sparse data. Therefore, absolute cosine is used as geometric view in our
proposed algorithm.

3 Proposed method

The proposed method composed of two approaches: measuring feature relevance by
feature score to keep highly relevance features; and measuring feature redundancy by
feature correlation to identify redundant features. Then, we define a policy to elimi-
nate less important features. The algorithm is listed in Algorithm 1 (Unsupervised fast
correlation-based filter algorithm.). In Algorithm 1, scores of each feature are com-
puted and then used it for sorting (lines 2 and 3); each feature will be compared with
others in order to find relevancy (lines 4-12); feature redundancy is measured by
computing feature similarity [7] (line 8); each feature is then considered to be re-
moved from the output (lines 13-17); and after looping for every feature, the result,
which is a feature set that each has high relevance and low similarity among them-
selves, is returned (line 20).,

Algorithm 1 Unsupervised Fast Correlation-Based Filter Algorithm

Input : Original feature set (F)
Training data (D)
Threshold parameter («)

Output : Optimal feature subset (0Opt)

1: for each feature f; in F do // Compute score all
feature
2: s(f;) « Score(f;, D)

3: ST « SortedFeatureByScoreDes(s(f;),F) // set of sorting
feature in F by score descending

4: f; « GetFirstElement(ST)

5 do begin

6: F' « GetAllNextFeature(f;,ST)

7 for each feature f; in F’



90 An Unsupervised, Fast Correlation-Based Filter

8: sim(fi,fj) « ComputeSimilarity(fi,fj)

9: thresredundant(fj) « ComputeRedudantThreshold(a)

10: thresS,emove (f}) « ComputeRemoveThreshold(a)

11: ST' « SortFeatureByScoreAs(s(f;),F') //set of sorting fea-
ture in F’ by score ascending

12: cr « CumulativeRelevance (ST")

13: for each feature f; in ST’ // redundant identify
and remove

14: if (sim(fi,f]-) > threSrequndant)

15: if (cr —s(fi) > threSyemove)

16: remove f; from ST

17: f} « GetNextElement(fj,ST)
18: end until (f; = NULL)
19: Opt = ST

20: return Opt

In practical, many feature selection methods suffer the problem of selecting appropri-
ate thresholds for both redundant feature identification and redundancy elimination.
Thus, we proposed the statistics based method to compute threshold to identify re-
dundant feature of feature fj, is defined as

ThreS,equndant = szm(fj) + Z1—% " Of; D

where a is a confidence coefficient, Z, _a is the 1 — g quantize of the N(0,1), szm(f])
2
and oy are average and standard deviation, respectively, of similarity between features

fiand f;, f; € ST'. The feature f;, that has similarity value (sim(fi, f])) more than

thres,equndans 18 1dentified as redundant feature of feature f] Next, we introduce a crite-
rion in strategy for redundant feature elimination. The decision to remove a feature
depends on a cumulative relevance (cr) measure [7].

cr = Y s(f) )

The cr value is used to calculate summation of relevance score of feature in subset
ST'. Then, we propose removing the features f;where c¢r — s(f;) is more than thresh-

old, ThreS,emove = (1 - %) -cr. This means that f; is redundant and removing f;

affects cr value a little. Thus, f; can be removed from the feature set. On the other
hand, some features f; have s(f;) that make cr — s(f;) < thres,emove > it means that
the feature is redundant but it is influent to the cumulative relevance of feature set;
thus, it should be kept in the selected feature set. Finally, we can select highly-
relevant features and remove highly-redundant feature for data clustering.
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4 Experiments

In the experiment, we use the RCV1v2 dataset [18] and choose the data samples with
the highest four topic codes (CCAT, ECAT, GCAT, MCAT) in the “Topic Codes”
hierarchy which contains 19,806 training documents and 16,942 testing documents.
Furthermore, we also use Isolet dataset [19]. There are 617 real features with 7797
instances and 26 classes. We generate a vector model for training data without using
class label based on our selected features. Then, we use K-Means clustering onto the
vector model. The result, which is a set of clusters, will be used as a new model for
clustering onto the testing data (also without using class label.) The labels assigned
by clustering testing data are used to compare with class labels given from corpora. In
order to assess clustering performance under different feature selection method, three
qualitative measures are selected. For Average Accuracy (AA) [6, 21] and RS Rand
Statistics (RS) [6, 22], we count number of documents, which have the same topics, in
the same cluster and number of documents, which have different topics, in different
clusters. In our clusters and in the corpus, both documents are placed in the same
clusters: ss. In our clusters both documents are placed in the same clusters but in cor-
pus they are in different clusters: sd. In our clusters documents are placed in different
clusters but in the corpus they are in the same clusters: ds. In our clusters and in the
corpus both documents are placed in different clusters: dd. Then, AA and RS are de-
fined as follows:

1 SS dd
AA = E x (ss+ds + sd+dd) (3)
RS = _ (sstdd) (4)
ss+sd+ds+dd

Another measure for evaluating clustering is the macro F1-measure (F1) [10, 21]
that is evaluated as

(&)

ni 2XRecall(i,j)XPrecision(i,j
F1= Zlﬁ [maxjec{ Recall(ifj)]j—Precision(ifj)])}]
which Recall(i,j) = %,Precision(i,j) = 1%, where n; is the number of instances
i J
belonging to class i in corpus that falls in cluster j, and n;, n; are the cardinalities of
class i cluster j respectively.

Our proposed selection algorithm is evaluated by comparing the effectiveness of
our optimal feature subset with other subsets selected by a baseline algorithm. We use
ranking wrapper-based feature selection, which is the most preferable filter-based
method to determine the best number of highly relevance feature as the baseline [6, 9,
13, 23]. We applied four unsupervised feature scoring schemes, DF, TC, TV and MM,
to determine feature subset on training documents of RCV1v2 dataset with different
cut-off number of features ranging from 500 to 4000. At each cut-off number, the
performance of the K-Means clustering for the selected feature subset is estimated by
10-fold 10-time cross-validation. The results show that the optimal number of features
for DF, TC, TV and MM are 1300, 500, 500 and 500, respectively.
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We then used the proposed outlier-based feature selection in Algorithm 1 to select
a feature subset with these four feature scores. We set merely a parameter «, to iden-
tify the optimal threshold. From preliminary parameter setting, numbers of features
selected by the proposed algorithm for DF, TC, TV, and MM are 486, 483, 537, and
470, respectively. The result shows that the proposed algorithm almost selects a
smaller feature subset when compared with the feature subset selected using the base-
line algorithm. The selected feature subsets are used to train the clustering; then the
clustering performance is evaluated on testing documents. Table 1 shows the per-
formance of features selected by each algorithm for DF, IC, IV, and MM. The per-
formance values in each table are 10-run average values. We compute Student’s in-
dependent two-tailed t-test in order to evaluate the statistical significance of the dif-
ference between the two averaged values: the one from the proposed method and the
one from baseline method. The p-Val is the probability associated with an independ-
ent two-tailed t-Test. The “compare” means that the proposed method is statistically
significant (at the 0.05 level) win or loss over the baseline methods and equal means
no statistically significant difference. The experimental result shows that the proposed
method with four feature scores get comparably equal clustering performance to the
baseline method.

Table 1. Comparing three performance measures between feature subsets selected by the
UFCBF method and the baseline method for DF, TC, TV and MM on RCV1v2 dataset.

Feature

Score Method #feature F1 AA RS

DF baseline 1300 0.688 0.553 0.626
UFCBF 486 0.693 0.554 0.632
p-Value 0.857 0.969 0.722
compare equal equal equal

TC baseline 500 0.667 0.525 0.600
UFCBF 483 0.684 0.557 0.633
p-Value 0.588 0.278 0.234
compare equal equal equal

TV baseline 500 0.683 0.552 0.626
UFCBF 537 0.645 0.555 0.629
p-Value 0.204 0.837 0.841
compare equal equal equal

MM baseline 500 0.665 0.539 0.613
UFCBF 470 0.702 0.563 0.638
p-Value 0.149 0.143 0.127
compare equal equal equal
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Moreover, we also evaluate performance of the proposed method on the Isolet with
of baseline method presented in [10]. The Table 2 shows comparison of validation.
The number of selected features from the proposed method is lower than number from
the baseline method. Table 2 shows that proposed algorithm achieve higher F1 than
the baseline and RS value of both methods are equal.

Table 2. A comparison of the performance on Isolet dataset

Method #feature F1 Rand AA
baseline [10] 617 0.365 - -
274 0.336 0.94 -
275 0.344 0.94 -
Purposed 263 0.530 0.94 0.62
Compare Win equal -

5 Conclusions

In this paper, we proposed an effective and computationally efficient algorithm that
dramatically reduces size of feature set in high dimensional datasets. The proposed
algorithm eliminates a large number of irrelevant and redundant features and selects a
subset of informative features that provide more discriminating power for unsuper-
vised learning model. Our algorithm is developed and tested it on the RCV1v2 and
Isolet data corpus. Our experimental results confirm that the proposed algorithm can
greatly reduce the size of feature sets while maintaining the clustering performance of
learning algorithms. The algorithm uses a simple statistic based threshold determina-
tion to develop a novel filter-based feature selection technique. Our approach does
not require iterative empirical processing or prior knowledge. Compared to tradition-
al hybrid feature selection the optimal subset from our proposed algorithm is signifi-
cantly comparable or even better than the baseline algorithm. Experiments showed
that proposed method works well and can be used with the unsupervised learning
algorithm which class information is unavailable and the dimension of data is ex-
tremely high. Our proposed method can not only reduce the computation cost of text
document analysis but can also be applied to other textual analysis applications.
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Abstract. Dimension reduction is useful approach in data analysis application.
In this paper, research is done to test whether the concept of Dimension reduc-
tion can be applied to improve writer verification process results. Two ap-
proaches have been chosen to be compared which are Features Selection and
Feature Transformation, where the comparison is on the way of reducing the
dimension of writer handwritten data. Both approaches have slightly difference
results in reducing the data and classification accuracy. The objective of this
paper is to observe the differences between both approaches according to the
classification accuracy results, by using some classification techniques.

Keywords: Dimension Reduction, Writer Verification, Features Transforma-
tion, Features Selection

1 Introduction

Dimension reduction (DR) is a useful approach to solve a problem in data anal-
ysis application. Usually DR can be beneficial not only for reasons of computational
efficiency but also because it can improve the accuracy of the analysis [1]. Reduction
of the data dimension will help the process of identifying the most important features
in handwritten data. According to [2], the process is either by transforming the exist-
ing features to a new reduced set of features or by selecting a subset of the existing
features. In the data analysis, not all the features can yield important information that
represents unique individualities of the writer, because maybe there is a lot of data
redundancy which is not very useable in the analysis. In these issues, dimension re-
duction is useful to in order to improve that quality of the data used in analysis of
data.

The purpose of this paper is to observe the comparison between features selection
and features transformation approach in acquiring the most significant features among
handwritten data via DR concept. The Comparison will be conducted by examining
the classification accuracy and number of features data has been effectively reduced
using both methods above. Features selection will select the feature directly from the
original features and wish to keep the original meaning of the features, where Feature
Transformation will allow the modification of the feature to a new feature space and
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wish to determine which of those important features [3]. This paper is organized as
follows in section 2 the detail explanation of Writer Verification is provided. In sec-
tion 3 the description about Dimension Reduction approach and the way of their per-
forming will be showed. Section 4 will describe about the Experiment setup of the
process. The experiment illustration and result explanation will be in Section 5. Final-
ly, conclusion will be in section 6.

2 Writer Verification

In theory, Writer Identification and Writer Verification belong to the group of
behavioral methods in biometrics. Both methods will come to a conclusion of identi-
fying the unknown writer, but the difference is according to the task of their perfor-
mance. Writer Verification task is determined whether two samples of handwriting is
written by the same writer or not [4].

Most of the recent research focuses on signature verification especially in field
of on-line writer verification, where the verification process is used to perform the
matching of two sample signature from one writer. To solve the problem of forged
handwriting, dynamic information such as velocity, acceleration, and force exerted
on the pen are utilized [5]. In this research, the verification process is chosen to be
performed in text verification, because this task consists in matching the unknown
writer with each of those in the selected subset.

Test sample A— — Same writer

Verification
system

Test sample B— — Different writer

Fig. 1. Example of Verification Process

Based on Fig 1, Writer verification also can be defined as one-to-one compari-
son process to make a decision for determine the real writer of handwritten document
[5]- According to Srihari, Arora and lee, the individuality of handwriting rests on the
hypothesis that each individual has consistent handwriting that is distinct from the
handwriting of another individual.

3 Dimension Reduction Method

3.1 Feature Selection

Feature Selection is a popular approach used in Handwriting Analysis research
field. In general, feature selection techniques do not alter the original representation
of the variables, but merely select a subset of them. Feature selection techniques can
be organized into three categories as showed in Table 1, depending on how they com-
bine the feature selection search with the construction of the classification model
which are filter methods, wrapper methods, and embedded methods [6].

In this work, we focus on filter model in our experimental framework due to its
computational efficiency and usually chosen when the number of features becomes
very large [7]. Different from wrapper method and embedded method, the classifier
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chosen has to embed in the features selection approaches, where in this experiment
features selection and classification process are separated. In further review, filter
model can be categorized into two groups namely, Feature Weighting Algorithm
(FWA) and Subset Search Algorithm (SSA).

Table 1. Type of Feature Selection Methods

FS space Filter methods: assess the relevance of fea-
( ; . tures by looking only at the intrinsic properties
— of the data.

Hg/sg"fgiéﬁe_sl{sé}jc‘é‘\. Wrapper methods: embed the model hypo-
o (esssie] > thesis search within the feature subset search.

FS U Hypothesis space Embedded methods: the search for an optimal
' D) subset of feature is built into the classification

e construction

Additionally, the filter model relies on general characteristic of the training data to
select some features without involving any learning algorithm. This will bring us to
the objective of features selection to obtain the most important features by avoiding
over fitting and improve model performance beside of provide faster and more cost-
effective models, and gain a deeper insight into the underlying processes that generat-
ed the data [7]. There are three methods from filter model that have been selected:

e Correlation-based Feature Subset Selection (CFS)

CFS is a fully automatic algorithm, this method does not required user to specify
any thresholds or the number of features to be selected, although both are simple to
incorporate if desired [8]. The features subset evaluation function is:

ki
Mee = Jewtere M

Where M, is the correlation between the summed features and the outside vari-
able, K is the number of variables, 7; is the average of the correlations between the

components and the outside variable, and 7;; is the average inter-correlation between
features.

o Relief

Relief'is a feature weighting algorithm that is sensitive to feature interactions. A
key idea of the original Relief Algorithm is introduced by Kira and Rendell [9]. Relief
will search for its two nearest neighbors, one is from the same class called nearest hit,
and the other is from different class called nearest miss. Below is a probability for the
weight of a feature:

Wrearwre = P(XIY of dif ferent class)— P(X|Y of same class) 2)

Where Wreqryre 1s a weight, X is feature’s difference value, and Y is a nearest
instance.
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o Fast Correlation-based Filter (FCBF)

In this algorithm, Symmetrical Uncertainty calculates dependency of features
and finds best subset using backward selection technique with sequential search strat-
egy [10]. FCBF can remove a large number of features that are redundant peers with
predominant feature in the current iteration. Concept of entropy is used in this algo-

rithm, for example, the entropy of a variable X is defined as:
H(X) = =%, P(x)log2(P(x) €)
And the entropy of X after observing values of another variable Y is defined as:
H(X|Y) = =%, P(3)) X P(xily) logz (P(xi1))) 4)

Symmetrical uncertainty (SU) compensates for information gain’s bias toward
attributes with more values and normalizes its value to the range [0, 1]. Below is the
equation for calculating symmetrical uncertainty coefficient:

SUx,Y) = 2 [ | (%)

An SU value of 1 indicates that using one feature compared to other feature’s val-
ue can be totally predictable and value 0 indicates two features that are totally inde-
pendent [13].

3.2 Feature Transformation using Principal Component analysis

Feature transformation refers to a family of data pre-processing techniques that
transforms the original features of a data set to an alternative, a more compact set of
dimensions, while retaining as much information as possible [3]. This techniques aim
to reduce the dimensionality of data to a small number of dimensions which are linear
or non-linear combinations of the vector coordinates in the original dimensions [11].
Principal Component Analysis (PCA) which is one of the unsupervised feature trans-
formation techniques. Unsupervised technique does not take class labels into account
so that the process became easier. Since PCA is a powerful tool for analyzing and
identifying a valuable pattern in the data, we propose this technique in one of pattern
recognition field which is handwriting analysis. Once the pattern of the data is found
this technique will reduce the dimension without losing many features components
from the original data like stated in [12].

Typically in this work, the objective of PCA is to transform the data into another
set of feature f', for example x; transformed into x'; in k dimensions shows:

x'; = Wx; (6)

The transformation of PCA 1is by reducing the space that captures most of the va-
riance in the data. The whole idea of PCA is rest on the covariance matrix of the data
as:

€= XX (7)

n



Comparison of Feature Dimension Reduction Approach 99

C Captures the variance in the individual features and the off-diagonal terms quan-
tify the covariance between the corresponding pairs of features. C can produce Cpcy,
when the data is transformed by Y = PX where the rows of P are the eigenvector
of XXT, then

1
Cea = — YY" (3)

Coca = —(PX)(PX)T ©)

Cpcy » 1s the quantifier of variance of the data in the direction of the corresponding
principal component.

4 Experiment Setup

In this experiment, three representative feature selections are chosen in com-
parison with PCA like stated above.

4.1 Dataset

Handwriting sample dataset is taken from IAM Handwriting Database [13] is
chosen to be used, where there are 657 classes available, however only 60 classes are
used for this research. From these 60 classes, 4400 instances are collected, and are
randomly divided into five different datasets to form training and testing dataset. First
of all, the form of handwriting text will be extracted by using United Moment Inva-
riance (UMI) [14]. We use both undiscretized and discretized data in this experiment in
order to see the influence of verification and to improve the classification accuracy.
Discretization was done by employed Equal Width Binning (EWB), and the main goal
of this process is to minimize the number of intervals without significant loss of class-
attribute mutual dependence [15]. Besides that, discretization process is important in
order to obtain the detachment of writer’s individuality and produce better data repre-
sentation. Table 2 shows the example of data after UMI process:

Table 2. Example of Handwriting Data

Word F1 F2 F3 F4 FS5S Feo F7 F8

“L 0.75 0.38 0.44 0.19 0.67 4.62 0.50 4.59
%V{M 0.71 0.37 0.49 0.23 0.73 4.66 0.63 4.13

4.2  Framework Design

We design our work following the traditional of pattern recognition task for
writer verification process as shown in Fig 4 below:
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Teature selection /
— Feature —| Classification
Transformation

Feature

Preprocessing  —j-| Extraction

Fig. 2. Writer Verification Framework

This process begins, with preprocessing task, which is to process the data before
extracting the real word features. UMI is applied in feature extraction part where all
the handwriting text is changed to the word features representation. After discretiza-
tion process the data becomes more clean and easy to determine the unique feature of
the writer’s data before we proceed to feature selection and classification task. We
develop this experiment by using Waikato Environment for Knowledge Analysis
(WEKA) 3.7.5 to measure the performance of feature selection, features transforma-
tion and classification method.

4.3  Verification Process

Verification will classify the data according to the same writer, where classifica-
tion process will be used to verify the writer of document in sample data based on
their class. There are several techniques of classification are used to perform the task
which are Bayes Network, K-Nearest Neighbor (KNN), Random Forest and 1-Rule.

5 Result and Discussion
Two categories values are used to measure the performance of feature selection
and feature transformation algorithm in writer verification process. The result as

shown in Table 3:

Table 3. Result of the Experiment

5.1 Comparison by Classification Accuracy

The results have shown that when the data is undiscretized almost all the me-
thods yield the same accuracy, which the average of all accuracies is less than 50%,

Undiscretized Discretized
Sample Data Category CFS Relief FCBF PCA CFS Relief FCBF PCA
Sample 1 Classification Accurac 45.42% 45.99% 46.55% 45.54% 98.31% 98.08% 98.31% 66.33%
ample Number of Selected features 1 8 8 5 6 8 8 6
Classification Accurac 48.53% 45.99% 48.65% 49.24% 98.24% 98.24% 98.00% 65.22%
Sample 2
Number of Selected features 1 8 8 5 6 8 8 6
Classification Accurac; 39.91% 45.99% 40.36% 40.02% 97.49% 97.38% 97.72% 62.14%
Sample 3 Y
Number of Selected features 1 8 8 5 6 8 8 6
Classification Accurac; 29.77% 45.99% 29.99% 30.43% 98.24% 97.91% 97.91% 55.57%
Sample 4 Y
Number of Selected features 1 8 8 5 5 8 8 6
Classification Accurac; 39.12% 45.99% 40.25% 39.46% 98.07% 97.96% 98.19% 61.90%
Sample 5 i
Number of Selected features 1 8 8 5 6 8 8 6
AVERAGE 40.55% | 45.99% | 41.16% | 40.94% | 98.07% | 97.91% | 98.02% | 62.23%
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but the values are still slightly different as compared to the others. In comparison
when the data has been discretized, the result plots better accuracy. The result of Re-
lief method is slightly different among other feature selection methods, as compared
to the chosen feature transformation method named PCA. Based on the observation,
Relief method has gained higher average of classification accuracy when using undi-
scretized data, followed by FCBF, PCA and CFS. Even though the accuracy of relief
method is decrease when the data is discretized but the different is not huge compared
to others method. From the average of classification accuracy as shown in Table 3,
Relief method is the best feature selection approach to verify the writer of sample
data. It is caused by the process of feature selection that keeps the original meaning of
every feature. Besides that, it is more helpful in verification process, rather than to
modify the feature and transform it into a new feature space, So that the results will be
more accurate when using this process.

5.2 Comparison by Selected Features

Second comparison is done by comparing the number of feature that can be re-
duced by each method from both approaches. Based on the result in TABLE 111, The
best method in reducing the features is CFS and PCA followed by Relief and FCBF.
This because CFS has reduced 7 features and PCA has reduced 3 features using undi-
scretized data. Otherwise, only 2 features are reduced by both methods when the data
is discretized, this because cleanliness of data can affect relation between the features.
CFS and PCA can reduce the some feature according to their correlation of features
between each other. CFS calculates the correlations and then searches the feature sub-
set space which is important to represent the original. PCA also reduce the features but
different concept from CFS which is less importance to represent the original data
would reduced after transforming the feature by using all the original feature in data
set. Relief and FCBF are not reducing any feature in both types of data. According to
the Relief and FCBF concept, the relevant features are chosen rely on the dependences
between each other. So that, this both methods will estimate that the entire feature are
interact to each other in representing the original data then the reduction process cannot
be done. Here, we able to prove that feature selection and features transformation ap-
proach successfully can reduce the dimension of data by only select the most significa-
tion feature that can verify the actual writer in verification process.

6 Conclusion

As a conclusion, the experimental result has proved that Dimension Reduction
process can be used in verification process especially in processing data activities.
Dimension reduction is more concern in eliminating the redundant data, so that this
characteristic can improve the performance of the process. Redundancy will increase
the relation among the feature and will cause the feature strongly depend on each
other. CFS and PCA have different concept than Relief and FBCF as stated above.
Among them CFS is the best method because, this method reduces the feature to the
lowest number and accurately verify the writer of sample data.
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Abstract. Metaheuristic techniques have been recently used to counter the prob-
lems like slow convergence to global minima and network stagnancy in back-
propagation neural network (BPNN) algorithm. Previously, a meta-heuristic
search algorithm called Bat was proposed to train BPNN to achieve fast conver-
gence in the neural network. Although, Bat-BP algorithm achieved fast conver-
gence but it had a problem of oscillations in the gradient path, which can lead to
sub-optimal solutions. In-order to remove oscillations in the BAT-BP algorithm,
this paper proposed the addition of momentum coefficient to the weights update
in the Bat-BP algorithm. The performance of the modified Bat-BP algorithm is
compared with simple Bat-BP algorithm on XOR and OR datasets. The simula-
tion results show that the convergence rate to global minimum in modified Bat-
BP is highly enhanced and the oscillations are greatly reduced in the gradient
path.

Keywords: metaheuristics, slow convergence, global minima, bat algorithm,
back-propagation neural network algorithm, Bat-BP algorithm, momentum.

1 Introduction

Back-propagation Neural Network (BPNN) is a very old optimization technique ap-
plied on the Artificial Neural Networks (ANN) to speed up the network convergence
to global minima during training process [1-3]. BPNN follows the basic principles of
ANN which mimics the learning ability of a human brain. Similar to ANN architecture,
BPNN consists of an input layer, one or more hidden layers and an output layer of
neurons. In BPNN, every node in a layer is connected to every other node in the adja-
cent layer. Unlike normal ANN architecture, BPNN learns by calculating the errors of
the output layer to find the errors in the hidden layers [4]. This qualitative ability makes
it highly suitable to be applied on problems in which no relationship is found between
the output and the inputs. Due to its high rate of plasticity and learning capabilities, it
has been successfully implemented in wide range of applications [5].
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Despite providing successful solutions BPNN has some limitations. Since, it uses
gradient descent learning which requires careful selection of parameters such as net-
work topology, initial weights and biases, learning rate, activation function, and value
for the gain in the activation function. An improper use of these parameters can lead to
slow network convergence or even network stagnancy [5-6]. Previous researchers have
suggested some modifications to improve the training time of the network. Some of the
variations suggested are the use of learning rate and momentum to stop network stag-
nancy and to speed-up the network convergence to global minima. These two parame-
ters are frequently used in the control of weight adjustments along the steepest descent
and for controlling oscillations [7].

Besides setting network parameters in BPNN, evolutionary computation is also used
to train the weights to avoid local minima. To overcome the weaknesses of gradient-
based techniques, many new algorithms have been proposed recently. These algorithms
include global search techniques such as hybrid PSO-BP [8], artificial bee colony back-
propagation (ABC-BP) algorithm [9-10], evolutionary artificial neural networks algo-
rithm (EA) [11], genetic algorithms (GA) [12] and Bat based back-propagation (Bat-
BP) algorithm [13] etc. Unlike other algorithms, Bat-BP algorithm [13] shows high
accuracy and avoids local minima. But, still some oscillations are detected in the gra-
dient trajectory. In-order to avoid extreme changes in the gradient due to local anoma-
lies [4-6], momentum coefficient is introduced in Bat-BP algorithm [13].

In this paper, Bat-BP with momentum is compared with simple Bat-BP algorithm
and validated on XOR and OR datasets. We find that by using an appropriate metaheu-
ristic technique such as BAT with BPNN enhanced with momentum coefficient can
answer many limitations of gradient descent efficiently. The next two sections provide
a brief discussion on BAT algorithm, followed by the proposed BAT-BP with momen-
tum algorithm, simulation results, and conclusions.

2 The Bat Algorithm

Bat is a metaheuristic optimization algorithm developed by Xin-She Yang in 2010 [14].
Bat algorithm is based on the echolocation behavior of microbats with varying pulse
rates of emission and loudness. Yang [14] has idealized the following rules to model
Bat algorithm;

1) All bats use echolocation to sense distance, and they also “know” the differ-
ence between food/prey and back-ground barriers in some magical way.

2) A bat fly randomly with velocity (v:) at position (x:) with a fixed frequency
(fmin), varying wavelength A and loudness Ao to search for prey. They can au-
tomatically adjust the wavelength (or frequency) of their emitted pulses and
adjust the rate of pulse emission 7€ [0,1], depending on the proximity of their
target.

3) Although the loudness can vary in many ways, Yang [14] assume that the
loudness varies from a large (positive) A0 to a minimum constant value Amin.
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Firstly, the initial position xi, velocity vi and frequency fi are initialized for each
bat bi. For each time step t, the movement of the virtual bats is given by updating their
velocity and position using Equations 2 and 3, as follows:

fi = fmin + (fmax + fmin)ﬁ (1)
vi=vl + (xf + x)f; )
xf=xf"t +vf (3)

Where 8 denotes a randomly generated number within the interval [0,1]. Recall that
x}denotes the value of decision variable j for bat i at time step t. The result of fi in
Equation 1 is used to control the pace and range of the movement of the bats. The
variable x* represents the current global best location (solution) which is located after
comparing all the solutions among all the n bats. In order to improve the variability of
the possible solutions, Yang [12] has employed random walks. Primarily, one solution
is selected among the current best solutions for local search and then the random walk
is applied in order to generate a new solution for each bat;

Xnew = Xo1a+€ At 4

Where, A' stands for the average loudness of all the bats at time t, and e€[—1,1] is a
random number. For each iteration of the algorithm, the loudness A: and the emission
pulse rate r; are updated, as follows:

1 =i ®
it =121 — exp(—yt)] (6)

Where a and y are constants. At the first step of the algorithm, the emission rate, 7;°
and the loudness, A? are often randomly chosen. Generally, A¢[1,2] and
re[0,1][12].

3 The Proposed BAT-BP Algorithm

BAT is a population based optimization algorithm, and like other meta-heuristic algo-
rithms, it starts with a random initial population. In Bat algorithm, each virtual bat flies
randomly with a velocity v at some position x:, with a varying frequency f: and loud-
ness Ai, as explained in the Section 2. As, it searches and finds its prey, it changes
frequency, loudness and pulse emission rate r:. Search is intensified by a local random
walk. Selection of the best continues until stopping criterion are met. To control the
dynamic behavior of a swarm of bats, Bat algorithm uses a frequency-tuning technique
and the searching and usage is controlled by changing the algorithm-dependent param-
eters [14].
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In the proposed BAT-BP algorithm [13], each position represents a possible solution
(i.e., the weight space and the corresponding biases for BPNN optimization in this pa-
per). The weight optimization problem and the position of a food source represent the
quality of the solution. In the first epoch, the best weights and biases are initialized with
BAT and then those weights are passed on to the BPNN where momentum coefficient,
«a is appended. The weights in BPNN are calculated and compared in the reverse cycle.
In the next cycle BAT will again update the weights with the best possible solution and
BAT will continue searching the best weights until the last cycle/ epoch of the network
is reached or either the MSE is achieved.

The pseudo code of the proposed Bat-BP algorithm is shown in the Figure 1:

Step 1: BAT initializes and passes the best weights to BPNN
Step 2: Load the training data
Step 3: While MSE < Stopping Criteria
Step 4: Initialize all BAT Population
Step 5: Bat Population finds the best weight in Equation 4 and pass it on to the network, the
weights, wij with momentum, a and biases, b; in BPNN are then adjusted using the follow-
ing formulae;
wij(k + 1) = (wijk + po;y)ai;
Step 6: Feed forward neural network runs using the weights initialized with BAT
Step 7: Calculate the backward error
Step 8: Bat keeps on calculating the best possible weight at each epoch until the
Network is converged.
End While

Fig. 1. Pseudo code of the proposed Bat-BP algorithm

4 Results and Discussions

The simulations are carried-out on workstation equipped with a 2.33GHz Core-i5 pro-
cessor, 4-GB of RAM, Microsoft Windows 7 and MATLAB 2010. Three datasets such
as 2-bit XOR, 3-Bit XOR and 4-bit OR were used. The performance of the Simple BAT
BP [13] algorithm is analyzed and compared with the modified BAT-BP algorithm.
Three layer back-propagation neural networks is used for testing of the models, the
hidden layer is kept fixed to 10-nodes while output and input layers nodes vary accord-
ing to the datasets given. Log-sigmoid activation function is used as the transfer func-
tion from input layer to hidden layer and from hidden layer to the output layer. Momen-
tum coefficient of 0.03 is found to be optimal for the weight updating in modified Bat-
BP algorithm. A total of 20 trials, each trial consisting of 1000 epochs are run for each
dataset. CPU time, average accuracy, and Mean Square Error (MSE) are recorded for
each independent trials on XOR and OR datasets and stored in a separate file.
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4.1 2-Bit XOR Dataset

The first test problem is the 2 bit XOR Boolean function consisting of two binary inputs
and a single binary output. In simulations, we used 2-10-1 network architecture for two
bit XOR. For the simple Bat-BP and modified Bat-BP, Table 1, shows the CPU time,
number of epochs and the MSE for the 2 bit XOR test problem. Figure 2 shows the
‘MSE performance vs. Epochs’ of simple BAT-BP and modified Bat-BP for the 2-10-
1 network architecture.

Table 1. CPU Time, Epochs and MSE for 2-bit XOR dataset with 2-10-1 ANN Architecture

Algorithms Simple BAT-BP Modified Bat-BP
CPUTIME 2.39 0.44
EPOCHS 23.25 7.9
MSE 0 0
Accuracy (%) 100 100

The modified Bat-BP algorithm avoids the local minima and converges on the pro-
vided network architecture successfully within 100 epochs as seen in the Table 1. The
average CPU time is also reduced to a mere 0.44 from 2.39 CPU cycles in modified
Bat-BP in Table 1. In Figure 2, the modified BAT-BP algorithm can be seen to con-
verge within 5 epochs and shows a smooth gradient while simple BAT-BP converges
within 10 epochs and shows a lot of oscillations in the trajectory path.

THE MSE ERROR FOR BAT-BP THE MSE ERROR FOR MODIFIED BAT-BP

a 10 20 0 40 B0 T =1] 90 100 1 15 2 25 35 4 45 5

20 3
EPOCHS EPOCHS

Fig. 2. (From Left to Right) Simple Bat-BP and modified Bat-BP convergence performance on
2-bit XOR with 2-10-1 ANN Architecture

4.2 3-Bit XOR Dataset

In the second phase, we used 3 bit XOR dataset consisting of three inputs and a single
binary output. For the three bit input we apply 3-10-1, network architecture. The pa-
rameter range is same as used for two bit XOR problem, for the 3-10-1 the network it
has forty connection weights and eleven biases. For the simple Bat-BP, and modified
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Bat-BP, Table 2 shows the CPU time, number of epochs and the MSE for the 2 bit XOR
test problem.

Table 2. CPU Time, Epochs and MSE for 3-bit XOR dataset with 2-10-1 ANN Architecture

Algorithms Simple BAT-BP Modified Bat-BP
CPUTIME 4.05 1.68
EPOCHS 23 25
MSE 0.0625 0.05
Accuracy (%) 93.69 94.99
THE MSE ERROR FOR BAT-BP THE MSE ERROR FOR MODIFIED BAT-BP
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Fig. 3. (From Left to Right) Simple Bat-BP and modified Bat-BP convergence performance on
3-bit XOR with 2-10-1 ANN Architecture

In Table 2, modified BAT-BP algorithm can be seen converging with superior 1.68
CPU cycles. While 1 percent improvement in average accuracy is recorded but no im-
provement in MSE is detected in modified Bat-BP, as seen in the Table 2. In Figure 3,
we can see the simulation results ‘MSE vs. Epochs’ convergence performance for 3-bit
XOR dataset on simple and modified Bat-BP algorithms. Oscillations in modified Bat-
BP can be seen controlled in the Figure 3.

4.3 4-Bit OR Dataset

The third dataset is based on the logical operator OR which indicates whether either
operand is true. If one of the operand has a nonzero value, the result has the value 1.
Otherwise, the result has the value 0. The network architecture used here is 4-10-1 in
which the network has fifty connection weights and eleven biases. Table 3, illustrates
the CPU time, epochs, and MSE performance of the simple Bat-BP, and modified Bat-
BP, algorithms respectively. Figure 4, shows the ‘MSE performance vs. Epochs’ for
the 4-10-1 network architecture of the proposed Bat-BP algorithm. In Figure 4, we can
see that modified Bat-BP is converging within 9 epochs which is much better than the
22 epochs offered by simple Bat-BP. Also, it can be noted from the Table 3 that Bat-
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BP comes with less CPU overheads and converges within 0.48 CPU cycles. Accuracy
and the MSE was same for both algorithms, as shown in the Table 3.

Table 3. CPU Time, Epochs and MSE for 4-bit OR dataset with 2-10-1 ANN Architecture

Algorithms BAT-BP Modified Bat-BP
CPUTIME 2.88 0.48
EPOCHS 46.8 10.25
MSE 0 0
Accuracy (%) 100 100

THE MSE ERROR FOR BAT-BP THE MSE ERROR FOR MODIFIED BAT-BP

EPOCHS

Fig. 4. (From Left to Right) Simple Bat-BP and modified Bat-BP convergence performance on
4-bit OR with 2-10-1 ANN Architecture
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5 Conclusions

BPNN algorithm is one of the most widely used procedure to train Artificial Neural
Networks (ANN). But BPNN algorithm has some drawbacks, such as getting stuck in
local minima and slow speed of convergence. Nature inspired meta-heuristic algorithms
provide derivative-free solution to optimize complex problems. Previously, a meta-heu-
ristic search algorithm, called Bat was proposed to train BPNN to achieve fast conver-
gence rate in the neural network. Although, Bat-BP [13] algorithm achieved fast con-
vergence but it had a problem of oscillations in the gradient path, which can lead to
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sub-optimal solutions. In-order to remove oscillations in the BAT-BP algorithm [13]
this paper, proposed the addition of momentum coefficient to the weights update in the
Bat-BP algorithm. The performance of the modified Bat-BP is compared with the sim-
ple Bat-BP [13] algorithm by means of simulations on 2-bit, 3-bit XOR and 4-bit OR
datasets. The simulation results show that the modified Bat-BP algorithm converges to
the global minimum successfully showing a 0 MSE, less CPU cycles and 100 percent
accuracy with almost no oscillations in the gradient descent path.
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Abstract. Nature inspired meta-heuristic algorithms provide derivative-free so-
lution to optimize complex problems. Cuckoo Search (CS) algorithm is one of
the most modern addition to the group of nature inspired optimization meta-heu-
ristics. The Simple Recurrent Networks (SRN) were initially trained by Elman
with the standard back propagation (SBP) learning algorithm which is less capa-
ble and often takes enormous amount of time to train a network of even a mod-
erate size. And the complex error surface of the SBP makes many training algo-
rithms are prone to being trapped in local minima. This paper proposed a new
meta-heuristic based Cuckoo Search Back Propagation Recurrent Neural Net-
work (CSBPRNN) algorithm. The CSBPRNN is based on Cuckoo Search to train
BPRNN in order to achieve fast convergence rate and to avoid local minima prob-
lem. The performance of the proposed CSBPRNN is compared with Artificial
Bee Colony using BP algorithm, and other hybrid variants. Specifically OR and
XOR datasets are used. The simulation results show that the computational effi-
ciency of BP training process is highly enhanced when coupled with the proposed
hybrid method.

Keywords: back propagation, cuckoo search, local minima, and artificial bee
colony algorithm, meta-heuristic optimization, recurrent neural network.

1 Introduction

Recurrent neural networks have been an important focus of research and development
since1990's [1].There has been large number of research on dynamic system modelling
with recurrent neural networks (RNN) [2-4]. They are calculated to learn sequential or
time-varying patterns. All recurrent neural networks have feedback (closed loop) con-
nections and are categorized as; BAM, Hopfield, Boltzmann machine, and recurrent
back propagation nets [5]. RNN techniques have been applied to a wide variety of prob-
lems. Such as forecasting of financial data [6], electric power demand [7] and track
water quality and minimize the additives needed for filtering water [8]. The main step
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of the RNN-based impedance extraction method is to train the neural network in such
a way that it learns the dynamic performance of the test system. There are a number of
training algorithms available for neural networks [9-12]. The Simple Recurrent Net-
works were initially trained by Elman with the standard back propagation (BP) learning
algorithm, in which errors are computed and weights are updated at each time step. The
BP is not as effective as the back propagation through time (BPTT) learning algorithm,
in which error signal is propagated back through time [13]. However, the BP algorithm
that was introduced by Rumelhart [ 14] suffers from two major drawbacks: low conver-
gence rate and instability. They are caused by a possibility of being trapped in a local
minimum and prospect of overshooting the minimum of the error surface [15-18]. Also,
RNN generate complex error surfaces with multiple local minima, the BP fall into local
minima in place of a global minimum [15, 19-21]. Many methods have been proposed
to speed up the back propagation based training algorithms. A recent development in
evolutionary computation technique has enabled the application of various population
based search algorithm in the training of neural network. Many researchers have fo-
cused on using genetic algorithms to change the weight parameters of neural networks
[12, 15]. As a relatively new stochastic algorithm the particle swarm optimization
(PSO) method has gained more and more attention. A preliminary study of PSO trained
feed forward networks was presented in [11]. Test results based on the training of some
simple problems showed that the performance of PSO is not much better than other
methods. However, the authors argued that PSO is still promising in cases where a high
number of local minima are known to exist [6].

In-order to improve convergence rate in gradient descent, this papers proposed a new
meta-heuristic algorithm called Cuckoo search (CS) [22] integrated with BPRNN algo-
rithm. The proposed Cuckoo Search Back-propagation Recurrent Neural Network
(CSBPRNN) convergence behavior and performance will be analyzed on XOR and OR
datasets. The results are compared with artificial bee colony using BPNN algorithm,
and similar hybrid variants. The main goal is to decrease the computational cost and to
accelerate the learning process using a hybridization method.

The remaining paper is organized as follows: Section II gives literature review of
learning algorithm. Section III described the proposed CSBPRNN. Result and discus-
sion are explained in Section IV. Finally, the paper is concluded in the Section V.

2 Cuckoo Search (CS) Algorithm

Cuckoo Search (CS) algorithm is a novel meta-heuristic technique proposed by Xin-
She Yang [22-28]. This algorithm was stimulated by the obligate brood parasitism of
some cuckoo species by laying their eggs in the nests of other host birds. Some host
nest can keep direct difference. If an egg is discovered by the host bird as not its own,
it will either throw the unknown egg away or simply abandon its nest and build a new
nest elsewhere. The CS algorithm follows three idealized rules:

a. Each cuckoo lays one egg at a time, and put its egg in randomly chosen nest;

b. The best nests with high quality of eggs will carry over to the next generations;
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¢. The number of available host nests is fixed, and the egg laid by a cuckoo is discov-
ered by the host bird with a probabilitypa € [0, 1].

In this case, the host bird can either throw the egg away or abandon the nest, and
build a completely new nest. The rule-c defined above can be approximated by the
fractionpa € [0, 1] of the n nests that are replaced by new nests (with new random
solutions).

2.1 Back Propagation Recurrent Neural Network

A Simple Recurrent Network (SRN) in its simplest form is a three layer feed forward
(FF) network, but in SRN the hidden layer is self-recurrent which have short-term
memory [1]. It is a special case of a general Recurrent Neural Network (RNN) and
trained with full back propagation through time (BPTT) and its variants [29]. In this
papers we used three layers network with one input layer, one hidden or ‘state’ layer,
and one ’output’ layer. Each layer will have its own index variable: kfor output nodes,
jand [ for hidden, and i for input nodes. In a feed forward network, the input vector,x
is propagated through a weight layer, V;

net;(t) = X7 x;(t)vy; + b 1)

Where, n the number of inputs, bjis a bias, and fis an output function. In a SRN the
input vector is similarly propagated through a weight layer, but also combined with the
previous state activation through an additional recurrent weight layer, U;

net;(t) = X x;(Ovy; + X" yi(t — Duy + by (2)
yi(t) = f(net;(t)) (3)

Where, m is the number of ’state’ nodes. The output of the network is in both cases
determined by the state and a set of output weights, W;

net,(t) = X7 y;(Owy; + by 4)

V() = g(nety(t)) (5)

Where, g is an output function. Finally the output is read off fromy,, and the error
Eagainst a target vector T is computed:

E = YRS (Toe = Yp)? (6)

Where, T is the desired output, n is the total number of available training samples and
m is the total number of output nodes. And p, adds to the cost, overall output
units k.According to gradient descent, each weight change in the network should be
proportional to the negative gradient of the cost with respect to the specific weight.

SE
5pk = —nypk (7)

Thus, the error for output nodes is;
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8E  Sypk ’
6pk = _%Mefpk = (Tpk - ypk)g (ypk) (8)
Spk = (Tpk - ypk))’pk(l - ypk) )
And for the hidden nodes;
o m _OF 8ypk Snetpk) Sypj
61” (Zk 8ypik Snetpr  yp; ) Snety; (10)
6pj =Z;<n5pkwkjf,(ypj) (11)
Thus, the output weights are calculated as;
Aij = nzg(spkypj (12)
And for the input weights;
By = 15 8% (13)

Adding a time subscript, the recurrent weights can be modified according to Equation
12;

Aug, = X3 8y (O)Ypn(t — 1) (14)

3 The Proposed CSBPRNN Algorithm

Step 1:CS and BPRNN are initialized

Step 2: Load the training data

Step 3: Initialize all cuckoo nests

Step 4: Pass the cuckoo nests as weights to network

Step 5: While MSE<STOPPING CRITERIA

Step 6: Feed forward network runs using the weights initialized with CS

Step 7: Calculate the error

Step8: CS keeps on calculating the best possible weight at each epoch until the
network is converged.

End While

In the proposed CSBPRNN algorithm, each best nest represents a possible solution
(i.e., the weight space and the corresponding biases for BPRNN optimization in this
paper). The weight optimization problem and the size of the solution represent the qual-
ity of the solution. In the first epoch, the best weights and biases are initialized with CS
and then those weights are passed on to the BPRNN. The weights in BPRNN are cal-
culated. In the next cycle CS will updated the weights with the best possible solution,
and CS will continue searching the best weights until the last cycle/ epoch of the net-
work is reached or either the MSE is achieved. The pseudo code of the proposed
CSBPRNN algorithm is:
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4 Results and Discussion

The simulation experiments are performed on an AMD E-450, 1.66 GHz CPU with 2-
GB RAM. The software used for simulation process is MATLAB 2009b. For perform-
ing simulations the following algorithms are trained on the 2-bit XOR and 4-bit OR
datasets:

a. Back-Propagation Neural Network (BPNN) [14]

b. Artificial Bee Colony Back-Propagation (ABCBP) [30],

c. Artificial Bee Colony Levenberg Marquardt (ABCLM), [31]

d. Artificial Bee Colony Neural Network (ABCNN),[32] and

e. Proposed Cuckoo Search Back propagation Recurrent Neural Network

(CSBPRNN).

Three layer neural networks is used for testing of the models, the hidden layer is kept
fixed to 5-nodes while output and input layers nodes vary according to the data set
given. Log-sigmoid activation function is used as the transfer function from input layer
to hidden layer and from hidden layer to the output layer. And for CSBPRNN there is
a feedback connection from hidden to input layers. For each problem, trial is limited to
1000 epochs. A total of 20 trials are run for each case. The network results are stored
in the result file for each trial. Mean, standard deviation (SD) and accuracy are recorded
for each independent trial on 2-bit XOR, and 4-bit OR dataset.

4.1 The 2-Bit XOR Dataset

The first test problem is the 2-bit XOR Boolean function of two binary inputs and a single
binary output. In the simulations, we used 2-5-1, CSBPRNN network for two bit XOR
dataset. Table 1, shows the CPU time, number of epochs, MSE and the Standard Deviation
(SD) for the 2 bit XOR tested on CSBPRNN, ABCLM, ABCBP, ABCNN, and BPNN
algorithms. Table 1 shows the MSE performance comparison of CSBPRNN, ABCBP,
ABCLM, ABCNN, and BPNN for the 2-bit XOR. Table. 1 shows that the proposed
CSBPRNN algorithm successfully avoided the local minima and converge the network
within 327 epochs. From this, we can easily see that the proposed CSBPRNN can con-
verge successfully for almost every kind of network structure. Also CSBPRNN has less
MSE with high accuracy when compared with other algorithms.

Table 1. CPU Time, Epochs, MSE Accuracy, and Standard deviation for 2-5-1 ANN Structure

Algorithm BPNN ABCBP ABCNN ABCLM CSBPRNN
CPUTIME 42.64 172.33 121.74 123.95 54.65
EPOCH 1000 1000 1000 1000 327
MSE 0.22066 2.39E-04 0.12500 0.1250 0

SD 0.01058 6.70E-05 1.05E-06 1.51E-06 0

Accuracy (%) 54.6137 96.4723 74.1759 71.6904 100
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4.2 The 4-Bit OR dataset

The second dataset selected for training the proposed CSBPRNN is 4-bit OR dataset.
In 4-bit OR, if the number of inputs all is 0, the output is 0, otherwise the output is 1.
Again for the four bit input we applied 4-5-1, recurrent neural network structure. Table
2 illustrates the CPU time, epochs, and MSE performance accuracy and SD of the pro-
posed CSBPRNN, ABCBP, ABCLM, ABCNN and BPNN algorithms respectively.
From Table 2, we can see that the proposed CSBPRNN algorithm outperforms other
algorithms in-terms of CPU time, epochs, MSE, accuracy, and SD. For the 4-5-1 net-
work structure CSBPRNN again has 0 MSE, 100 percent accuracy and 0 SD of the
MSE which is better than the BPNN, ABCNN, ABCBP, ABCLM algorithms.

Table 2. CPU Time, Epochs, MSE Accuracy, and Standard deviation for 4-5-1 ANN Structure

Algorithm BPNN ABCBP ABCNN ABCLM CSBPRNN
CPUTIME 63.28 162.49 116.31 118.73 10.122
EPOCH 1000 1000 1000 1000 63
MSE 0.0528 1.9E-10 1.8E-10 1.8E-10 0
SD 0.008 1.5E-10 2.3E-11 2.1E-11 0
Accuracy (%) 89.83 99.97 99.99 99.99 100

5 Conclusion

Nature inspired meta-heuristic algorithms provide derivative-free solution to optimize
complex problems. A new meta-heuristic search algorithm, called cuckoo search (CS)
is used to train BPRNN to achieve faster convergence rate, minimize the training error,
and to increase the convergence accuracy. The proposed CSBPRNN algorithm is used
to train network on the 2-bit XOR, and 4-Bit OR benchmark dataset. The results show
that the proposed CSBPRNN is simple and generic for optimization problems and has
better convergence rate, Standard Deviation (SD), and high accuracy than the ABCLM,
ABCBP, ABCNN, and BPNN algorithms. In future, the proposed algorithm
CSBPRNN will be trained and tested on different benchmarks data classification tasks.
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Abstract. Biological data mining has been emerging as a new area of research
by incorporating artificial intelligence and biology techniques for automatic
analysis of biological sequence data. The size of the biological data collected
under the Human Genome Project is growing exponentially. The available data
is comprised of DNA, RNA and protein sequences. Automatic classification of
protein sequences into different groups might be utilized to infer the structure,
function and evolutionary information of an unknown protein sequence. The
accurate classification of protein sequences into family /superfamily based on
the primary sequence is a very complex and open problem. In this paper, an
amino acid position-based feature encoding technique is proposed to represent a
protein sequence using a fixed length numeric feature vector. The classification
results indicate that the proposed encoding technique with a decision tree classi-
fication algorithm has achieved 85.9% classification accuracy over the Yeast
protein sequence dataset.

Keywords- Data Mining, Feature Vector, Superfamily, Protein Classification,
Biological data, Feature Encoding.

1 Introduction

Biological data mining has emerged as a new area of research for the development of
highly sophisticated automated tools to examine the biological data for knowledge
extraction and making some predictions. The ultimate objectives of the genome se-
quencing projects were to discover the biological data and store it in publicly accessi-
ble databases. The sequenced data largely comprised of Deoxyribonucleic acid
(DNA), Ribonucleic acid (RNA) and protein and their volume is increasing every
day. Among these macromolecules, proteins are the essential building blocks of living
organisms [4]. A protein sequence is consisted of 20 amino acids and these amino
acids may combine in any order to form a specific protein. The essential attributes
associated with a protein are: sequence, structure and function. Each protein sequence
has a designated three dimensional structure and it also performs some function in the
cell. Presently, UniProt Knowledge Base (UniProtKB) database includes 33,646,106
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protein sequences from a variety of species and the sequences are increasing every-
day. The experimentally determined structures in the Protein Data Bank (PDB) are
approximately 85000. Mining or classification of protein sequences based on the pri-
mary sequence to determine the structure and function of an unknown protein is a
critical and challenging problem in Bioinformatics and computational biology.

A number of local and global alignment methods were introduced by Needleman -
Wunsch, Dayhoff et al. and Smith-Waterman to find similarity between the protein
and DNA sequences. Several other techniques such as: BLAST, FASTA and Hidden
Markov Models (HMM) were also developed and are still being used for the biologi-
cal analysis of the available protein sequences. A brief review of some most popular
computational approaches using machine learning techniques from the literature are
described below.

Jong et al. [1] proposed a feature extraction technique using Position Specific Scor-
ing Matrix (PSSM) for classification of protein sequences into different families.
Experiments were performed using four different classifiers on the yeast protein se-
quence data of three families and the classification accuracy achieved was 72.5%.
Bandyopadhyay et al. [2] used a 1-gram encoding method to extract features from a
protein sequence. For the classification purpose, a variable length fuzzy genetic clus-
tering algorithm was employed to find a number of prototypes for each superfamily.
Three superfamilies namely Globin, Ras and trypsin were experimented and the over-
all accuracy observed was 81.3 %. Mansoori et al. [4] proposed a feature encoding
method which involved 2-gram pairs of amino acids. Fuzzy rules were created for the
classification of protein sequences into superfamilies. In [7], Angadi et al. proposed
unsupervised techniques to classify protein sequences to SCOP superfamilies. The
authors created a database and similarity matrix of P-values generated through a
BLAST. An ART2 unsupervised classification algorithm was employed in the train-
ing and testing. Patrick et al. [8] proposed an alignment independent algorithm called
an unaligned protein sequence classifier (UPSEC) to detect patterns or motifs in a
sequence for effectively classification of protein sequences into families. Swati et al.
[9] proposed an adoptive multi objective genetic algorithm (AMOGA) to optimize the
structure of a radial basis function network (RFBN). A 2-gram encoding method was
used to represent a protein sequence.

From the literature, it is concluded that various feature encoding or extraction
techniques were developed to represent a protein sequence with a feature vector. The-
se feature vectors are then analyzed by the classification and clustering algorithms for
grouping of various protein sequences into their respective superfamilies. The most
popular feature extraction among them is an n-gram encoding technique. This tech-
nique is although very straightforward; however the machine learning experts are still
working on for the development of new encoding techniques which can be effectively
used to classify unknown protein sequences with maximum classification accuracy in
minimum time.

In this paper, our objective is to propose an amino acid position-based feature en-
coding technique to represent a primary sequence of a protein. The proposed tech-
nique finds all the occurrence positions of each amino acid in a sequence. The per-
formance of the encoding technique was validated by using different classification
algorithms. The introduced encoding technique has successfully classified homolo-
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gous sequences into different superfamilies with significantly improved classification
accuracy, specificity, sensitivity and a low misclassification rate.

The rest of the paper is arranged as follows. Section 2 presents the proposed meth-
odology. Section 3 illustrates the experimental results, performance measures metrics
and the comparison of the proposed encoding technique with the previously available
best classification accuracy on the same dataset. The results are discussed in section 4
and the conclusion is presented in the last section.

2 Methodology

The proposed methodology involves different phases for an accurate data mining of
protein sequences into different superfamilies. This section introduces the necessary
phases and provides a brief description of each of them. Following are the different
phases of the proposed methodology.

h 4

Varnable length Yeast Classification Algonithms
protein sequences

A

7 3 Traming the System
Feature Encoding Using .

Amino Acid Position-
Based Technique

h

[ Testing of the System

Results have been

validated through |e Prediction of Results

SCOP 1.75A
datahaze

Evaluation of Results

Fig. 1. Phases of the Proposed Methodology

Figure 1 shows the entire process of a protein sequence classification system. The
data of each superfamily used in the experiments was taken from the UniProtKB da-
tabase. The sequence's length is varied from few amino acids to hundred amino acids.
The arbitrary chosen data is divided into two parts: training and testing. Both the
training and testing sequence data has been encoded using amino acid position-based
feature encoding method. The sequence encoding technique has been applied inde-
pendently on each protein sequence of each family.

Let i be one of the amino acid:

i= A,C,D,E,F,G,H,LK,LMN,P,QR,S,T,V,W,Y
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The proposed amino acid position-based feature encoding technique finds all the
occurrence positions of each amino acid in a sequence. For example: p. shows the
first occurrence position of amino acid i in a sequence, ps is the second occurrence
position and pﬁli is the last occurrence position of amino acid i in a sequence, where
n; is the maximum number of times the specific amino acid symbol i occurs in a se-
quence. The vector of positions for an amino acid i in the given sequence is obtained
as follows:

p'= i 5. 00) (1)
From the above vector of positions, two features are calculated:
i ong i
the mean: u, = n—izjélp]‘-, (2)
. ) R . .\2
the variance: var, = n—iEjil(p]‘- - ,u;,) , 3)

By using the proposed feature encoding technique, 2 features namely u;', and
varpi has been obtained for each amino acid in a sequence. Subsequently, the features
for all 20 amino acid symbols have been calculated. The total number of features
calculated for each sequence will be 40. The example sequence
“ACAADADYDKVLIIFACYVCVY” explains the sequence encoding process of
amino acid symbol 4 in detail.

Amino acid positions for a symbol A: p#* = 1,p5 = 3,p4 = 4,p} = 6,p5 = 16

Amino acid positions for a symbol C: p$ = 2,p$ = 17,p§ = 20

Amino acid positions for a symbol D: pf = 5,p5 = 7,p4 =9

Similarly, we have calculated py, p,, ... pp,; for each symbol in a sequence. To ex-
tract a feature vector from the above calculated position vectors for each symbol and
for each sequence, the mean and the variance is taken of the above positions for each
symbol respectively: mean(p?, p2, p5, p4, pe) and var(p?, p5, ps, p4, p2).The ex-
tracted feature vector used for symbol A,Cand D from the sample sequence is as
shown in Figure 2:

1y varg s vary T vary
6 34.50 13 93 7 4
Fig. 2. Feature Vector for Amino Acid symbol A, C and D

Family Name | g Varg us Varg || u¥ Varg¥ 73 Vary
1686 | 8552.1 1859 | 12465:9 |.--..| 273 555.7 169.3 801.1
1659 | 10883.8 | 1463 | 6080.6 | 2L 482.5 2138 506.6
Metabolism | 1659 | 10883.8 | 1463 | 60806 | ... | 27.1 482.5 2138 506.6
2442 | 30067.8 | 1880 | 106668 | ... | 21.2 6233 420.1 72.0
169.1 | 11198.2 | 1824 | 281263 | ... 1640 | 46526.0 | 297.0 307520
1139 5612.0 2430 | 19431.5 | ... 44.5 9245 266.7 1521.3
Transcription | 75.9 21255 2550 50.0 ... | 1965 | 64440.5 158.3 5461.2
1999 | 12706.2 | 89.2 2628.2 ... | 2083 | 48971.6 | 381.3 | 444451
3195 | 35566.3 | 1912 | 170425 | ... | 2525 | 15068.7 | 261.1 2239
2702 | 38241.2 | 3158 | 152533 | ... | 2139 | 29757.0 | 315.0 3839
CellTransport | 348.7 | 43231.7 | 321.9| 22025 .4 1740 | 33597.5 | 361.6 377.4
2304 | 28181.4 | 5272 | 277978 | ... | 3665 | 43540.4 | 314.0 319.5

Fig. 3. Sample Amino Acid Position-Based Feature Vector Space
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Figure 3 shows the sample feature vector space of the given experimental
data of three different families: metabolism, transcription and cell transport.
The column titles represent the means and variance of each amino acid sym-
bol for each sequence. Any unknown sequence can be encoded using the pro-
posed encoding technique in a straightforward way with a minimum number of fea-
tures. Because, there are 20 amino acid symbols, as a result the total numbers of fea-
tures become 40. The dimensions of the data will be No.of sequences X 40. For
instance, if we have 20 sequences, the feature vector space dimension will be 20 X
40. In the next section, the experimental results in detail have been presented.

3  Experiments and Results

In this paper, we have extracted Yeast protein sequences from UniProtKB database
(http://www.uniprot.org/help/uniprotkb). Three functional families: metabolism, tran-
scription and cellular transport, transport facilities were used in the experiments. The
sequences of the three families were selected randomly. The detail of the dataset in-
volved in the experiments is shown in Table 1.

Table 1. Details of dataset used in the experiments

Family Name Number of Sequences
Metabolism 752
Transcription 520
Cellular Transport, Transport Facilities 565
Total Sequences 1837

For the evaluation of results, a tenfold cross validation method was employed. In
each fold, 70% sequences were used in training and remaining 30% for testing. Popu-
lar classification algorithms: naive Bayes, decision tree, neural network, random for-
est and multilayer perceptron were used to classify protein sequences. The perfor-
mance measure metrics such as accuracy, true positive rate (TPR), false positive rate
(FPR), specificity, sensitivity, recall, F-measure and Mathews Correlation Coefficient
(MCC) were used for performance evaluation [1], [5], [6].

The confusion matrices in Table 2, 3, 4, 5 and 6 show classification results ob-
tained upon each classifier using amino acid position-based feature encoding tech-
nique. The rows of a confusion matrix show actual number of sequences and the col-
umns represent the predicted number of sequences.

Table 2. Confusion Matrix obtained with Naive Bayes Classifier

Data\results Metabolism Transcription Cellular Transport
Metabolism 541 141 70
Transcription 125 319 76

Cellular Transport 203 110 252
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Table 3. Confusion Matrix obtained with Decision Tree Classifier

Data\results Metabolism Transcription Cellular Transport

Metabolism 668 30 54

Transcription 32 461 27
Cellular Transport 74 38 453

Table 4. Confusion Matrix obtained with Neural Network Classifier

Data\results Metabolism Transcription Cellular Transport

Metabolism 618 85 49

Transcription 198 290 32
Cellular Transport 303 82 380

Table 5. Confusion Matrix obtained with Random Forest Classifier

Data\results Metabolism Transcription Cellular Transport

Metabolism 496 126 130

Transcription 99 336 85
Cellular Transport 194 74 297

Table 6. Confusion Matrix obtained with Multilayer Perceptron Classifier

Data\results Metabolism Transcription Cellular Transport
Metabolism 531 105 116
Transcription 230 229 61
Cellular Transport 133 96 336
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0.70 HDecizsion tree
o
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E 050
£ 040 i Neursl Network
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0.20 ¥ Random Forest

i m Multilaysr Perceptron

0.00

o o &
e{:’ éﬁs‘.‘\ Q.é? é‘}é\ q?‘so \:‘é‘
¥ < &

Performance Measure Metrics

Fig. 4. Performance Measure Metrics’ Values Based on the Confusion Matrices in Table
2,3,45and 6
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Fig. 5. Comparison of the Proposed and Previous Classification Accuracy Results

4  Discussion

The objective of the proposed work was to classify protein sequences into their
respective families based on the primary sequence information solely. Moreover, this
classification would be helpful in predicting the structure, function and evolutionary
information of any unknown or newly discovered protein. In this paper, we have in-
vestigated variable length sequence data of three Yeast protein functional families
using the distance-based encoding technique. The values of performance measure
metrics obtained with different classifiers have been shown in Figure-4. The results
demonstrate that the amino acid position-based method with decision tree classifier
outperforms in terms of classification accuracy, specificity, recall, f-measure and
MCC. The value of MCC varies from +1 (best) to -1 (worst).The average accuracy
obtained with decision tree was 85.9% which shows significant improvement from
the previous best accuracy result 72.5% from the literature [1]. Figure-5 shows graph-
ical illustration of the proposed and previous classification accuracy results obtained
using different classifiers. The association of the sequence with a superfamily is vali-
dated using SCOP 1.75A database. It is observed from the experiments that the amino
acid position-based encoding technique selects the minimum and most informative
features from a protein sequence.

Conclusion

The exploitation of data mining and machine learning techniques are becoming very
popular in developing effective computational tools to analyze and generate useful
information from the biological data. In this paper, our goal was to propose an amino
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acid position-based feature encoding technique to numerically represent a primary
sequence of a protein. The fixed length feature vector space was computed from the
means and variance of the position vector of each amino acid. The experiments were
carried out on the numeric protein data obtained after feature encoding using five
different classification algorithms. The protein sequences were successfully classified
into different superfamilies with highest classification accuracy. In our experiments,
the decision tree classification algorithm has shown significant improvement in the
classification accuracy, specificity, precision, recall and F-measure. The results indi-
cate that the proposed technique could be successfully used to extract different char-
acteristics of a protein sequence like structure, function or evolutionary information
from the primary sequence. The proposed technique is very simple, robust, reliable
and highly accurate. In future, the amino acid position-based encoding technique can
be further extended by using different level of decompositions.
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Abstract. Least association rule refers to the rule that only rarely occur
in database but they might reveal some interesting knowledge in certain
domain applications. In certain medical datasets, finding these rules is
very important and required further analysis. In this paper we applied
our novel measure known as Definite Factor (DF) with SLP-Growth
algorithm to mining the Definite Least Association Rule (DELAR)
from a benchmarked medical datasets. DELAR is also highly correlated
and evaluated based on standard Lift measure. The result shows that DF
can be used as alternative measure in capturing the interesting rules and
thus verify its scalability.

Keywords: Definite, Least association rules, Medical data.

1 Introduction

Association rule is one of the popular methods in data mining to analyze and
understand the hidden patterns from database. It was first introduced by Agrawal et
al. [1] and still received a great attention from knowledge discovery community. In
term of the strength of association rule, it is typically measured by support and
confidence. Usually, specific threshold values from both measures are employed to
determine the classification of frequent association rule.

In certain domain applications, uncommon rule or least association rule is more
interesting and valuables. As a result, several works have been conducted towards
mining least association rule [2-15]. Generally, least association rule is a contradiction
of frequent association rule and typically required more scalable techniques and
measures. This rule is very important in discovering rarely occurring events but
significantly important in various applications and one of them is in medical domains
[16]. In fact, lease association rule can facilitate in determining and representing the
real world of medical knowledge due to their simplicity, uniformity, transparency,
and ease of inference [32]. Typically, many series of association rule mining
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algorithms are using the minimum supports-confidence framework to limit the
number of rules. As a result, by increasing or decreasing the minimum support or
confidence values, the interesting rules might be missing out or untraceable. Since the
complexity of study, difficulties in algorithms [17] and it may require excessive
computational cost, there are very limited attentions have been paid to discover highly
correlated least association rule. Highly correlated of least association rule is referred
to the itemsets that its frequency does not satisfy a minimum support but are closely
correlated. Association rule is classified as highly definite and correlated if it has
positive correlation and high certainty. Recently, statistical correlation technique has
been widely applied in the transaction databases [18], which to find relationship
among pairs of items whether they are highly positive or negative correlated. In
reality, it is not absolutely true that only the frequent items have a positive correlation
rather than the least items. In this paper, we address the problem of mining least
association rule with the objectives of discovering least association rule with highly
correlated and certainty. An algorithm named Significant Least Pattern Growth (SLP-
Growth) with DF measure [2,13] is employed to extract the association rule from the
give dataset. The algorithm imposes interval support to capture all least itemsets
family first before continuing to construct a significant least pattern tree (SLP-Tree).
The measure named Lift [26] to find the degree of correlation between itemset is also
embedded in the algorithm. Furthermore, DF measure is used to fine-tune and finally
produce Definite Least Association Rule (DELAR). In summary, the main
contributions of this paper are as follows:
e We enhanced the previous SLP-Growth algorithm by embedding with the scalable
DF measure
e We evaluate the performance of the enhanced algorithm against a benchmarked
SPECT Heart dataset [32]
e We show that the number of DELAR being produced is relatively very small as
compared to the typical measures
The reminder of this paper is organized as follows. Section 2 describes the related
work. Section 3 explains the basic concepts and terminology of association rules
mining. Section 4 discusses the proposed method. This is followed by performance
analysis in section 5. Finally, conclusion is reported in section 6.

2 Related Work

The research on mining least association rule gaining more attentions due to its
contribution in certain domain applications. Thus, there have been quite a number of
works published in an attempt to improve the current limitations in term of algorithms
and measures. Hoque ef al. [19] proposed Multi-objective Genetic Algorithm
(MOGA) method and NBD-Apriori-MOFR algorithm to generate rare rules.
However, one of the disadvantages of these algorithms is a high computational cost.
Lavergne et al. [20] introduced TRARM-RelSup by combines the efficiency of
targeted association mining querying with the capabilities of mining rare rule. The
main limitation is, it increases the complexity in mining the targeted rules. Rawat et
al. [21] suggested Probability Apriori Multiple Minimum Support (PAMMS)
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algorithm to discover rare association rule in grid environment. However, the
generation of candidate itemset is uncontrollable and thus requires excessive of
memory consumption. Zhou et al. [22] proposed an approach to mine the association
rules by considering only infrequent itemset. The limitation is, Matrix-based Scheme
(MBS) and Hash-based scheme (HBS) algorithms are facing the expensive cost of
hash collision. Ding [23] introduced Transactional Co-occurrence Matrix (TCOM for
mining association rule among rare items. However, the implementation of this
algorithm is too costly. Yun et al. [17] suggested the Relative Support Apriori
Algorithm (RSAA) to generate rare itemsets. The challenge is if the minimum
allowable relative support is set close to zero, it takes similar time taken as performed
by Apriori. Koh et al. [24] proposed Apriori-Inverse algorithm to mine infrequent
itemsets without generating any frequent rules. The main constraints are it suffers
from too many candidate generations and time consumptions during generating the
rare association rule. Liu ef al. [25] suggested Multiple Support Apriori (MSApriori)
algorithm to extract the rare association rules. In actual implementation, this
algorithm is still suffered from the “rare item problem”. Most of the proposed
approaches [17,19-25] are using the percentage-based approach in order to improve
the performance of existing single minimum support based approaches. Brin et al.
[26] presented objective measure called lift and chi-square as correlation measure for
association rules. Lift compares the frequency of pattern against a baseline frequency
computed under statistical independence assumption. Instead of lift, there are quite a
number interesting measures have been proposed for association rules. Omiecinski
[27] introduces two interesting measures based on downward closure property called
all confidence and bond. Lee ef al. [28] proposes two algorithms for mining all
confidence and bond correlation patterns by extending the frequent pattern-growth
methodology. Han et al. [29] proposed FP-Growth algorithm which break the two
bottlenecks of Apriori series algorithms. Currently, FP-Growth is one of the fastest
approach and most popular algorithms for frequent itemsets mining. This algorithm is
based on a prefix tree representation of database transactions (called an FP-tree).

3 Basic Concept and Terminology

4.1 Association Rule

Association rule was first introduced to study customer purchasing patterns in retail
stores [1]. Nowadays, it has been applied in various types of disciplines [30,31]. Let /
is a non-empty set such that / = {i] T -,iﬂ}, and D is a database of transactions where
each T is a set of items such that 7 c /. An association rule is a form of 4= B,
where A,Bc I such that A#¢, B#¢ and A(\B=¢. The set A4 is called
antecedent of the rule and the set B is called consequent of the rule. An item is a set of
items. A k-itemset is an itemset that contains k items. An itemset is said to be frequent
if the support count satisfies a minimum support count (minsupp). The set of frequent
itemsets is denoted as L,. The support of the association rules is the ratio of

transaction in D that contain both A and B (or AU B). The support is also can be
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considered as probability P(AUB). The confidence of the association rules is the
ratio of transactions in D contains A that also contains B. The confidence also can be
considered as conditional probability P(B|A). Association rules that satisfy the

minimum support and confidence thresholds are said to be strong.

3.2 Definite Factor

Definite Factor is a formulation of exploiting the support difference between itemsets
with the frequency of an itemset against a baseline frequency. The baseline frequency
of itemset is presumed as statistically independence. The Definite Factor denoted as
DF and

DF(I)=|P(A)-P(B) x % (1)
also can be expressed as
It al p d ) supp(A R B)
DF()= ppa)-spp(a | SPA=D) | @

DF is a new measurement to indicate the degree of certainty of association rules.
The advantages of this measurement are, it takes into account the support of right-
hand side (consequence) and always in the range [0,1). The higher value of DF means

the affinity between itemsets is more definite and convinced. In fact, the range of DF
is more realistic as compared to wide-ranging of correlation values in lift
measurement.

4 Methodology

4.1 Algorithm Development

Determine Interval Support for least Itemset. The Interval Support is a form of ISupp
(ISMin, ISMax) where ISMin is a minimum and ISMax is a maximum values

respectively, such that ISMin >¢, ISMax > ¢ and ISMin <ISMax. Itemsets are

said to be significant least if they satisfy two conditions. First, support counts for all
items in the itemset must greater ISMin. Second, those itemset must consist at least
one of the least items. In brevity, the significant least itemset is a union between least
items and frequent items, and the existence of intersection between them.

Construct Significant Least Pattern Tree. A Significant Least Pattern Tree (SLP-Tree)
is a compressed representation of significant least itemsets. This trie data structure is
constructed by scanning the dataset of single transaction at a time and then mapping
onto path in the SLP-Tree. In the SLP-Tree construction, the algorithm constructs a
SLP-Tree from the database. The SLP-Tree is built only with the items that satisfy the
ISupp.
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Generate Significant Least Pattern Growth (SLP-Growth). SLP-Growth is an
algorithm that generates significant least itemsets from the SLP-Tree by exploring the
tree based on a bottom-up strategy. ‘Divide and conquer’ method is used to
decompose task into a smaller unit for mining the desired patterns in conditional
databases, which can optimize the searching space. The algorithm extracts the prefix
path sub-trees that ending with any least item. The complete SLP-Growth algorithm is
shown in Fig. 1.

1: Read dataset, D

2: Set Interval Support (ISMin, ISMax)

3: for items, I in transaction, T do

4: Determine support count, ItemSupp

5: end for loop

6: Sort ItemSupp in descending order, ItemSuppDesc

7: for ItemSuppDesc do

8: Generate List of frequent items, FItems > ISMax
9: end for loop

10: for ItemSuppDesc do

11: Generate List of least items, ISMin <= LItems < ISMax

12: end for loop
13: Construct Frequent and Least Items, FLItems = FItems U LItems
14: for all transactions,T do

15: if (LItems I in T > 0) then

16: if (Items in T = FLItems) then

17: Construct items in transaction in descending order, TItemsDesc
18: end if

19: end if

20: end for loop

21: for TItemsDesc do

22: Construct SLP-Tree

23: end for loop

24: for all prefix SLP-Tree do

25: Construct Conditional Items, CondItems
26: end for loop

27: for all CondItems do

28: Construct Conditional SLP-Tree
29: end for loop

30: for all Conditional SLP-Tree do

31: Construct Association Rules, AR
32: end for loop

33: for all AR do

34: Calculate Support and Confidence
35: Apply Correlation
36: Apply Definite Factor

36: end for loop

Fig. 1. SLP-Growth Algorithm

4.2 Value Assignment

Apply Correlation and Definite Factor Measures. Besides the others typical
measures, the values of association rule are also derived based on Lift [26] and DF
[2,13] measures. The processes of generating the values of association rule are taken
place after all patterns and association rules are completely produced.

Discover Definite Least Association Rule. From the list of valued association rules,
the algorithm begins to scan all of them. However, only those valued association rule
with the correlation value that more than one and with a certain DF value are captured
and considered as DELAR. For association rules that occur less than threshold values
will be pruned out and classified as low correlation.
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S Experiment Test

The performance analysis was made by comparing the total number of association
rules being produced by different measures. The algorithm determines which
association rules that are highly correlated and certainty based on the specified
threshold values of Lift and DF measures, respectively. The interpretations are made
based on the results obtained.

The experiment was conducted on Cardiac Single Proton Emission Computed
Tomography (SPECT) dataset or also known as SPECT Heart dataset [32]. SPECT is
a nuclear medicine technique that uses radiopharmaceuticals to produce images
representing slices through the body in different planes. By embedding FP-Growth
algorithm with ISupp, 31,710 association rules are produced. Association rules are
formed by applying the relationship of an item or many items to an item (cardinality:
many-to-one). Here, the maximum number of items appears in each association rule
is set to 6. Fig. 2 depicted the correlation’s classification of least association rules.
The rule is categorized as DELAR if it has positive correlation and DF should be at
least 0.5. Fig. 3 illustrates the summarization of correlation analysis with different
ISupp.

Correlation Analysis of Least Association Rules (ARs) for
SPECT Heart dataset

ARs [significant) 7575
ARs [(=ve corr) sa7os

ARs(nocorr) | ©

Classification

ARs (-ve corr) 2075

ARs ss7sa

o 10000 20000 20000 <0000 s50000 sooo0 70000 20000

Total

Fig. 2. Classification of association rules using correlation analysis. Only 2.82% from the
total of 4,082 association rules are classified as significant least association rules.

Classification of Least Association Rules (ARs) for
SPECT Hoart dataset

1.00-1.80

o 2000 +c00 scoo sooo 10000 12000 14000 16000 18000

Torar

Fig. 3. Correlation analysis of least association rules using variety ISupp. The total numbers
of overall association rules are decreased when the predefined ISupp thresholds are increased.
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6 Conclusion

Mining least association rule is very important in revealing new information for
certain domain applications. One of the potential fields is in medical domains.
However from the literature, only few attentions have been paid in mining this rule as
compared to mining frequent rules. In this paper we embedded SLP-Growth
algorithm with Definite Factor (DF) measure to generate Definite Least Association
Rules (DELAR) from a benchmarked medical dataset. The result show that DELAR
is highly correlated and certainty. Moreover, it also reveals that SLP-Growth and DF
measure can discover the interesting rules and thus verify its scalability.
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Abstract. Finding the interesting rules from data repository is quite challenging
weather for public or private sectors practitioners. Therefore, the purpose of this
study is to apply an enhanced association rules mining method, so called SLP-
Growth (Significant Least Pattern Growth) proposed by [11,36] to mining the
interesting association rules based on the student admission dataset. The dataset
contains the records of preferred programs being selected by post-matriculation
or post-STPM students of Malaysia via Electronic Management of Admission
System (e-MAS) for the year 2008/2009. The results of this study will provide
useful information for educators and higher university authority personnel in the
university to understand the programs’ patterns being selected by them.

Keywords: Association rule mining, significant least patterns, students.

1 Introduction

Generally, public universities are among the ultimate directions for almost post-
matriculation or post-STPM students in Malaysia. After the students obtaining the
actual result of the examination, they have to choose their preferred programs at
Malaysian public universities via Electronic Management of Admission System (e-
MAS). The issue is, for the average and the lower grades students, they might not be
offered to their preferred programs. Based on this situation, many studies [1-3] have
been carried out to ensure prolong of the students at university. Currently, there is an
increasing interest in data mining and educational systems, making educational data
mining as a new growing research community [4]. One of the popular data mining
methods is Association Rules Mining (ARM) [5]. It aims at discovering the interesting
correlations, frequent patterns, associations or casual structures among sets of items in
the data repositories. The problem of association rules mining was first introduced by
Agrawal for market-basket analysis [6,7,8]. After the introduction of Apriori [6], many
studies [13-26] have been done pertinent to Association Rules (ARs). Generally, an
item is said to be frequent if it appears more than a minimum support threshold. Least
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item is an itemset whose rarely found in the database but it may produce interesting
and useful ARs. In this paper, we employ SLP-Growth algorithm and Critical Relative
Support (CRS) measure [11,36] to capture interesting rules from student admission
dataset. The dataset was taken from Division of Academic, Universiti Malaysia
Terengganu for 2008/2009 intake students in computer science program. The results of
this study will provide useful information for educators or higher university personnel
authority to offer more relevant programs to the potential students rather than by
chance or unguided technique.

The reminder of this paper is organized as follows. Section 2 describes the related
work. Section 3 describes the essential rudiments. Section 4 describes the employed
method, SLP-Growth algorithm. This is followed by performance analysis through
student admission dataset in section 5. Finally, conclusion of this work is reported in
section 6.

2 Related Works

For the past decades, there are several efforts has been made to discover the interesting
ARs. Zhou et al. [27] suggested a method to mine the ARs by considering only
infrequent itemset. Ding [28] proposed Transactional Co-occurrence Matrix (TCOM
for mining association rule among rare items. Yun ef al. [9] introduced the Relative
Support Apriori Algorithm (RSAA) to generate rare itemsets. Koh ez al. [29] suggested
Apriori-Inverse algorithm to mine infrequent itemsets without generating any frequent
rules. Liu ef al. [30] proposed Multiple Support Apriori (MSApriori) algorithm to
extract the rare ARs. From the proposed approaches [9,28—-30], many of them are using
the percentage-based approach to improve the performance as faced by the single
minimum support based approaches. In term of measures, Brin ef al. [31] introduced
objective measure called lift and chi-square as correlation measure for ARs. Lift
compares the frequency of pattern against a baseline frequency computed under
statistical independence assumption. Omiecinski [32] proposed two interesting
measures based on downward closure property called all confidence and bond. Lee et
al. [33] suggested two algorithms for mining all confidence and bond correlation
patterns by extending the pattern-growth methodology Han ef al. [34]. In term of
mining algorithms, Agrawal et al. [6,7] proposed the first ARs mining algorithm called
Apriori. Han et al. [35] suggested FP-Growth algorithm which amazingly can break the
two limitations as faced by Apriori series algorithms. Recently, Educational Data
Mining (EDM) has emerged as an important research area in order to resolve
educational research issues [37]. Kumar ef al. [38] enhanced the quality of students’
performances at post graduation level via association rule mining. Garcial et al. [39]
described a collaborative educational data mining tool based on association rule mining
for the ongoing improvement of e-learning courses. Tair et al. [40] used association
rule mining technique to analyze to improve graduate students’ performance, and
overcome the problem of low grades of graduate students. Chandra et al. [41], applied
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the association rule mining technique to identifies the students’ failure patterns in order
to improve the low capacity students’ performances.

3 Essential Rudiments

3.1 Association Rules (ARs)

Throughout this section the set 7 = iil ,iz,u-,i‘ 4 }, for |A| >0 refers to the set of literals

called set of items and the set D= {f],tz,---,tw‘}, for |U| >0 refers to the data set of
transactions, where each transaction € D is a list of distinct items 7= {il, ’2,---,i‘M‘ },

1< |M | < |A| and each transaction can be identified by a distinct identifier TID.

Definition 1. 4 set X < I is called an itemset. An itemset with k-items is called a k-
itemset.

Definition 2. The support of an itemset X I, denoted supp(X ) is defined as a
number of transactions contain X.

Definition 3. Let X,Y I be itemset. An association rule between sets X and Y is an
implication of the form X =Y, where X(\Y=¢. The sets X and Y are called
antecedent and consequent, respectively.

Definition 4. The support for an association rule X =Y , denoted supp(X =Y ) is

defined as a number of transactions in D contain X UY .

Definition 5. The confidence for an association rule X =Y , denoted conf (X :Y)

is defined as a ratio of the numbers of transactions in D contain XUY to the number
of transactions in D contain X. Thus

conf(X:Y):%.

ARs that satisfy the minimum support and confidence thresholds are said to be
strong.

4 Methodology

4.1 Algorithm Development

Determine Interval Support for least Itemset. An itemset is said to be least if the
support count satisfies in a range of threshold values called Interval Support (ISupp).
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The Interval Support is a form of ISupp (ISMin, ISMax) where ISMin is a minimum
and ISMax is a maximum values respectively, such that ISMin > ¢, ISMax > ¢ and

ISMin < ISMax.

Construct Significant Least Pattern Tree. A Significant Least Pattern Tree (SLP-Tree)
is a compressed representation of significant least itemsets. There are three steps
involved in constructing SLP-Tree. In the first step, the algorithm scans all transactions
to determine a list of least items, Lltems and frequent items, Fltems (least frequent
item, LFItems). In the second step, all transactions are sorted in descending order and
mapping against the LFItems. It is a must in the transactions to consist at least one of
the least items. In the final step, a transaction is transformed into a new path or mapped
into the existing path.

Generate Significant Least Pattern Growth (SLP-Growth). SLP-Growth is an
algorithm that generates significant least itemsets from the SLP-Tree by exploring the
tree based on a bottom-up strategy. The algorithm will extract the prefix path sub-trees
ending with any least item. In each of prefix path sub-tree, the algorithm will
recursively execute to extract all frequent itemsets and finally built a conditional SLP-
Tree.

4.2 Value Assignment

Apply Correlation and Critical Relative Support Measures. The values of association
rule are derived based on Lift [26] and CRS [12, 36] measures. The processes of
generating the values of association rule are taken place after all patterns and
association rules are completely produced.

Discover Interesting Association Rule. From the list of valued association rules, the
algorithm will begin to scan all of them. However, only those valued association rule
with the correlation value that more than one and with the certain CRS value are
captured and considered as Interesting ARs.

5 Result and Discussion

In order to capture the interesting ARs, the experiment employed SLP-Growth method
and conducted on Intel® Core™ 2 Quad CPU at 2.33GHz speed with 4GB main
memory, running on Microsoft Windows Vista. The algorithm has been developed
using C# as a programming language.

The data was obtained from Division of Academic, Universiti Malaysia Terengganu
in a text file and Microsoft excel format. There were in total of 822 bachelors programs
offered in Malaysian public universities for July 2008/2009 students’ intake. From this
figure, 342 bachelor programs were selected by our 160 students and it can be
generalized into 47 unique general fields. In addition, SLP-Growth algorithm with lift



Discovering Interesting Association Rules from Student 139

measurement to determine the degree of correlation of association rules was employed.
There are 3,768 ARs are successfully extracted from the dataset. ARs are formed by
applying the relationship of an item or many items to an item (cardinality: many-to-
one). Fig. 1 depicts the correlation’s classification of interesting ARs. The rule is
categorized as significant and interesting if it has positive correlation, confidence is
100% and CRS value is equal to 1.0. Fig. 2 depicts the correlation of interesting ARs
based on several [Supp. The result indicates that CRS successfully in producing the
less number of ARs as compared to the others measures. The typical support or
confidence measure alone is not a suitable measure to be employed to discover the
interesting ARs. Although, correlation measure can be used to capture the interesting
ARes, it ratio is still nearly 12 times larger than CRS measure. Therefore, CRS is proven
to be more efficient and outperformed the benchmarked measures for discovering the
interesting ARs from the dataset. Generally, the total numbers of ARs are kept
decreased when the predefined Interval Supports thresholds are increased.

Correlation Analysis of Interesting Association Rules for Computer
Science Student for Intake 2008/2009 UMT (MinSupp=0.5)

4000 - 3768

3500 -

3000 - 2760

2500 -
Total 2000

1500 - 1008

1000 -

329
0 : : : .

ARs (all) ARs(+ve corr) ARs(no corr) ARs (-ve corr) ARs(significant)

Classification

Fig. 1. Classification of ARs using correlation analysis. Only 8.73% from the total of
3,768 ARs are classified as interesting ARs

Interesting Association Rules for Computer Science Student
3000 for Intake 2008/2009 (UMT)
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Fig. 2. Correlation analysis of interesting ARs using variety Interval Supports
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6 Conclusion

Recently, there is an increasing interest in data mining and educational systems,
making educational data mining as a new growing research community [4]. In this
paper, we applied Significant Least Pattern Growth algorithm (SLP-Growth) and
Critical Relative Support measure (CRS) proposed by [11,36] to mining the interesting
association rules from student enrollment admission dataset. The dataset was taken
from Division of Academic, Universiti Malaysia Terengganu (UMT) for the intake
student 2008/2009. The results show that the interesting ARs can be extracted with the
lesser number as compared to the common measures. Moreover, the results also can be
analyzed by educators or the university’ higher authority personnel in offering more
appropriate programs to the prospect students rather than by chance.
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for supporting this work. The work of Tutut Herawan is supported by Excellent
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Abstract. Recently, Social Network Service has made a meteoric rise as means
of communication to sharing important information. peoples discuss about
social issues, especially in Twitter. Besides, unlike any other social network
service, Twitter users can follow without the agreement of the other party, for
this reason, the users has followers with various intentions exist. To measure
followers’s agree about a followee’s opinion, our method builds issue clusters
by defining trust period about extracting an issue. In this paper, we propose two
methods for follower classification that are based on extraction of Influential
supporters and issues cluster that is reflected on a target user’s opinion. To
evaluate the effectiveness of the proposed method, we examine behaviors of
followers of politicians from Twitter data. As a result of the experiment, the
proposed approach effectively classifies the follower based on issues reflected
opinions of the target user and Influential supporters.

Keywords: follower classification, issue cluster, social opinion, user behavior

1 Introduction

Social Network Service(SNS) recently has made a meteoric rise as means of
communication to sharing important information. Since SNS users can not only
exchange the information with strangers, but also spread the information faster than
internet cafe and blog, the study on Twitter is actively being progressed [1-2].

Twitter users can follow without the agreement of the other party, for this reason, the
users has followers with various intentions exist. Since these followers can favorably
follow, blindly follow or unfavorably follow, it is needed to classify by the feelings
about the user. Also these followers do not express all sympathy on a target user’s
issues. Thus, our method classifies these followers according to each issue. In here,
the target users are as authority users who has numerous followers, they are a new
type of opinion leader who exert a big influence on the setting of the agenda or
formation of public opinion. Various opinions on an issue are formed by mutual
discussion of numerous followers of this authority user.

In this paper, we propose a method to classify feelings of followers about a target
user, namely support, non-support and neutrality. These followers are classified by
using a characteristic that the followers follow one target user or follow two or more

* Co-equally contributed.
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of target users at the same time in network the target users. In here, a follower who
follows two or more of target users at the same time is defined as a co-follower.

Through the observation of followers’s behavior, we find these three characteristics
as follows. i) The followers who sympathize their opinion and actively supports exist
for authority users, i) Authority users want to diffuse social issues through tweets,
and these tweets strongly influences on a way of behavior of followers, however, the
influential followers tend to sympathize sometimes, and not sympathize sometimes,
and iii) Co-follower following two or more of target users. The feeling about each
target user is relative.

Our method classify followers of a target user as in the following based on
observations, mentioned the authority users’s social issues and the co-followers, i) A
system classify the followers by extracting influential supporters on a target user.
There are the followers who sympathize the target user’s opinion and actively support,
for the target user. We define the influential supporters are considered as an expanded
concept of the target user. ii) The system classifies followers by extracting issues that
the target user’s opinion is reflected. The followers do not express sympathy to all
issues about supporting the target user. Since they could sympathize or not
sympathize on each issue, the system classifies the followers based on issue cluster,
and iii) Since co-followers who following two or more of users have relative feeling
about each target user, using Bias Ratio to classify them. iv) The system classifies
followers with sentiment analysis about Support Vector Machine(SVM) and mention
before RT of feeling about target users.

To evaluate the effectiveness of the proposed method, experiments are conducted on
followers of five authority users on Korean Twitter test collection. The proposed
methodology is language independent, which can be applied to other languages.

2  Related Work

Recently, there have been studies which analyze the users who use social network
services such as Twitter, Orkut, MySpace, Flickr, and YouTube. Since Social network
service is being used by diverse people around the world, it has various tendencies
along with various behavior patterns. They analyzed these user behaviors through the
number of following, followers, retweet and mentions etc on Twitter[3,4]. Also, there
are studies that analyze identification and characteristics of user behaviors on Orkut,
MySpace, Flickr, and YouTube [5,6]. Different from those researches, by analyzing
user's behavior for a target user, our method classify they are positive or negative.

Park et.al. [8] introduced the method to automatically construct Twitter data set, and
a proposed method that classifies affirmation and negation using constructed data set.
Our method is trained through SVM of two groups, supporter and non-supporter by
using tweet data of politician.

3 Follower Classification Based on User Behavior for Issue
Clusters
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In this section, we first describe a process for follower classification. The process
involves four stages: /) Extracting influential supporters of a target user, ii) Extracting
issues that reflected the target user’s opinion among the target users’s tweets and
influential supporters’s tweets, iii) Classifying co-followers using Bias detection, and
iv) Classifying followers using sentiment analysis.

3.1 Extraction of Influential Supporters

Some of a target user’s followers sympathize his opinion and actively support for the
target user. Also, they seldom change the opinion of supporting the target user. These
followers define influential supporters of the target user. In our method, influential
supporters are considered as an expanded concept of the target user. When a follower
retweets the tweet that the target user is appeared on between the target user’s tweets
and influential supporters’s tweets, it is classified as supporting the follower. We
apply modified HITS algorithm to extract influential supporters among the target
user’s followers.

The HITS[9] is very well known link analysis algorithm. Similarly, it is more
authority user when the user gets more retweet in Twitter. Therefore, HITS is applied
to extract influential supporter of a target user. We assume that more they have the
retweet of tweet that includes the name of the target user; it is the influential supporter
who supports the target user.

In order to apply modified HITS algorithm, each edge on the graph is created as
follower: edge between vertexes with following condition. When user v; retweeted the
tweet that a target user’s name is appeared on between tweets of user v; then edge
becomes ej;. The number that v; retweeted v: becomes wy;.

The weight of each edge is set to set as follows:

Auth™!(v) ZZj:ejiEE Wwj; X Hubt(vj) o
Hub"™!(v;) :Zj:ei]-EE wij X Authf(vj) 2)

The authority and hub score of each node iteratively updates the scores until
convergence according to the modified HITS algorithm. The method selects followers
whose authority score are 0.01 or more as an influential supporter. This is because a
threshold is set to 0.01 empirically.

The initial authority score of a user is set as follows:

Auth®(vi) = avgRT(vi)- mention(vi) 3)

where avgRT(v;) represents the average of retweets for a user v;, and mention(v;) is the
ratio of tweet that a target user’s name is appeared on between tweets of user v;. The
more a tweet is retweeted the higher initial authority score it has. Also the initial
scores of the hub score are set as follows: Hub’(v;) = 1.

The extracted influential supporters show that are strongly supportive of the target
user. They play important role in propagation of a target user's opinion as a medium.
Using the above characteristics, the proposed method extracts issues by using the
influential supporters.
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3.2  Expansion of User Relationship based on Issue Clusters
Followers may disagree with entire issues that a target user mentioned. For example,
follower u is a target user 4’s follower. But # does not express all the sympathy on the
A’s issues. Therefore, it is need to classify by analyzing the followers’s opinion on
each issue. The method classifies a follower in following order: /) Extracting issues
that a target user’s opinion is reflected, i7) Building an issue cluster by defining trust
period about extracted an issue, and iii) Classifying them as a supporting follower
when they retweet the concerned tweet in an issue cluster.

Extraction of Issue Keywords. In order to select an issue among the words extracted
through #f'idf, give more weight when it appears more in influential supporters’s
tweets, give less weight when it appears less.

w(t) = ifit,d) - idf(t.N) - sf(1) 4)
where w(?) reflects the weight of influential supporters’s opinion when ¢ appears in a
day d. Here, tf(t,d)=log(1+tf(t,d)), idf(t)= log(N/df) and sf(t) = IS: / ISai, where tf{(t,d)
represents the frequency of 7 appeared on the target user’s tweet in d. df represents the
number of user that ¢ appeared. /Sa is the total number of influential supporters, 1S: is
number of influential supporters that 7 appeared in d. High weight of tfidf does not
simply means all 7 that the target user mentioned is an issue. Hence, extracts social
issues by applying a number of influential supporters that 7 is appeared on as a weight.
Therefore, high IS/ ISanimplies the high possibility of 7 being social issues.
Construction of Issue Clusters. In today’s society, opinions about an issue are
rapidly changing, thus the opinions about an issue may be different now than it was a
month ago. Hence, we define frust period on each issue. Our method considers the
tweets about the issue within a trust period. There are three stages to build issue
cluster using the trust period: i) Extracting the time of a first mentioned tweet that
appeared the issue among target's tweets as a starting point, if) Extracting the time of
last retweeted tweet that appeared the issue among target's tweets and influential
supporters’s tweet as an ending point, and iii)) When a follower retweets tweet that
appeared the issue among target user's tweet and Influential supporter's tweet from
starting point to ending point, classifying the follower agree with target user's tweet.

Ibe.com J
Blue house
L S8
Tax haven

National Security Ploanning

Timeline

Fig. 1. Moon’s issue cluster based on the timeline using retweet relation.

Fig.1 shows trust period about each issue. The figure shows the distribution of
followers’s retweet by the time. “Blue house” is distributed from 4th of May to 21st
of May. Define this period as the trust period about “blue house”.

If a follower retweets the target user’s tweets and influential supporters’s tweets that
include the issue within trust period, they are classified as a supporting follower. The
method uses an issue cluster to classify followers for each issue.

3.3 Classification of Co-followers Using Bias Ratio
A co-follower is a follower who following two or more target users at the same time.
The sentiment about each target user is relative. Therefore, our method classifies
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follower according to preference about target users. The system calculates a number
of tweet with which a target user’s name is being retweeted, issues reflected which the
target user’s opinion is being retweeted. The system classifies co-followers with a
number of retweets for each target user by using a bias ratio. Bias ratio is used to
classify co-followers. When a follower u following two target users A4 and B, bias
ratio equation is as follows:

Retweet(u, A) (5)
BiasRati A) =
iasRatio(u, A) Retweet(u, A) + Retweet(u, B)

Retweet(u, B) (6)

BiasRatio(u, B) =

Retweet(u, A) + Retweet(u, B)

where BiasRatio(u,X) is a bias ratio that a follower u prefer to agree with a opinion of
a target user X. Retweet(u,X) is a number that the follower u retweets tweet that
mentioned X among X’s tweets and influential supporters’s tweets, and tweet that X’s
opinion is reflected issues.

Table 1. Follower Classification Based on BiasRatio.
Co-follower Classification Algorithm ( a follow u)

Input: A follower u’s tweets , Target user pair={4,B}
Output: u’s bias result

If the follower u is co-follower of Target user 4 and B then // Bias Detection

classify u to neutral if BiasRatio(#,4) == 0 and BiasRatio(u,B) ==
classify u to support to both A and B if 0 <| BiasRatio(u,4) - BiasRatio(u,B) | < @
classify u to support to A if BiasRatio(u,4) > BiasRatio(u,B)

classify u to support to B if BiasRatio(u,4) < BiasRatio(u,B)

end

Table 1 is an algorithm that classifies co-follower by using bias ratio. If
BiasRatio(u,4) > BiasRatio(u,B), the follower is detected as biased toward A4’s a
supporting follower; otherwise, biased toward B’s a supporting follower. If the
difference of the BiasRatio(u,4) and the BiasRatio(u,B) is below a threshold 0, it is
classified neutral (0 is set to 0.2 by training in our experiments).

The proposed method classify a co-follower by using the bias ratio of relative value
on each target user when retweet a tweet with a target user’s name or retweet the
tweet that includes an issue within a trust period.

: A tweet that a target user mentioned
C—1

An issue that a target user’s opinion is reflected
€--- retweet relation

following relation

1

’
Z nfluentia

nfluential
pporter;
7’
L

4

Fig. 2. Follower Classification using Influential Supporters and Issues.
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Fig. 2. shows that follower classification using influential supporters and issues.
Because follower: retweets an influential supporter’s tweets, the follower: is
classified as a Target useri’s supporting follower. Likewise, because followerz
retweets a tweet of issues that target user2’s opinion is reflected, the followerz is
classified as a Target user2’s supporting follower. A co-follower is classified as a
Target useri’s supporting follower by followers who isn't classified bias ratio.

3.4 Tweet Sentiment Analysis

There is a case that follower classification with issues that reflects the opinion of a
target user and influential supporter is not available. In this case, the system classifies
follower using sentiment analysis in tweet document and SVM(Support Vector
Machine) based on similarity. We use SVM light[10].

To train target user's tweets, the method set supporting tweet(+1) and non-
supporting tweet(-1) of the target user. The system calculates the weight of the term
appeared on tweet document using tf-idf, a formula that calculates term weight, and
represent one tweet document as one vector. The system takes all tweet documents of
each user as a test set then it classifies them into supporting, neutral, non-supporting
follower of the target user. In the test, +1 for positive word, -1 for negative word by
using tweet pattern that uses sentiment word with the target user. Also, the system
classifies a follower by analyzing sentiment about the target user based on sentiment
analysis of mention before the RT. A threshold is set to 0.6 empirically. When
positive tweets are 60% of entire tweet, it is classified as a supporting follower.

4 Experiments

4.1 Experimental Set-up

To see the effectiveness of the proposed follower classification method, we have
performed an evaluation using Twitter test collection in Korean. Target users are
selected among popular politicians in Twitter, followers’s tweets of five target users
are retrieved by using Twitter Search API[11,12] from 15%, March, 2013 to 15%, June.
It is randomly collected 10 thousand from followers of each target user. Influential
supporters are extracted among 10 thousand by using HITS algorithm. Test sets of
each target user are four hundred followers who are selected among 10 thousand.
Collected Twitter data group is as shown in the Table 2. The answer sets for the test
collection are judged by two human assessors.

Table 2. Twitter Test Collection.

Target User The Number of The Number of Tweets of
Followers 10,000 Followers 400 Followers
Moon J.I 450,286 3,718,803 134,548
Ahn C.S 263,138 3,714,305 98,124
Park G.H 329,234 2,159,034 68,255
You SM. 610,714 3,284,739 80,351
Pyo C.W 129,090 3,618,626 56,884

Total 1,782,462 16,495,507 438,162
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To verify validity of follower behavior classification using the proposed issue
cluster, comparatively experimented SVM classification, classification using
influential user and the proposed method.

* SVM: The follower classification method using the method described in 3.4.

* The partial method: The follower classification method using influential

supporters and sentiment analysis.

* The proposed method: The follower classification method using issues that

reflects the opinion of a target user, influential supporters and sentiment analysis.

4.2  Experimental Results and Analysis
Table 3 is the result of comparative experiments of follower classification.

Table 3. Twitter Test Collection.

Evaluation Measure SVM Partial method Proposed Method
Accuracy 0.565 0.631 (+11.6%) 0.680 (+20.3%)
Precision 0.640 0.681 (+6.40%) 0.705 (+10.1%)

Recall 0.548 0.620 (+13.1%) 0.649 (+18.3%)
F1 measure 0.590 0.648 (+9.83%) 0.675 (+14.4%)

Performance of SVM was poor. Due to the characteristic of tweet, tf-idf weight of
terms that composing tweet is short within 140 letters. Hence, weight was not applied
on important words, and there were not many tweets including sentiment word that
could know the sentiment about a target user. The method using influential supporter
showed 11.6% better performance in accuracy than SVM method. Since this result
expanded the target user by using influential supporter of the target user, followers
who could certainly classify increased. The proposed method showed the best
performance compare to SVM and influential supporter method. It showed 20.3%
better performance in accuracy than SVM method. Therefore, the proposed
classification method using issue cluster is meaningful.

Fig. 3. The Partial Method and Expanded Users Network using Issue Clusters.

The network graphs in Fig.3 show that the result of classification for 400 of the
followers of a target user “moonriver365”. Edges of Blue color is the target user and
influential supporters. The left graph shows experimental results of partial method.
The right graph shows experimental results of proposed method. The right graph
shows more number of edge than the left graph in network. It shows that classifiable
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followers increase compare to the left graph. Through this figure, we verified that
method with issue cluster is efficient.

5 Conclusion

In this paper, we propose a model that follower classification based on issue clusters.
A follower is classified to supporting, non-supporting and neutrality according to their
sentiment about a target user. The proposed method was classified follower based on
an issue cluster that reflects the opinion of the target user and influential supporters
extracted by HITS algorithm, and tweet sentiment analysis. As a result of the
experiment, it showed 20.3% higher performance in accuracy than tweet contents
based SVM classification method. This result indicates that the proposed method to
classify follower of each target user to supporting follower, non-supporting follower
and neutrality is effective.

For the future work, we will research what kind of tweet do followers retweet, and
how the retweet distributed based on user behavior analysis.
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Abstract. The impact of temperature and relative humidity changes bringing a
sharp warming climate. These changes can cause extreme consequences such as
floods, hurricanes, heat waves and droughts. Therefore, prediction of temperature
and relative humidity is an important factor to measure environmental changes. Neu-
ral network, especially the Multilayer Perceptron (MLP) which uses Back Propaga-
tion algorithm (BP) as a supervised learning method, has been successfully applied
in various problem for meteorological prediction tasks. However, this architecture
still facing problem where the convergence rate is very low due to the multilayering
topology of the network. Thus, this study proposes an implementation of Functional
Link Neural Network (FLNN) which composes of a single layer of tunable weight
trained with the Modified Cuckoo Search algorithm (MCS). The FLNN is used to
predict the daily temperatures and relative humidity of Batu Pahat region. Extensive
simulation results have been compared with standard MLP trained with the BP,
and FLNN with that of BP. Promising results have shown that FLNN when trained
with the MCS has successfully outperformed other network models with reduced
prediction error and fast convergence rate.

Keywords: Neural Network, Multi-layer perceptron , Higher order neural net-
works, Functional Link Neural Network, Back Propagation algorithm,
Modified Cuckoo Search”

1 Introduction

The increase in temperature of the earth at present clearly shows a sharp warming
climate. The increase in global temperature scan also lead to other changes such as
rising sea levels, changes inthe amounts and forms of deposition. These changes
can cause changes that occur in extreme weather such as floods, hurricanes, heat
waves and droughts. Clearly an increasing of temperatureis the most accu-
rate parameter for the problem of global warming.
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According to Malaysian Meteorological department (MMD)[4] scientific report
regional climatic trends are in line with the in- crease in average temperature
observed for Malaysia. The impact of climate changes is the temperature rise in the
highlands like Cameron Highlands. Furthermore, unusual weather causing flooding or
drought, haze, rising sea levels and depleting water resources.

Before this conventional techniques has been used for temperature and relative hu-
midity prediction, and it’s shows the technique really sophisticated and extremely
complex. But the models through of data-driven techniques are more computationally
fast and require less input parameters than process-based models [5]. Therefore data
driven techniques provide an effective alternative to conventional process-based mod-
elling. Chief among them are Neural Network (NN).

The characterized of neural network can be describe through the architecture of
net- work topology and pattern of linked between the nodes. Multi-layer
perceptrons (MLPs), which found the most widely used network architecture, are
composed of a hierarchy of processing units organized in a series of two or more
mutually exclusive sets of neurons or layers. The information flow in the network is
restricted to a flow, layer by layer, from the input to the output, hence also called
feed-forward network. However, in temporal problems, measurements from physical
systems are no longer an independent set of input samples, but functions of time.
Furthermore, when the number of inputs to the model and the number of training
examples becomes extreme- ly large, the training procedure for ordinary neural
network architectures becomes slow and unduly tedious. At the same time this model
has high computational cost structure like polynomial perceptron due to the
availability of hidden layers [13].

Since the BP learning algorithm its gradient descent local optimization technique
which involves backward error correction of network weights, its still have several
major problems needed to be solved. Hence that, the convergence rate of BP getting
slow and becomes unsuitable to solve a large problems. To overcome such time-
consuming operations, this research work focuses on using FLNN [6], a network of
type Higher Order Neural Networks which has a single layer of learnable weights,
therefore reducing the networks’ complexity, lower error rate and higher convergence
rate. However, convergence behaviour of BP algorithm highly depends on the choice
of initial value of connection weights and other parameters used in the algorithm,
produce unstable program to solving bigger problem. Therefore The MCS has been
proposed to replace the BP function to and solving the problem and produce conver-
gence rate faster than training in BP algorithm.
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2 Functional Link Neural Network (FLNN)

In spite of the development of various types of ANNs, higher order neural net-
works (HONs) [7] have recently found that powerful methods to handle some of prob
lem that occurred in non-HONs. Since FLNN it’s one of the subclass under HONs
root, so it is also very important to introduce basic of HONs in this paper.

HONSs were first introduced by Giles et al [6] and further analyzed by Pao and
claimed them as ‘tensor networks’ and retarded them as a special case of his function-
al link models [8]. In pattern recognition and associative recall, HONs has already
proved some success in this task [7], but so far little research has been done to times
series prediction applications. In HONs, the number of layers was decrease compared
to MLPs that means that the problems of over-fitting and local optima can’t be mi-
grated to large degree were solved and is faster to train and executes [8].

Even though the single layer network much easier to train that multilayer net-
works, but its only solve for the problem of linearly separable only. So, to handle this
problem, FLNN can be used [8]. Since one of the abilities of FLNN can work as a
nonlinear separation as drawn from Figure 1. The FLNN works by introducing non-
linear terms into a neural network. The network can be reduced to a single layer,
which also increases the speed and ease of training

o Non-linear TF
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Figure 1 : Functional Link Neural Network

FLNN was introduced by Pao [8] and has been successfully used in many appli-
cations such as system identification [14], channel equalization [3], classification
[16], pattern recognition [7-8] and prediction [3,15]. FLNN is much more advanced
than MLP since it has a flat network compared to the MLP but still is able to handle a
non-linear task. The FLNN architecture is basically a flat network without any
hidden layer which has make the learning algorithm used in the network less
complicated

3 Cuckoo Search (CS)

The CS is a metaheuristic search algorithm that was inspired by the cuckoo bird
breeding behavior which has been proposed by Yang and Deb through laying their
progenies in the nests of other species host birds. Female cuckoo bird also capable to
mimic the colors and patterns of the eggs of a few chosen host species. This reduces
the probability of the eggs being abandoned and therefore will enhanced their repro-
ductive highly [9].
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The main task of cuckoo egg is to replace the best solution in the host nest. Each
eggs of cuckoo bird will carried as a new solution in the existing nest. Three rules of
CS were declared based on:

*  Cuckoo bird’s will lays one egg for each nest and the egg will carry either as a
set of solution at a time or also can be abandoned.

*  The new generations will carry the best solution that is refer to the cuckoo egg

*  The probability of nest is fixed either strange egg were discover by host will
caused they abandon the egg or nest and create another new nest

4 Modified Cuckoo Search (MCS)

Given enough computation, the CS will always find the optimum has said by Yang
and Deb [10] but, as the search based on whole area on random walks; it’s not guaran-
teed to be as fast convergence as usual. To avoid these issues, two changes have been
made where the main goal is still to increase the convergence rate. The modification
was more applicable for a wider range of application without losing the attractive
features of original method [11].

The first modification was made to the size of Levy flight step size a, which in CS
o was constant and the value of o = 1 is employed [12]. But for MCS method, If the
value of o decrease, it will increase the number of generations. This is proven for the
same reasons that the inertia constant is reduced in the PSO, which is to encourage
more localized searching as the individuals, or the eggs, get closer to the solution.

The second modification for MCS method is adding information exchange
between the eggs with the same goals that to speed up conver- gence as minimum as
can be. While in CS, the process of information exchange be- tween the eggs didn’t
happened and the performed of searches was by their self. The full algorithm for this
swarm intelligence method can be referring from Modi- fied cuckoo search: A new
gradient free optimization algorithm [11].
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5 Data Collection

Data collection is one of the most important part in the success of neural network
problems. The dataset must be totally verify in the angle of reliability, quality and
relevancy to make sure the data provided can be able to develop and run the program
from critical to its success. For the implementation of temperature and relative humid-
ity forecasting, historical data for five years of daily temperature and relative humidi-
ty measurement in Batu Pahat, ranging from 1/1/2005 to 31/12/2009 were collected
from Central Forecast Office, Malaysian Meteorological Department (MMD) [4].

Based on the previous records, the maximum, minimum and average temperature
and relative humidity measurements are tabulated in Table 1. The idea behind this
selection was to examine the applicability of FLNN-MCS on the prediction of tem-
perature and relative humidity measurement.

Table 1. The Maximum, Minimum and Average Temperature and Relative Humidity
Measurement at Batu Pahat

Datasets Size Average Max Min
Temperature (C) 1826 26.75 29.5 23.7
Relative Humidity (%) 6392 85.9031 98.1 69.5

Regarding table 1, the datasets was divide into three section which is; 60% for the
training, 20% for the testing and other 20% for the validation section.

6 Experimental Design

We have implemented the models using MATLAB 7.10.0 (R2008a) on Pentium®
Core™2 Quad CPU. In this paper, the results of comparisons between MLP-BP,
FLNN-BP and FLNN-MCS that have been conducted on the same training, testing
and validation sets are shown on table 3 and 4. The evaluation of the prediction of
temperature and relative humidity has been done on the basis of standard measuring
criteria: Mean Squared Error (MSE) and Normalised Mean Squared Error (NMSE).
From the table 2, For the MLP-BP and FLNN-BP the main reason to initialize with
small values between (0,1) is to avoid saturation for all patterns and the insensitivity
to the training process. While for the FLNN-BP, the initialize value set with
(0.25,0.75) since its give the best result for the minimize the error for the training
process.
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In MLP-BP and FLNN-BP, if the initial weight set too small, training will tend to
start very slow. On the other hand, early stopping is use as the stopping crite- ria. If
the validation error continuously increased several times, the network training will be
terminated. The weights at the minimum validation error are stored for network
generalization purpose. In the testing phase, this set of weights from the lowest
validation error that was monitored during training phase is used. The target error is
set to 0.0001 and the maximum epochs to 3000. This technique is using for the pre-
diction for the next day.

7 Results

Table 3 and table 4 shows the MSE results for the MLP-BP, FLNN-BP and FLNN-
MCS respectively. Moreover for Table 4, its displays the result for NMSE results for
the same algorithms.

Table 2.Parameters

Datasets Initial Setting Learning Epoch/Cycle Number of
Weights Values  Rate/Probability input nodes
MLP-BP 0,1) 0.05 3000 5
FLNN-BP (0,1) 0.05 3000 5
FLNN-MCS (0.25,0.75) 0.7 3000 5

Table 3. MSE for Temperature and Relative Humidity

Datasets Temperature Relative Humidity
Algorithm 3 4 5 3 4 5
MLP-BP 0.004788 0.004776  0.004771  0.000069  0.000073  0.000077
FLNN-BP 0.004794 0.004701  0.004811  0.000112  0.000981  0.000921

FLNN-MCS 0.001905 0.001929  0.005109  0.000061  0.000052  0.000073

Table 4. NMSE for Temperature and Relative Humidity

Datasets Temperatu Relative Humidity
Algorithm 3 4 5 3 4 5

MLP-BP  0.63258  0.630973 0.630414 0.99954 1.002797 0.99924

FLNN- BP  0.630791 0.630712 0.630398 1.021211 1.024701 1.02409

FLNN- MCS 0.000585 0.000948 0.000085 0.006485  0.007320 0.00018
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Regarding from the table 3 and 4 results, it shows that, the effectiveness of using
combination of FLNN-MCS between than other algorithms. It can be seen from the
MSE results of FLNN-MCS algorithm for temperature datasets produced 0.001905
in networks order 3 while for relative humidity shows 0.000052 in networks order 4
which is getting the lowest error from any other networks. For NMSE results, FLNN-
MCS also prove that their algorithm its slightly better than other network through
result given from temperature dataset; 0.000085 and for relative humidity datasets;
0.000183 in the networks order. For the conclusion, it’s prove that the network gives
the best results in evaluation of MSE Testing and NMSE an out of sample data.

200
200
= 700
z 600
g
a8 500
z 400
2
300
200
100
o
= TEMPERATURE 529.3526 500.4028 27.8524

MLP-BF FLNMN-BF FLNMN-MCS ‘

= RELATIVE HUMIDITY 258.8642 280.014 15.2573

Figure 2 : CPU Times Result

Based on the Figure 2, the results shows that the FLNN-MCS network produced less
time for training section compare to other algorithm like MLP-BP and FLNN-BP. The
final result show that its only 27.8524s for temperature while, 15.2573s for relative
humidity datasets while the value given by MLP-BP and FLNN-BP is incredibly
higher than FLNN-MCS. From that, we can conclude the algorithm of FLNN-MCS
can provide the best convergence time other than algorithms.

8 Conclusion and Future Works

Three ANN models, MLP-BP, FLNN-BP and FLNN-MCS were used and simu-
lated for temperature and relative humidity prediction. The performance of the models
is justified on the MSE, NMSE and CPU time. From the results obtained in the work,
it is concluded that FLNN-MCS is computationally provided better prediction and
convergence time compared to other algorithms. Hence, it can be concluded that
FLNN-MCS are capable of modeling prediction. As for future works, we are consid-
ering to try the model with different data and different parameters and to expand the
robustness of the network model.
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Abstract. Indirect pattern can be considered as one of the interesting
information that is hiding in transactional database. It corresponds to the
property of high dependencies between two items that are rarely appeared
together but indirectly occurred through another items. Therefore, we propose
an algorithm for Mining Indirect Least Association Rule (MILAR) from the real
dataset. MILAR is embedded with a scalable least measure called Critical
Relative Support (CRS). The experimental results indicate that MILAR is
capable in generating the indirect least association rules from the given dataset.

Keywords: Mining, indirect, least, association rule.

1 Introduction

Data mining is about making analysis convenient, scaling analysis algorithms to large
databases and providing data owners with easy to use tools in helping the user to
navigate, visualize, summarize and model the data [1]. In summary, the ultimate goal
of data mining is more towards knowledge discovery. One of the important models
and extensively studies in data mining is known as association rule mining.

Since it was first introduced by Agrawal et al. [2] in 1993, association rule
mining has been extensively studied by many researchers [3-11]. The general aim of
ARM is at discovering interesting relationship among a set of items that frequently
occurred together in transactional database [12]. However, under this concept,
infrequent or least items are automatically considered as not important and pruned out
during rules generation. In certain domain applications, least items may also provide
useful insight about the data such as competitive product analysis [13], text mining
[14], web recommendation [15], biomedical analysis [16], etc. Indirect association
rule [17] refers to a pair of items that are rarely occurred together but their existences
are highly depending on the presence of mediator itemsets. It was first proposed by
Tan et al. [13] for interpreting the value of infrequent patterns and effectively pruning
out the uninteresting infrequent patterns. Recently, the problem of indirect association
mining has become more and more important because of its various domain
applications [17-21]. Generally, the studies on indirect association mining can be
divided into two categories, either focusing on proposing more efficient mining
algorithms [14,17,21] or extending the definition of indirect association for different
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domain applications [5,17,18]. The process of discovering indirect association rule is
a nontrivial and usually relies more on the existing interesting measures that has been
discussed in [13]. However, most of the measures are not properly evaluated in term
of the least association rule. Therefore, in this paper we propose Mining Indirect Least
Association Rule (MILAR) algorithm by utilizing the strength of Least Pattern Tree
(LP-Tree) data structure [11]. In addition, Critical Relative Support (CRS) measure
[22,27-35] is also embedded in the algorithm to mine the indirect least association
rules among the least rules.

The rest of the paper is organized as follows. Section 2 describes the related
work. Section 3 explains the proposed method. This is followed by performance
analysis through two experiment tests in section 4. Finally, conclusion is reported in
section 5.

2 Related Work

Indirect association is closely related to negative association. It deals with itemsets
that do not have a sufficiently highest support. The negative associations’ rule was
first pointed out by Brin ef al. [23]. The focused on mining negative associations is
better that on finding the itemsets that have a very low probability of occurring
together. Indirect associations provide an effective way to detect interesting negative
associations by discovering only frequent itempairs that are highly expected to be
frequent.

Until this recent, the important of indirect association between items has been
discussed in many literatures. Tan ef al. [13] proposed INDIRECT algorithm to
extract indirect association between itempairs using the famous Apriori technique.
Wan et al. [14] introduced HI-Mine algorithm to mine a complete set of indirect
associations. HI-Mine generates indirect itempair set (IIS) and mediator support set
(MSS), by recursively building the HI-struct from database. IS measure [24] is used
as a dependence measure. Lin ef al. [25] suggested GIAMS as an algorithm to mine
indirect associations over data streams rather than static database environment.
GIAMS contains two concurrent processes called PA-Monitoring and IA-Generation.
In term of dependence measure, IS measure [24] is again adopted in the algorithm.
Chen et al. [17] proposed an indirect association algorithm that was similar to HI-
mine, namely MG-Growth. In this algorithm, temporal support and temporal
dependence are used in this algorithm. Kazienko [15] presented IDARM* algorithm
to extracts complete indirect associations rules. The main idea of IDARM* is to
capture the transitive page from user-session as part of web recommendation system.
A simple measure called Confidence [2] is employed as dependence measure. Lin et
al. [36] presented EMIA-LM algorithm for mining indirect association rules over web
data stream. The preliminary experiments also showed that EMIA-LM is better than
HI-mine* for static data in term of computational speed and memory consumption.
Liu et al. [37] suggested FIARM (Filtering-Based Indirect Association Rule Mining)
algorithm to analyze gene microarray data. It is Apriori-based algorithm. In the
analysis, Gene Ontology is employed to verify the accuracy of the relationships.



Mining Indirect Least Association Rule 161

3 The Proposed Method

3.1 Association Rule

Throughout this section the set / = iil,iz,- . -,i‘ 4 }, for |A| >0 refers to the set of literals
called set of items and the set D= %‘htz,---,t‘u‘ }, for |U | > (0 refers to the data set of
transactions, where each transaction 7 € D is a list of distinct items 7 = {il,iz,- . -,i‘ M| },

1< |M | < |A| and each transaction can be identified by a distinct identifier TID.
Definition 1. 4 set X <[ is called an itemset. An itemset with k-items is called a k-
itemset.

Definition 2. The support of an itemset X I, denoted supp(X ) is defined as a

number of transactions contain X.

Definition 3. Let X,Y I be itemset. An association rule between sets X and Y is an
implication of the form X =Y, where X(\Y =¢. The sets X and Y are called
antecedent and consequent, respectively.

Definition 4. The support for an association rule X =Y, denoted supp(X =Y ) is

defined as a number of transactions in D contain X UY .

Definition 5. The confidence for an association rule X =Y , denoted conf (X =Y )

is defined as a ratio of the numbers of transactions in D contain X \JY to the number
of transactions in D contain X. Thus

Conf(ij)zw

supp(X)
Definition 6. (Least Items). An itemset X is called least item if supp(X )<a, where

o is the minimum support (minsupp)
The set of least item will be denoted as Least Items and

Least Items = {X /| supp(X) < a}

Definition 7. (Frequent Items). An itemset X is called frequent item if supp(X )2 a,
where o is the minimum support.

The set of frequent item will be denoted as Frequent Items and

Frequent Items = {X | supp(X)Z a}
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3.2 Indirect Association Rule

Definition 8. An itempair {X Y } is indirectly associated via a mediator M, if the
following conditions are fulfilled:
1. supp({X, Y }) <t (itempair support condition)
2. There exists a non-empty set M such that:
a. supp({X}UM)>1,, and supp({Y}U M)>1,, (mediator support condition)
b. dep({X }, M)>t, and dep({Y }, M)>t,, where dep(A, M)is a measure of
dependence between itemset 4 and M (mediator dependence measure)

The user-defined thresholds above are known as itempair support threshold (ts )
mediator support threshold (tm) and mediator dependence threshold (t ),
respectively. The itempair support threshold is equivalent to minsupp (a). Normally,
the mediator support condition is set to equal or more than the itempair support
condition (tm > ts)

The first condition is to ensure that (X Y ) is rarely occurred together and also
known as least or infrequent items. In the second condition, the first-sub-condition is

to capture the mediator M and for the second-sub-condition is to make sure that X and
Y are highly dependence to form a set of mediator.

Definition 9. (Critical Relative Support). A Critical Relative Support (CRS) is a
formulation of maximizing relative frequency between itemset and their Jaccard
similarity coefficient.

The value of Critical Relative Support denoted as CRS and

CRS(4, B)= max([ supp(A)} ( supp(B)D . [ supp(4 = B) ]
supp(B) /' supp(A) ) )  supp(A)+ supp(B) - supp(4 = B)
CRS value is between 0 and 1, and is determined by multiplying the highest value
either supports of antecedent divide by consequence or in another way around with
their Jaccard similarity coefficient. It is a measurement to show the level of CRS
between combination of the both Least Items and Frequent Items either as antecedent

or consequence, respectively. Here, Critical Relative Support (CRS) is employed as a
dependence measure for 2(a) in order to mine the desired Indirect Association Rule.

3.2 Algorithm Development

Determine Minimum Support. Let / is a non-empty set such that /= {il,i2 ,---,i"},

and D is a database of transactions where each 7 is a set of items such that 7 < /. An
itemset is a set of item. A k-itemset is an itemset that contains k items. From
Definition 6, an itemset is said to be least (infrequent) if it has a support count less
than «r .

Construct LP-Tree. A Least Pattern Tree (LP-Tree) is a compressed representation
of the least itemset. It is constructed by scanning the dataset of single transaction at a
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time and then mapping onto a new or existing path in the LP-Tree. Items that satisfy
the o (Definition 6 and 7) are only captured and used in constructing the LP-Tree.
Mining LP-Tree. After the LP-Tree is fully constructed, the mining process will
begin by implementing the bottom-up strategy. Hybrid ‘Divide and conquer’ method
is employed to decompose the tasks of mining desired pattern. LP-Tree utilizes the
strength of hash-based method during constructing itemset in support descending
order.

Construct Indirect Patterns. The pattern is classified as indirect association pattern
if it fulfilled with the two conditions. The first condition is elaborated in Definition 8
where it contains three sub-conditions. One of them is mediator dependence measure.
CRS from Definition 9 is employed as mediator dependence measure between itemset
in discovering the indirect patterns. Fig. 1 shows a complete graphical representation
of Mining Indirect Least Association Rule Algorithm (MILAR).

Trapuat
Dataset &
Threshold Values

1

I Deterine

ItermSuppe

Fig. 1. A Complete Graphical Representation of MILAR Algorithm

4 Experiment Test

In this section, the analysis is made by comparing the total number of association
rules being extracted based on the predefined thresholds using our proposed
algorithm, MILAR. Here, three items are involved in forming a complete association
rule; two items as an antecedent and one item as a consequence. The mediator is
appeared as a part of antecedent. The experiment has been performed on Intel®
Core™ 2 Quad CPU at 2.33GHz speed with 4GB main memory, running on
Microsoft Windows Vista. All algorithms have been developed using C# as a
programming language.

The dataset used in the experiment is a language anxiety dataset. It was taken from
a survey on exploring language anxiety among engineering students at Universiti
Malaysia Pahang (UMP) [3]. The respondents were 770 students, consisting of 394
males and 376 females. They are undergraduate students from five engineering based
faculties, ie., 216 students from Faculty of Chemical and Natural Resources
Engineering (FCNRE), 105 students from Faculty of Electrical and Electronic
Engineering (FEEE), 226 students from Faculty of Mechanical Engineering (FME),



164 Zailani Abdullah et al.

178 students from Faculty of Civil Engineering and Earth Resources (FCEER), and
45 students from Faculty of Manufacturing Engineering and Technology Management
(FMETM). To this, we have a dataset comprises the number of transactions (student)
is 770 and the number of items (attributes) is 5.

Different Interval Supports were employed in the experiment. Fig. 2 shows the
performance analysis against the dataset. Minimum Support (minsupp or « ) and
Mediator Support Threshold (t ) are set to 30% and 10%, respectively. Varieties of

minimum CRS (min-CRS) were employed in the experiment. During the performance
analysis, 286 least association rules and 152 indirect least association rules were
produced, respectively. The general trend was, the total number of indirect least
association rules were kept reducing when the values of min-CRS were kept
increasing. However, there are no changes in term of total least association rules and
indirect least association rules when the min-CRS values were in the range of 0.15
until 0.20.

m

Analysis of Association Rules Classification using
Language Anxiety Dataset
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70 - -
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Fig. 2. Analysis of the Generated Association Rules against Language Anxiety Dataset with
variation of min-CRS

5 Conclusion

Mining indirect least association rules from data repository is a very useful and
nontrivial study in dealing with the rarity cases. In fact, it may contribute into
discovering of a new knowledge which cannot be obtained through typical association
rules approach. Therefore, we proposed Mining Indirect Least Association Rule
(MILAR) algorithm to extract the hidden indirect least association rules from the data
repository. MILAR algorithm embeds with a scalable measure called Critical Relative
Support (CRS) rather than the common interesting measures in data mining. We
conducted the experiment based on a real dataset. The result shows that MILAR
algorithm can successfully generate the different number of indirect least association
rules based on the variety of threshold values. It is also expected that the obtained
information can provide a new insight for subject-matter experts to do further
investigation.
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Abstract. Within the Artificial Immune System community, the most
widely implemented algorithm is the Negative Selection Algorithm. Its
performance rest solely on the interaction between the detector genera-
tion algorithm and matching technique adopted for use. Relying on the
type of data representation, either for strings or real-valued, the proper
detection algorithm must be assigned. Thus, the detectors are allowed
to efficaciously cover the non-self space with small number of detectors.
In this paper, the different categories of detection generation algorithm
and matching rule have been presented. Briefly, the biologial and artifi-
cial immune system, as well as the theory of negative selection algorithm
were introduced. The exhaustive detector generation algorithm used in
the original Negative Selection Algorithm laid the foundation at profer-
ring other algorithmic methods based on set of rules in generating valid
detectors for revealing anomalies.

Keywords: negative selection algorithm, data representation, detector
generation algorithm, matching rule

1 Introduction

Negative Selection Algorithm (NSA), a significant set of rules within Artificial
Immune System (AIS), announces its presence in the computer security domain.
It is especially directed for use in anomaly detection and change detection. The
process imitates T-cells detection execution of foreign invaders in the human
body. In other to attain its target of recognition and elimination accordingly,
the detector generation algorithm and matching technique plays a crucial role.
Depending on the data representation, strings (binary) or real-valued represe-
nation, the appropriate detector generation algorithm and matching rule will
be utilized. Forrest et al. [1] used the exhaustive detector generation algorithm
based on r-contiguous matching rule. The drawback is that it is a costly com-
putation in terms of time and space. Some other improved detector generation
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algorithms were proposed, these are linear-time, binary, greedy, and Negative
Selection using Mutation (NSMutation) detector generation algorithms. Also
different matching algorithms have been introduced as well. These are related
to binary string representation. The detector generation schemes are different
for real-valued representation. This goes for the matching techniques too. More
information shall be presented in the latter section of this paper.

This paper reports and focus on the detector generation methods of nega-
tive selection algorithm. The different matching algorithms were discussed. It
examines in detail the process of generating detectors from the original method
to the various improvements carried out by researchers. These are geared at
reducing the number of detectors to its minimum moving a step higher than
the previous methods. It is believed that this review will further enhance our
understanding and knowledge behind the detector generation process of NSA.
The arrangement of the paper is organized as follows: Section 2 introduces bio-
logical immune system. Section 3 briefly describes artificial immune system. The
concept of negative selection algorithm is mentioned in section 4. Afterwards,
data representation and matching techniques occupies section 5, while detector
generation algorithms used in NSA are elaborated in section 6. Conclusion sums
up the paper in section 7.

2 Biological Immune System

The Biological Immune System (BIS), an integral part of the vertebrate immu-
nity over centuries, is a dynamic, powerful, intelligent, and interconnection of
different components of the body, working in totality to fight, defend, and pre-
vent pathogenic organisms’ entrance into the body. The postulation of immuno-
logical concept of the body mechanisms defending against pathogens through
immunoglobulin called antibodies gave birth to immunity [2]. Two major func-
tions attributed to BIS are: protection from foriegn invaders, and maintaining
homeostasis [3,4]. However, there are still inquiries by immunologist about the
precise function of the immune system because of its sophisticated nature. As
such, it goes to show that the immune system has inherent capabilities which
surpasses what is being obtained now (i.e innate and adaptive system; and hu-
moral and cellular processes) in guarding the body from pathogen invasion [5].
Boukerche et al. [6] gave the properties of immune systems as detection, diver-
sity, learning, and tolerance. The immune system utilizes two lines of defenses
known as the innate immune system and adaptive immune system [7,8]. Innate
immunity is the first line defense and its non-specific. Non-specific in that, it
does not concentrate on a particular kind of pathogen. Adaptive immunity on
the other hand handles such invasions that bypass the innate immunity line of
defense. It is specific as it targets, matches a particular pathogen, and stores in
memory the structure of that pathogen for faster detection and elimination if
encountered again.
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3 Artificial Immune System

Artificial Immune System (AIS) is a computational paradigm that has evolved
over the past two decades with algorithms developments mimicking the immune
system processes. It connects and fosters the immunology, computer science,
and engineering disciplines [9,10]. Theoretical immunology models the immune
system for in-depth knowledge of its behaviour [11]. Coupling the theoretical
immunology with observed immune functions, principles and models introduces
AIS as being able to cope effectively with changing situations and also suitable
for problem solving [12]. Such problem solving tasks include but not limited
to pattern recognition, learning, memory acquisition, distributed detection, and
optimization [13]. Among AIS researchers, three (3) definitions have gained pop-
ularity, and only one of these is widely accepted as defined in [12].

Undoubtedly, the works of Bersini and Varela [14], pioneer in the use of
metaphor for immune network theory, and Forrest et al. [1] announces the path-
way from immunology to computing. The immune network theory was the focus
of Hugues Bersini and Francisco Varela, abstracted from the way the natural
immune network memorizes and functions leading to models and algorithms.
Collaboration with researchers of the same field of interest popularized the con-
cept [14,15]. Self-non-self discrimination as it applies to computer security was
the intention of Stephanie Forrest and her colleagues [1]. They were inspired
at how the immune system recognizes self (normal) from non-self (abnormal)
and a Negative Selection Algorithm (NSA) was proposed, thus becoming the
pioneers of AIS algorithm development. It sets in motion the modeling and de-
velopment of immune functions and properties of a number of AIS algorithms.
A detailed review on theories and algorithms of artificial immune system can be
found in [10].

4 Negative Selection Algorithm

In the biological immune system, there exist cells responsible for battling and
annihilating intoxicated foreign molecules which are harmful to the body. T-cells,
a special kind of white blood cell called lymphocytes, falls under the umbrella of
the protecting cells. The receptors of T-cells are generated in a pseudo-random
manner which undergoes a censoring process in the thymus called negative se-
lection. In the thymus, the T-cells reacting to self cells are terminated while
those not reacting leave the thymus into maturation stage. At this stage, they
are equipped with the full functionality of protecting the body. Based on the
negative selection principle, Forrest et al. [1] proposed and developed the Nega-
tive Selection Algorithm (NSA) for detection applications. Two principal stages
of the NSA are the generation stage and the detection stage. The production of
detector set is carried out at the generation stage, and these detector set are now
ultimately used for change detection. Steps in NSA execution is summarized as
follows [16]:

Given a universe U which contains all unique bit-strings of length [, self set
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S C U and non-self set N C U, where
U=ScU and SNN=0
1. Define self as a set S of bit-strings of length [ in U.
2. Generate a set D of detectors, such that each fails to match any bit-string

in S.

3. Monitor S for changes by continually matching the detectors in D against

S.

Clearly, it can be deduced from the algorithmic steps that a kind of matching
rule is required, reflected in both stages of the algorithm. This matching rule
is hinged to a data representation method, invariably working in togetherness
for performing the change detection task. Thus, in the next section, we shall
elaborate on the data representation and matching techniques used by NSA for
generating detectors.

5 Data Representation and Matching Techniques

The success of the detector generation algorithms depends solely on how the data
is being represented and the matching technique adopted. For negative selection
algorithm, strings (or binary) representation and real-valued representation has
been widely used. Also, there is hybrid of both data representations which con-
sist of different data types such as integer, real value, categorical information,
boolean value, text information, etc. String representation has proved advan-
tageous owing to the fact that: 1) it can be eventually represented in binary
form; 2) anaylzed easily; and 3) beneficial for either textual or categorical infor-
mation [17]. However, it suffers from space complexity and scability issues [18].
As a result, real-valued representation emerged in dealing with real value data
types and also being suitable for real world applications. While data represented
in strings can be used with a variety of matching techniques, euclidean distance
is the primary matching technique used for real-valued representation [19]. Other
utilized techniques for representing real-valued data and those of string repre-
sentation are discussed below.

5.1 Matching Rule for Strings Representation

R-Contiguous Matching Rule. The interaction between antigens and an-
tibodies needs a proper representation and there must be an affinity funtion.
The r-contiguous matching rule was proposed by Percus et al. [20] in mapping
antibodies to antigens, and matching process is defined as follow:

Suppose we denote antigens as set of binary strings z = x1,xs,...,x, and
antibodies denoted by a detector d = dy,ds, ..., d,. This notation shall be used
for the rest of this paper. The antibody matches the antigen if (1) holds:

Y<n—r+1l|az;=d;,Vj=i,...,i+r—1 (1)

where | denotes such that, and V is for-all or for any.
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The original NSA in [1] made use of the r-contiguous matching rule. With a
pre-defined window size r, two binary strings are set to match if identical.

R-Chunk Matching Rule. The r-contiguous matching rule described above,
and the matching rules for classifier systems in [21] inspired r-chunk matching
rule by Balthrop et al. [22]. The r-chunk rule encapsulate r-contiguous rule in
that all the r-bits in the window must be matched with the binary strings.
Therefore, any r-contiguous detectors can equally be represented as a set of r-
chunk detectors. It is defined as follow:

Given detector d = dy,do, .. .,d,, and binary strings x = x1, xs, ..., x, with
m <n and i <n—m+ 1. The detector matches the binary strings if and only
if (2) is satisfied:

astdjVjZi,...,i—l—m—l (2)

However, the distinguishing factor between r-contiguous and r-chunk match-
ing rule is that full length r-contiguous bits develops crossover holes as well as
length-limit holes, while r-chunk matching rule is devoid of this by eradicating
the problem posed by length-limit holes.

Hamming Distance. Jerne [23] proposed a computational model based on
idiotypic network theory which uses binary representation for the antibodies and
antigens. Hamming distance is the matching rule implemented for this model. It
is defined as follow:

Given detector d = dy,ds,...,d, and binary strings z = z1,xo,...,T,, the
detector matches binary strings if (3) is satisfied:

Zml@dizr (3)

where @ is the exclusive-or (XOR) operator, the line over z; @ d; is the NOT
operator, and 0 < r < n is a threshold value.

Additionally, variation of the Hamming distance known as Rogers and Tan-
imoto (R&T) matching rule was compared with several binary matching tech-
niques and results shows it stands out to be the best [24]. This hamming distance
has computational issues because it requires a huge number of steps in its exe-
cution. Thus, limits its application area.

5.2 Matching Rule for Real-Valued Representation

Euclidean Distance. This method of matching rule is widely incorporated for
real-valued representation [19]. Inspite of its suitability for real valued cordinates,
it yield undesirable results under large real-valued cases. Therefore, the best
performance is achieved with limited real-valued cases [25]. Given the cordinates
of detector d = dy,ds, . .., d, and binary strings cordinates as © = x1, X2, ..., Ty,
the distance D existing between the detectors and binaries is shown in (4):
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Manhattan Distance. This is an alternative distance measure to euclidean
distance, also used for real-valued representation. It executes based on sum of
the absolute value of the detectors and binary strings as against the square of the
sum in euclidean distance. Given the cordinates of detector d = dq,ds,...,d,
and binary strings cordinates as © = w1, %9,...,T,, the distance D existing
between them is shown in (5):

Minkwoski Distance. Minkwoski distance is an abstraction of the Euclidean
distance and Manhattan distance [26], used by Dasgupta et al. [27] for aircraft
fault detection. The distance D of the Minkwoski distance is defined as in (6):

where h is real number such that A > 1. When h = 1, it represents the Manhat-
tan distance; while for i = 2, Euclidean distance is being represented. Hamaker
and Boggess [28] presented several other matching techniques which are useful
for real-valued representation.

6 NSA Detector Generation Algorithms

Insight into the various detector generation algorithms with respect to the above
matching mechanism for strings representation and real-valued representation
shall be discussed. For string (or binary) representation, the Exhaustive Detec-
tor Generating Algorithm (EDGA) using the r-contiguous bits [20] was incorpo-
rated in the original work by Forrest et al. [1]. It imitates the T-cells generation
processes of the BIS by random generation of detectors, and matching with self
strings for creating a database of legitimate detectors to be used in detection
purpose. Time complexity and space complexity need to be considered greatly
in determining the degree at which detectors exert their authority. In other to
ascertain the computational complexities of the original NSA, a mathematical
expression was derived by D’Haeseleer et al. [29]. This, coupled with the experi-
ments carried out by Ayara et al. [30] proves that it is computationally expensive
as most randomly generated detectors are discarded.
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Furthermore, a modified version to EDGA using somatic hypermutation was
proposed in [12] called NSMutation. The proposition of other improved detector
generation algorithm, the linear-time detector generating algorithm and greedy
detector generating algorithm were reported in [31]. They are more deterministic
as against the randomized method of exhaustive detector generating algorithm.
The former has higher space complexity than EDGA, whereas for the latter,
a higher time complexity is observed but demonstrate to have increased cover-
age area with limited number of detectors leading to higher detection rate [17].
Still on the deterministic approach, Wierzchon [32] introduced a binary template
detector generating algorithm with increased efficiency which produces less num-
ber of detector to cover the search space. [30] went on to compare all the above
detector generating algorithm and results shows that NSMutation is more ex-
tensible. Table 1 below shows the time complexity and space complexity of the
above detector generation algorithms [29]. The terms used in the table denotes
the following: [ is the length of strings; r is the matching threshold; m, matching
size; Ng is the population of self data; Ng, population of competent detectors.

Table 1. Complexities for detector generating algorithms based on strings (or binary)
representation

Algorithm Time Space
Exhaustive O(m! - Ns) O(l- Ns)

Linear O((l—=r+1)-Nsm")+O((l—r+1)-m") +O(l- Ng) O((l—r+1)%-m")
Greedy O((l—r+1)-Ngm")+O((l—r+1)-m" - Ng) Ol —r+1)%-m")
Binary Template O(m"-Ns)4+O((l—r+1)-m"- Ng) O((l—r+1)-m") +O(Nrg)
NSMutation O(m'- Ns) +O(Ng-m") + O(Ng) O(I(Ns + Nr))

Moreover, for real-valued representation, euclidean distance has been the
predominant matching rule used by detector generation algorithm [19,33]. The
detector generation scheme can be hyper-rectangle [34], hyper-sphere [35], multi-
shape [36], and convex hull [18] based on research work at rightly representing
the detectors. They gained attention due to problems that surfaced from bi-
nary representation and are deemed fit for solving real world problems. Its first
representation was in the characterization of self and nonself space using ge-
netic algorithm in evolving the detectors. These resulted into hyper-rectangles
and called detector rules [34]. Thereafter, Real Valued Negative Selection (RNS)
that uses a detector generation algorithm resting on the idea of heuristic was
proposed [35]. As with the desired goal of other detectors, they tend to maxi-
mize the coverage of the non-self space. The matching technique used was fuzzy
membership function and thus, the detectors were hyper-spheres.

Also, Gonzalez et al. [37] put forward a RandomizedRNS (RRNS) by re-
placing the heuristic method with Monte Carlo simulation method. To further
proliferate the distribution of detectors in the non-self space, simulated annealing
was employed. In multi-shaped detector generation scheme, a structured genetic
algorithm was merged with various shapes of detectors. Monte Carlo estimation
method evolves the detectors which adequately cover non-self space [36]. A vari-
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able detector method called V-detector used euclidean distance in matching and
generating detectors. It shows to be efficient in terms of the number of detectors
generated [19]. Taking advantage of pseudo-random detector generation algo-
rithmic method, [18] proposed a Convex-Hull NSA (CH-NSA) using a matching
algorithm specifying if a point is within the convex hull. It supports dissimilar
anatomy of shapes, thus no special preference for any. Number of detectors gen-
erated are significantly less, yielding good performance with regards to coverage
area.

Generally, the aim of researchers are directed towards the creation of small
number of detectors that can competently cover the non-self space. Ma et al. [38]
gave a guided rule in effectively generating detectors stated as: (1) generating
detector covering the area of shape space, and (2) generating detectors that will
be in the surrounding of the inhabitant within the shape space. Strictly adhering
to this rule will increase accuracy and performance.

7 Conclusion

The overview of the detector generation algorithm as applied within NSA has
been outlined and given light in this paper. While the algorithms have provided
researchers with varying options based on data represenation, continual inves-
tigation at improving the existing ones marches on. The matching mechanism,
integrated with the detector generation algorithm, signifies both as the major
components for negative selection algorithm. The r-contiguous bit matching rule
and euclidean distance have established themselves as the dominant forces for
both string and real-valued representation respectively. Instructions leading to
generating less number of detectors was provided, and altogether producing an
increased performance. This will spur computer scientist at trying to have the
least minimum detectors as possible. While proper recognition has been duly
accorded due to the success rate of the detector generation mechanisms of NSA|
further experimental investigations are needed at collapsing the detectors with
minimum overlap so as to optimize its overall process.
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Abstract. Orthogonal nonnegative matrix factorization (NMF) is an
NMEF objective function that enforces orthogonality constraint on its fac-
tor. There are two challenges in optimizing this objective function: the
first is how to design an algorithm that has convergence guarantee, and
the second is how to automatically choose the regularization parameter.
In our previous work, we have been able to develop a convergent algo-
rithm for this objective function. However, the second challenge remains
unsolved. In this paper, we provide an attempt to answer the second chal-
lenge. The proposed method is based on the L-curve approach and has a
simple form which is preferable since it introduces only a small additional
computational cost. This method transforms the algorithm into nonpara-
metric, and is also extendable to other NMF objective functions as long
as the functions are differentiable with respect to the corresponding reg-
ularization parameters. Numerical results are then provided to evaluate
the feasibility of the method in choosing the appropriate regularization
parameter values by utilizing it in cancer clustering tasks.

Keywords: cancer clustering, gene expression, nonnegative matrix fac-
torization, nonparametric learning, orthogonality constraint

1 Introduction

The nonnegative matrix factorization (NMF) is a recent development in matrix
decomposition and factor analysis. The NMF was first introduced by Paatero &
Anttila [1,2] and made popular by Lee & Seung [3, 4] in which the latter authors
proposed a simple NMF algorithm and showed its uses in image and document
analysis. The NMF has been successfully applied in many application domains
including document clustering [5, 6], spectral analysis [7, 8], image processing
[9-13], blind source separation [14-18], and cancer clustering and classification
[19-30].

Orthogonal NMF was introduced by Ding et al. [31] to improve clustering
capability of the NMF. There are two challenges in optimizing this objective
function that have not been addressed by the authors: (1) how to design a con-
vergent algorithm, and (2) how to develop a method to automatically choose
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the regularization parameter. In our previous work [32], we have been able to
answer the first challenge. In this paper, we provide an attempt to answer the
second challenge. The proposed method is based on the L-curve approach and
has a simple form which is preferable since it introduces only a small additional
computational cost. Numerical results are then provided to evaluate the feasibil-
ity of the method in choosing the appropriate regularization parameter values
by utilizing it in cancer clustering tasks.

2 Orthogonal NMF

Since there are two factors produced by the NMF, i.e., the basis matrix B and
the coefficient matrix C, orthogonality constraints can be imposed on rows or
columns of B and/or C. Here we only discuss orthogonality constraint on rows
of C, similar results can be obtained for other cases by following the same pro-
cedure. The objective function of orthogonal NMF thus can defined with the
following:

. 1 «
win J(B,C) = 5| — BCJ} + S o™ — 13 1)
st. B>0,C>0,

where the first component of the right hand side part denotes the approximation
error, the second component denotes the orthogonality constraint, and « denotes
the regularization parameter.

An algorithm based on the multiplicative update rules (MUR) [3, 4] for min-
imizing eq. 1 can be derived by utilizing the Karush-Kuhn-Tucker (KKT) opti-
mality conditions. The KKT function of the objective can be defined with:

L(B,C) = J(B,C) — tr (IgB”) — tr (I'cC),

where T'g € R} and I'c € RY*# denote the KKT multipliers, and tr (X)
denotes trace of X. Partial derivatives of L with respect to B and C are:

VeL(B)=VgJ(B) —I'g, and
VcL(C) =VeJ(C) -TE,
with
VeJ(B) = BCC? — AC”, and
VeJ(C) =BTBC —BYA +aCCTC - aC.
Then, the KKT optimality conditions can be written with the following:
B* >0, c*>o,

VeJ(B*)=Tg >0, VeJ(C*) =TE >0,
VsJ(B*) ® B* =0, VelJ(C*)® C* =0, (2)
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where (B*,C*) is a point that satisfies the KKT optimality conditions (the
stationary point), and ® denotes the Hadamard product. Eq. 2 is also known as
the complementary slackness.

A MUR algorithm is derived by utilizing the complementary slackness:

AcC”
) ol

o (BTA + aC)m
"™ (BTBC +aCC'C)

VYm,r

k+1
cgn ) Vr,n,

n

where b} denotes (m,r) entry of B at k-th iteration. As shown, in order to
update B and C, « value needs to be chosen. The common approach is to use
a fixed value from the start (this is the approach used both in the original work
[31] and our work [32]). Thus, it is difficult to say that the chosen value is optimal
in some sense.

3 An L-curve based method for choosing o

The L-curve is a log-log plot of the approximation error versus the solution
size as the regularization parameter varies. This technique is often employed to
search for an optimum solution to the Tikhonov regularized least square problem
[33]. The solution is proposed to be located at L-corner, a point where both
the approximation error and the solution size are at their minimum values. As
the objective of the Tikhonov regularized least square is to minimize both the
approximation error and the solution size, it is intuitive to use L-corner to find
the optimum solution.

The L-curve concept can be directly extended to the orthogonal NMF prob-
lem by substituting the solution size with the orthogonality constraint. The prob-
lem now is how to find a corner where both the approximation error 1[|A—BC||%
and the orthogonality constraint %HCCT —1I||% are at their minimum values. Let
Ji = i[|[A —=BC|% and J, = %HCCT —I||%. By using the L-curve approach,
that corresponds to the L-corner can be found by solving the following problem:

a = arg min (J1 . Jz).

Since this is a line search, an optimum « can be found by:

d(Ji-J2) 04 d.J

da a2t a0
where
a1 8,,0CT 1. 7 OCT
Pa = 3C da 3B BC-B'A)Z,
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Algorithm 1 A MUR algorithm for orthogonal NMF.

Initialization: B > 0, C©) > 0, and o = 0.
for k=0,...,K do

pkt+1) (k) (Ac(k)T)my-
mr mr (B<k)c<k)c<k)T)W 445

(B*TOTA + aCh)
(BHUTBHEICH + aCHCHTCH) 45

|A - B*DCHY 5
M x N|[CHHDCHEDT _T|2,

Ym,r

ci’ffl) — c&’:f Vr,n

end for

and
oCcT
Oa

T
% = %aa% = %(CCTC— C)
Thus % = 0 leads to:
(B'BC-B'A)|CCT ~I|i + (CC"C - C)|A -BC|E =0.  (3)
By setting Ve J(C) to zero, we get:
B"BC - B”A = aC — aCC’C.
Substituting this into eq. 3 leads to:
_Ia-BCj}
lcc” 117

And because « value is an accumulation of M x N elements, the normalized
value is used instead:

IA —BCJf3

= . 4
M x N|lccT — 1), )

Algorithm 1 gives our proposed algorithm with « is updated in each iteration
using eq. 4, and § denotes a small positive number to avoid division by zero. Note
that B and C must be initialized using positive matrices to prevent zero locking
from the start. More discussions on zero locking phenomenon can be found in
e.g., [34,35].

4 Cancer clustering using the NMF

Let A € RM*Y denotes gene-by-sample cancer expression dataset, the stan-
dard prosedur in clustering using the NMF is to compute the coefficient ma-
trix C, and then cluster assignment vector x can be determined by xz, =
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Algorithm 2 Clustering procedure using the NMF.

1. Input: gene-by-sample matrix A € R™*N “and #cluster K.
If A contains negative entries, shift all entries to the nonnegative orthant.
Normalize each column of A, i.e., Gmn Z“"”" for Vn.

m dmn

Compute C by setting R = K using any NMF algorithm.
Apply k-means clustering on columns of C to obtain K clusters of the samples.

Cvi WD

argep, g Maxc, Vn € [1, N], where z,, denotes n-th entry of x, ¢, denotes
n-th column of C, and K denotes the number of clusters. Another way to infer
x from C is to apply kmeans clustering on columns of C. We used the latter be-
cause we found that it produced better results in all cases. Algorithm 2 outlines
the clustering procedure using the NMF. To evaluate clustering quality, we used
two metrics: Adjusted Rand Index (ARI) [36-38] and Accuracy [20].

5 Experimental results

To evaluate the clustering capability of the proposed algorithm, we used six
publicly available cancer datasets from the work of Souto et al. [39]. Tables 1
summarizes the information of the datasets. As shown the datasets are quite
representative as the number of classes varied from 2 to 10, the number of sam-
ples varied from tens to hundreds, and we also have one dataset, Su-2001, that
contains multiple type of cancers.

The clustering results of the proposed algorithm (ONMF) are compared to
the results of the standard NMF algorithm by Lee & Seung [3, 4] (NMFLS). Table
2 shows the results, and figure 1 plots them. As shown, ONMF outperformed
NMFLS in all cases. Performance improvements are more visible in four datasets,
i.e., Armstrong, Tomlins, Pomeroy, and Su. Only in two datasets, Nutt and Yeoh,
ONMF and NMFLS have comparable results.

6 Conclusion

We have presented a method to automatically choose the regularization param-
eter in orthogonal NMF. Because the proposed method was designed based on

Table 1. Cancer datasets.

Dataset Tissue #Samples #Genes #Classes
Nutt-2003-v2 Brain 28 1070 2
Armstrong-2002-v2  Blood 72 2194 3
Tomlins-2006-v2 Prostate 92 1288 4
Pomeroy-2002-v2 Brain 42 1379 5
Yeoh-2002-v2 Bone 248 2526 6

Su-2001 Multi 174 1571 10
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Table 2. Average ARI and Accuracy over 1000 trials.

Dataset NMFLS ONMF
ARI Acc ARI Acc
Nutt-2003-v2 0.00203 0.571 0.0107 0.571
Armstrong-2002-v2 0.520 0.737  0.670 0.852
Tomlins-2006-v2 0.0553 0.445 0.155 0.543
Pomeroy-2002-v2 0.301 0.607 0.519 0.759
Yeoh-2002-v2 0.0424 0.393 0.0432 0.393
Su-2001 0.465 0.428  0.586 0.457

e o
ES

Accuracy

Nutt  Armstrong Tomlins Pomeroy  Yeoh Su Nutt  Armstrong Tomlins Pomeroy Yeoh Su

(a) ARI (b) Accuracy

Fig. 1. Performance comparison between NMFLS and ONMF.

a rigorous approach, optimality of the method can be guaranteed. The method
also allows the proposed algorithm to be used in a fully unsupervised manner
because the regularization parameter can be learned directly from the dataset.
In addition, the formulation of the method is simple and does not change the
computational complexity of the algorithm: O(M x N x K) where M x N denotes
the size of the input matrix and K denotes the number of iterations which is
the same as the computational complexity of the standard NMF algorithm, NM-
FLS. The performances of the proposed algorithm were then evaluated in cancer
clustering tasks in which as shown in table 1 and figure 1, it can confidently
outperformed the standard NMF algorithm.
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Abstract. Parameters estimation in abrasive waterjet (AWJ) machin-
ing process is a task of searching a set of values that lead to the optimal
machining performance. This task is usually conducted by using soft com-
puting techniques like genetic algorithms (GA) and simulated annealing
(SA). However, we found that the objective function of the problem is a
simple quadratic formula with box constraints. Accordingly many estab-
lished optimization methods from quadratic programming study can be
employed to search for the optimal parameter values. In this paper, we
demonstrate the use of the active set method for solving the problem and
show that this method can confidently outperform GA and SA both in
the machining performance and computational times. These results sug-
gest that this kind of problems should be addressed by using established
gradient based optimization algorithms first before using soft computing
techniques because the formers have better convergence property and
also usually are faster than the latters.

Keywords: abrasive waterjet machining, active set method, genetic al-
gorithms, simulated annealing, quadratic programming.

1 Introduction

Abrasive waterjet (AWJ) is a cutting machine that uses a highly concentrated
stream of water mixed with abrasive particles to cut through a wide variety
of materials. AWJ machining technology is often used in industry for materials
processing and machine parts fabrication. And since this method generates no
thermal distortion [1], it is the preferable technology when the materials are
sensitive to high temperature. In addition, it also has advantages of high ma-
chining versatility, flexibility, and small cutting forces [1] and thus can be used
for processing both hard materials like titanium, steel, brass, aluminium, stone,
inconel, glass, and any kind of composites [2] and soft materials like food, rubber
and foam [3].

The performance of AWJ machining process is determined by the quality of
the processed products which usually is measured by using surface roughness,
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a metric that describes geometry and surface textures of the products [4]. This
metric is defined by the following equation [5]:

L
Ro=1 [ W@l 1)

where R, denotes surface roughness (average value), L denotes sampling length,
y denotes profile curve, and = denotes profile direction. There are five dominant
parameters that drive the performance of the machining process: traverse speed
(V), waterjet pressure (P), standoff distance (h), abrasive grit size (d), and
abrasive flow rate (m) [6]. The task of machining optimization often involves
adjusting these parameters to achieve minimum R, value.

In the literature, there are two directions in the research of AWJ machining
process optimization. The first is how to model the machining process so that
errors between the model and the corresponding experimental results can be
minimized. The model is usually estimated by using artificial neural networks
(ANN) approach [5-14] or regression analysis [6]. And the second is how to min-
imize the surface roughness using the estimated model by searching for optimal
parameter values [15-17]. The usual approach is to use soft computing tech-
niques like genetic algorithms (GA) and simulated annealing (SA). However, we
found that the objective function of the model is a simple quadratic formula with
box constraints so that many established methods from quadratic programming
study can be used to search for the optimal solutions.

In this paper, we demonstrate the use of the active set method for solving
the problem and show that this method can confidently outperform GA and
SA both in the machining performance and computational times. These results
suggest that this kind of problems should be addressed by using established gra-
dient based optimization algorithms first before using soft computing techniques
because the formers have better convergence property and also usually are faster.

2 AWJ machining process model

The task of modeling the AWJ machining process is the task of estimating
transfer function F that takes V)P, h,d, and m as the inputs and produces
R, as the output so that the differences between the approximations and the
corresponding experimental R, values can be minimized. Certainly to obtain
an accurate model, the experiments should be conducted for the entire input
parameters space. However, since the cost of conducting experiments is high
and only a fraction of those experiments are necessary for modeling purpose,
Taguchi’s orthogonal array method is often employed to reduce the number of
experiments [6, 18, 19].

In the original work by Caydas & Hascalik [6], the authors have been able to
reduce the number of required experiments from 3° (three-value levels for each
parameter, shown in table 1) to only 27 experiments by utilizing the Taguchi’s
method. Table 2 outlines the R, values for these 27 experiments. The authors
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Table 1. Process parameters and the value levels.

Process parameters Units Level

1 2 3
Traverse speed (V) mm/min 50 100 150
Waterjet pressure (P) MPa 125 175 250
Standoff distance (h) Mm 1 25 4
Abrasive grit size (d) pm 60 90 120
Abrasive flow rate (m) g/s 0.5 2 35

then used these results to estimate the transfer function F using two meth-
ods: second order polynomial regression and ANN, and reported that the ANN
performed better than the regression method in predicting the R, values. The
following is the regression model used by Caydas & Hascalik [6] to estimate F:

Ry = Freg = — 5.07976 4+ 0.08169V + 0.07912P — 0.34221h
— 0.08661d — 0.34866m — 0.00031V2 — 0.00012P>
+0.10575h% 4+ 0.00041d* + 0.07590m? — 0.00008Vm.

— 0.00009Pm + 0.03089hm + 0.00513dm, (2)

where R, and Freg respectively denote the approximate R, and the estimate
transfer function using the regression model.

In ref. [15], Zain et al. took eq. 2 as a problem of finding optimal values for
V, P, h,d, and m that minimize R, given that each parameter is bounded by its
corresponding levels (see table 1):

50 <V < 150
125 < P < 250
1 <h <4
60 < d < 120
05 < m < 3.5.

As shown the problem turns into a quadratic programming problem with box
constraints. The author then proposed to use two soft computing methods: GA
and SA to compute the optimal V, P, h,d, and m values, and showed that SA
performed better than GA in minimizing R,.

There is actually one fundamental problem related to the work of Zain et
al. [15]: the authors used eq. 2 given the constraints defined above as the objective
function to minimize R, even though eq. 2 is only an estimate to the unknown
AWJ machining process. So, R, value corresponds to the optimal parameters
computed by minimizing eq. 2 is unlikely equal to R, value when those optimal
values are used as the inputs to the AWJ machine. Thus, comparing I:ia with R,
is a misleading effort since the equation is an estimate model to the real process
(the correct effort should be: the authors propose the using of soft computing



188

Table 2. Experimental data [6].

Andri Mirzal

Machining settings used in the experiments

No. - R, (pm)

V (mm/min) P (MPa) h (mm) d (pm) m (g/s)
1 50 125 1 60 0.5 2.124
2 50 125 1 60 2 2.753
3 50 125 1 60 3.5 3.352
4 50 175 2.5 90 0.5 4.311
5 50 175 2.5 90 2 4.541
6 50 175 2.5 90 3.5 5.123
7 50 250 4 120 0.5 6.789
8 50 250 4 120 2 7.524
9 50 250 4 120 3.5 9.123
10 100 125 2.5 120 0.5 3.575
11 100 125 2.5 120 2 4.457
12 100 125 2.5 120 3.5 5.628
13 100 175 4 60 0.5 7.01
14 100 175 4 60 2 7.535
15 100 175 4 60 3.5 7.893
16 100 250 1 90 0.5 8.121
17 100 250 1 90 2 8.312
18 100 250 1 90 3.5 9.163
19 150 125 4 90 0.5 4.328
20 150 125 4 90 2 5.12
21 150 125 4 90 3.5 5.852
22 150 175 1 120 0.5 6.143
23 150 175 1 120 2 6.721
24 150 175 1 120 3.5 7.78
25 150 250 2.5 60 0.5 8.89
26 150 250 2.5 60 2 9.12
27 150 250 2.5 60 3.5 10.035

R, (minimum) 2.124
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techniques to also estimate the machining process and compare the accuracies
of their models to the accuracies of the models proposed in the original work).
Moreover, the authors also do not give any justification for the using of the
constraints (it is possible that the real physical constraints of the AWJ machine
can be different since the above values were the machining settings for certain
experiments conducted in the original work). In addition, there is no guarantee
that the optimal values are physically implementable.

In this paper, we treat this quadratic programming as a mathematical task
regardless of the problems stated above. But instead of using soft computing
techniques, we used the active set method, an established gradient based opti-
mization method for quadratic programming. To use the active set method, first
we rewrite the problem into the standard quadratic programming form:

min F(x) = x’ Ax + bTx + ¢ (3)
s.t. 1<x <,

where vector x contains the parameters (V, P, h,d, and m) in its entries, so that
lowerbound 1, upperbound u, matrix A, vector b, and constant ¢ can be written
as:

1 =[50, 125, 1, 60, 0.5] ,

u = [150, 250, 4, 120, 3.5] ,

—0.00031 0 0 0 —0.00004
0 —0.00012 0 0 —0.000045

A= 0 0 0.10575 0 0.015445 |,
0 0 0 0.00041 0.002565

—0.00004 —0.000045 0.015445 0.002565  0.0759

b = [0.08169, 0.07912, —0.34221, —0.08661, —0.34866] , and

c=—5.07976.

As shown the problem transforms into the standard quadratic programming,
and consequently any suitable gradient algorithm can now be used to search for
the optimal solution.

3 Experimental results

In this section we present the result of using the active set method to find the
minimum R, value and the corresponding parameter values for the quadratic
programming eq. 3. The result is compared to the results of using GA and SA
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Table 3. Summary of the results.

Method R, (um) Optimal parameters
a (HM V (mm/min) P (MPa) h (mm) d (um) m (g/s)

GA [15] 1.5549 50.024 125.018 1.636 94.973  0.525
SA [15] 1.5355 50.003 125.029 1.486 107.737 0.5
Active set 1.5223 50 125 1.545 102.494 0.5

Table 4. Performance comparison for 100 cases.

GA SA Active set
Comp. times (average) 0.0982 3.4159 0.0074
#times performed the best 0 8 92

reported in ref. [15]. We used the built-in quadprog function in MATLAB that
can be run by selecting one out of three available algorithms (trust region, active
set, and interior point). The algorithms can be chosen by setting the options
argument in the function. Concretely, the following lines were entered into the
MATLAB command prompt to get the results:

options = optimset (’Algorithm ', active—set ’);
[x, Ra] = quadprog(2 A,b,[],[],[].[],1,u,[],options);
Ra = Ra + c¢;

where A, b, 1, u, and ¢ correspond to the A, b, I, u, and ¢ defined above, x
denotes the vector x, and Ra denotes the Ra. The last line was used to shift the
R, value because we removed the constant ¢ in line two to compute R,. Table
3 summarizes the experimental results by using the active set method and also
displays the results reported by Zain et al. [15] for GA and SA. As shown, the
active set method outperformed both GA and SA in searching for the optimal
parameters.

To evaluate and compare the computational costs of the methods, using
only the problem eq. 2 certainly is insufficient and inconclusive. Therefore we
created 100 equivalent problems of the same size as the problem eq. 2 randomly,
and computed the average computational times (in second). Because it is also
interesting to investigate which method performed the best in each of these
100 cases, we counted the number of times the methods performed the best
in these 100 cases. Note that for a fair treatment, both GA and SA were also
implemented using the built-in ga and simulannealbnd functions provided by
MATLAB. Table 4 summarizes the results. As shown, the active set method was
not only much faster than GA and SA (about 13 times faster than GA and 462
times faster than SA), but also performed much better as it outperformed the
other methods in 92 cases out of 100 cases. These results imply that the active
set method (or possibly other gradient based optimization algorithms) should
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be used first to solve this kind of problems before proceeding further with soft
computing techniques.

4 Conclusion

The task of estimating AWJ machining process is the task of how to build a
model that can predict surface roughness value for each set of process parame-
ters as accurate as possible. The model is only an estimate to the real machining
process, thus using the model to find optimal parameters that lead to the mini-
mum surface roughness certainly is a misleading effort because the real surface
roughness is unlikely equal to the surface roughness computed using the model.
This is the fundamental problem in the work of Zain et al. [15].

Regardless of this problem, we found that the problem solved by the au-
thors is a simple quadratic programming with box constraints. Accordingly, es-
tablished gradient based optimization methods should be employed first before
using soft computing techniques because the formers have better convergence
property and also usually are faster than the latters. In particular, we showed
that the active set method not only performed better, but also was much faster
than GA and SA. This implies that the active set method (or possibly other gra-
dient based algorithms) should be employed first to solve this kind of problems.
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Abstract. Previous studies mainly used radial basis, sigmoid, polynomial, lin-
ear, and hyperbolic functions as the kernel function for computation in the neu-
rons of conventional support vector machine (CSVM) whereas orthogonal
wavelet requires less number of iterations to converge than these listed kernel
functions. We proposed an orthogonal wavelet support vector machine (OSVM)
model for predicting the monthly prices of West Texas Intermediate crude oil
prices. For evaluation purposes, we compared the performance of our results
with that of the CSVM, and multilayer perceptron neural network (MLPNN). It
was found to perform better than the CSVM, and the MLPNN. Moreover, the
number of iterations, and time computational complexity of the OSVM model
is less than that of CSVM, and MLPNN. Experimental results suggest that the
OSVM is effective, robust, and can efficiently be used for crude oil price pre-
diction. Our proposal has the potentials of advancing the prediction accuracy of
crude oil prices, which makes it suitable for building intelligent decision sup-
port systems.

Keywords: Support vector machine, orthogonal wavelet, crude oil prices, Ker-
nel function

1 Introduction

The fluctuation of crude oil prices could be attributed to macroeconomic theory of oil
demand and supply factors, probably caused by economic development and behavior
of oil producing countries. Uncertainty events related to crude oil such as war, revolu-
tion, extreme weather, among others; significantly contribute to oil price volatility.
Volatile nature of oil prices has direct effects on individuals because prices of petrol
(fuel) as well as goods and services also increase as the price of crude oil increases
[1]. Factors that interact to have accumulated effects on crude oil prices are economic,
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political, military action, natural disaster, speculations, market demand, and supply
[2].

Crude oil price volatility prompted academicians, researchers, and institutions in
search for a reliable crude oil price prediction system. As a result of searching for a
reliable system of predictions, many researches were conducted in the area of
artificial intelligence using several soft computing techniques in an attempt to come
up with a lasting solution. For example, research in [3] applied wavelet neural
network to forecast crude oil prices. The network uses orthogonal or continuous
wavelets as activation function instead of the sigmoid function because it requires less
iteration to converge to the optimal solution. In [4] conventional support vector
machine (CSVM) model was built to predict crude oil prices since its immune of
being stuck in a local minima. The model uses a radial basis function as the kernel
function whereas the orthogonal wavelet function requires less number of iterations to
converge to the optimal solution. Moreover, the wavelet function constructively
initializes the parameters of the CSVM unlike the case of the commonly use radial
basis function. Investigation of the crude oil prices is of interest as the orthogonal
support vector machine has not been applied to the crude oil price prediction problem,
and our research covers the existing gap.

Other sections of the paper comprised of section 2 which covers the
description of our proposed algorithm. Section 3 gives the detail description of the
application. Section 4 present results and discussion before concluding remarks in
section 5.

2 The proposed algorithm

In CSVM, the unknown function is approximated by mapping X to higher dimen-
sional space through a function ¢ . The CSVM determine linear maximum — margin
hyper plan [5]:

J()=a'g(x)+b=0 (N
Sl +cX1.00) o

Eq. 1 is the hyper plane of CSVM, where @ and b are estimated by minimizing
Eq.2.

||a)|| = Regularize term

DL (3)
i=1

Eq. 3 is empirical error and C = regularization constant and C > 0
The CSVM penalize if it deviaa from ); by means of an & -insensitive loss function
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L,(y)=1" e .

|f(x, )fy‘ —& otherwise

Yi _(a),¢(Xi)+b) < ‘9+9&; Vi (5)
(w,¢(Xi)+b)_yi £8+§i+ (6)
(7

£ 20,620

Introducing &, and &, as slack variables for minimizing Eq. 2

1 n
min —|l|+C T+ &7 8
,min_ o ;(é &) (8)
Subject to Egs. 5 -7
Eq. 9 is a solution to the minimization problem
f(x)=2(li—lj)K(Xi,X)+b 9)
i=1
v, —(@'¢(X)+b)<e+<& (10)
(11

(a),¢(Xi)+b)_yi) £8+§i+

li and /17 are Lagrange multipliers related to constrains Egs. 10 — 11 [6].
Egs. 12 — 15 are widely use kernel functions in literature for computation in the hid-

den layer of the CSVM but Eq. 12 is the popular choice.

Radial basis function

KX, X )= Ty 50 (12)

Sigmoid function
K(Xl.,Xj):tanh(]/)(i'Xj+r) (13)
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Polynomial function
KX, X)=0X'X,+r)", 7y>0 (14)
Linear function
KX, X)=X"X, (15)

In this paper, wavelet analysis is proposed. Wavelet is a function that is used for lo-
calizing a function in a position and scaling. A wavelet has to satisfy Egs. (16), (17),
and (18).

v = y)dv=0 (16)
@) =] v odv=1 (17)
k zrwdx 0<k <a (18)
v 0 X v

Where  y/(®) , (—a,a), k, , ¥ and w(v) are wavelet function, limits,
adminissibility, cruscal and line, respectively.

The kernel function in the hidden layer of the CSVM in this research is subtituted
with orthogonal wavelet which is now referred to as orthogonal support vector
machine (OSVM). Consider the decomposition of signal x(¢)at ¢ €[0,7 |into a finit
number of scales as given in Eq. ( 19)

a u-l
X() =wy+ D> Wy w2t —KT) (19)
=0
T
w, = L x(¢)dt (20)
. T .
wl, = | x(Ow (2] -KT)dt 1)

Where w,, and w-zi .. are the orthogonal wavelet for computation in OSVM [8]: where
Eq. (22) satisfied Eq. (23 ) and (24)

w(2't—k) (22)
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f(z’t —KT)dt =0 (23)

1 when r=s,—k=I

jOT(zw—KT)y/(zSz—lT)dz - (24)

0 otherwise

Finally, the CSVM constrain is expressed as:

£ =20, =2 KT +yK)dy (X, X) +b

The OSVM is train with Kernel-Adatron learning algorithm as its performance is

superior to orther learning algorithms [8].
3 Application

3.1 Data

The experimental data use monthly West Texas Intermediate crude oil prices. The
data were collected from US Department of Energy starting from January 1986 to
December 2011. In this research, 208 data points were used as training data, 44 as
validation dataset and 44 as independent dataset for determining the generalization
capability of the proposed OSVM model. In other words, the data were partition into
70%: 15%: 15% according to the convention in [9]. The data used in this research was
not normalized because normalization has no effect on neural network performance as
argued in [10]. Monthly frequency data were used due to non- availability of variables
such as organization for economic co — operation and development (OECD) inventory
on daily or weekly frequency [3].

3.2 Orthogonal Support Vector Machine Modeling

The OSVM used in this research has 10 inputs, 1 output neuron, and 12 hidden neu-
rons which the OSVM was trained using the data described in the preceding section.
Insensitivity loss function was set to 0.000234, and C was 97. The validation was set
to terminate after 6 epochs without performance improvement in validation MSE. The
training was conducted using Kernel-Adatron learning algorithm with an epoch of
1000. The initial training parameters were realized through preliminary experimenta-
tion since the ideal framework for determining such parameters are scarce in the liter-
ature. The Kernel-Adatron algorithm maps the crude oil prices into higher dimension-
al feature space and then separates the set of data that share complex boundaries.
Computation in the neurons was performed using orthogonal wavelet as initially pro-
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posed. The parameter Center of the width was selected as 1 which was adopted in
[11]. The experiment is as well performed with CSVM in order to obtained different
results and compared with our proposal results for evaluation purposes. The spread of
radial basis function used is 0.6. The same dependent and independent variables as
well as other initial training parameters used in modeling OSVM were also used in
CSVM modeling for fair comparison. Several experiments were conducted with dif-
ferent kernels including polynomial, radial basis function kernel, Gaussian, and sig-
moid functions. Results indicated that the radial basis kernel function outperformed
others, and subsequently, was selected as the optimum. Multilayer perceptron neural
network (MLPNN) with 10 input neurons, 10 hidden neurons, 1 hidden layer, the
sigmoid activation function in the hidden layer neurons, 1 output neuron, linear acti-
vation function in the output neuron was trained with Levenberg—Marquardt al-
gorithm to build a model for predicting crude oil prices. The parameters were realized
after preliminary experimental trials.

4 Results and Discussion

Several experiments were conducted in search for optimal OSVM and CSVM models,
and the optimal among the results are reported in this section. The training and valida-
tion MSE obtained for OSVM are 0.0007234 and 0.0001281, respectively. In con-
trast, MSE for CSVM after training and validation were found to be 0.001241 and
0.001193, respectively. For an MLPNN the MSE for training and validation are
0.07843 and 0.05462, respectively. The validation MSE indicated that there is an
improvement over training MSE for the OSVM, the CSVM and the MLPNN. Valida-
tion in all the situations was instructed to be terminated when validation MSE stop
improving after 6 epochs as shown in Fig. 1. The MSE improvement of CSVM, and
MLPNN was a little compared to the OSVM validation MSE improvement. In sum-
mary, observations of these MSE clearly indicated that the training performance of
OSVM outperforms both CSVM, and MLPNN. In-sample performance of OSVM
give an insight that it can perform better in out-sample. Although, is not always true
as argued in [12] that a model has the possibility of injecting false optima, whereas it
performs excellently on the training dataset.

Validation Checks = 6, at epoch 15

10 T T
] ¢
5 °f NEI

14 ¢
'S & & V' é V'S ’ V' ’
O v v v v v v v
0 5 10 15
15 Epochs

Fig. 1. Validation checks during training
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Performance of OSVM, MLPNN, and CSVM were evaluated on the independent test
dataset and results are depicted in Fig. 2, Fig. 3 and Table 1. A close observation of
Fig. 2, and Fig. 3, shows the OSVM is closer to the actual crude oil price than its
counterpart. The pattern of the graph reveals the superior performance accuracy of our
proposal. However, the CSVM, and the MLPNN do not perform poorly because they
are competing with the OSVM with good results.
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Fig. 2. Plots of predicted and actual crude oil prices
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Fig. 3 Regression plot for MLPNN
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Table 1. Comparing performances of OSVM, CSVM, and MLPNN

MSE NMSE MAE R Num. Itr. TCC
OSVM  0.000368  0.00003467  0.000356 0.967234 15 8.34E+07 ns
CSVM  0.001896 0.000098763 0.002135 0.911571 18 1.0000 sec.
MLPNN  0.00761 N/A N/A 0.85849 21 2.0000 sec.

Number of iteration (Num. Itr.), Time computational complexity (TCC), Seconds (sec.), Nanoseconds (ns),
Mean Square Error (MSE), Normalized Mean Square Error (NMSE), Mean Absolute Error (MAE), Re-
gression (R), Not Applicable (N/A).

Table 1 indicated that OSVM clearly outperformed CSVM, and MLPNN in terms of
the performance evaluation metrics shown in section 3.1. The number of iterations
and time required by OSVM to converge to optimal solution is less than that of
CSVM, and MLPNN. Although, CSVM, and MLPNN also performs well considering
the values of the performance metrics. The CSVM and MLPNN can as well predict
crude oil prices with reasonable performance accuracy. As noted in [13], an effective
and robust algorithm is required to converge to the best solution with a minimum
number of iterations, and a less time computational complexity. There are some ap-
plications, in which the time computational complexity of the algorithm is equally
important as the accuracy of the prediction. Therefore, suggestions from our experi-
mental findings shows that OSVM performs better than the CSVM and MLPNN. The
results were expected as already observed in previous literature that the orthogonal
wavelet is faster than the conventional kernel functions. The probable cause of this
improve accuracy is most likely due to the harmonic nature of the orthogonal wavelet.
Another probable caused is the ability of the wavelet analysis to project data into time
scale domain and conduct multi scale analysis.

5 Conclusions

This study presents OSVM for prediction of crude oil prices. The proposed OSVM
used orthogonal wavelet instead of the commonly use sigmoid kernel function, radial
basis function, linear function, polynomial function, and hyperbolic function. The
results obtained were found to be impressive when compared to the CSVM, and
MLPNN. Time computational complexity, number of iterations required to converge
to minimum MSE, RMSE, MAE and maximum R for OSVM was better than CSVM,
and MLPNN which makes our proposed approach ideal for predicting crude oil prices
with satisfactory performances. With little additional information, our proposal has
the potential of being transformed into intelligent decision support systems for help-
ing government, private businesses, investors, and risk managers in decision making
processes.
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Abstract. Many studies have been carried out worldwide to predict carbon diox-
ide (CO,) emissions using various methods. Most of the methods are not suffi-
ciently able to provide good forecasting performances due to the problems with
non-linearity of the data. Fuzzy inference system (FIS) and adaptive neuro fuzzy
inference system (ANFIS) are two of the well-known methods with its ability to
handle the problems of non-linearity. However, the performances of these two
fuzzy based models in predicting CO, emissions are not immediately known. This
paper offers the performance comparison of the two fuzzy based models in pre-
diction of CO, emissions in Malaysia. The inputs for the models were simulated
using the Malaysian data for the period of 1980 to 2009. The prediction perfor-
mances were measured using root means square error, mean absolute error and
mean absolute percentage error. The performances of the two models against the
CO, emission clearly show that the ANFIS outperforms the FIS model.

Keywords: Artificial intelligence, CO, emissions, Fuzzy inference systems, Pre-
diction.

1 Introduction

Air pollution is one of the major environmental issues concerned worldwide.
This environmental problem is mainly caused by the high concentrations of
greenhouse gases (GHGs) such as carbon dioxide (CO,), sulphur dioxide (SO,),
nitrogen oxide (NOy), carbon monoxide (CO) and others in the atmosphere. The
pollution has been recognized as a threat to environment’s ecosystem and human
health. Climate change, global warming and health effect of air pollution have
been studied in many different parts of the world. The anthropogenic driver of
global warming is the increasing concentration of GHG in the atmosphere, and
among the GHGs, CO, is the largest contributing gas to the greenhouse effects.
The greenhouse gas has a leading role to air pollution where its emissions into
the atmosphere naturally through the carbon cycle and human activities associat-
ed primarily with the combustion of fossil fuels. Emissions of CO, are responsi-
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ble for the enhanced GHG effect, resulting from the increasing concentrations of
CO, [1].

Many studies have been conducted especially to predict CO, emissions in or-
der to overcome its effect towards environment. However, many researchers
face difficulties in prediction of air quality as it involves non-linear relationships
and uncertainty of variables. The emissions that caused by some natural and
anthropogenic sources, for example, forest fires, industry, road and air traffic
are often uncertainty and not normally available. On the other hand, it is known
that official emission data cannot be considered as completely reliable [2]. Thus,
it is a necessary to have a reliable method to predict CO,emissions due to its
uncertainty and non-linearity data. Accurate and robust prediction of the air
quality would be very significant in order to overcome the environmental prob-
lems.

Environmental data are typically very complex to model due to the underly-
ing correlation among several variables of different type which yields intricate
mesh relationships [3]. The development of tools for predicting air quality has
been drawing the attention of many scientists. The prediction is done on the
basis of information including, past historical data, meteorological parameters
such as temperature, humidity, speed and wind direction and pressure, demo-
graphic and anthropogenic parameters, and also environmental pollutant concen-
trations such as particulate matters (PM;), ozone (O;), CO and CO,. Apart from
that, there are numerous methods have been applied in predicting the CO, emis-
sions. From the literature review, most of the methods to the prediction of
CO,emissions are meant to increase the accuracy of the results. Among the
popular methods are grey model [4-7], neural network [8-12] and computer
based simulation model [13-14]. However, all these methods are lack of reason-
ing process.

In recent years, artificial intelligence (Al) based techniques have been pro-
posed as alternatives to traditional statistical ones in many scientific disciplines.
In order to handle uncertainty of variables in prediction, many researchers pro-
pose the application of fuzzy logic in this area. Fuzzy logic (FL) is another mod-
elling method that is classified as a black box model. Based on the principle that
variables are often imprecise or uncertain, FL provides effective solutions for
non-linear and partially known systems [15]. Implementation of reasoning pro-
cess (rule) to FL yields fuzzy inference system (FIS) which has been applied by
many researchers in various areas. For example, Peche and Rodriguez [16] ap-
plied a new approach based on FL to assess the environmental impact related to
the execution of activities and projects, in which the information related to the
impacts was limited, inaccuracy and uncertain. Huang et al., [17] developed and
found out that fuzzy-based simulation method was useful for studying hydrolog-
ical processes within a system containing multiple factors with uncertainties and
providing support for identifying proper water resources management strategies.
Additionally, many researchers conducted researches based on FL to do forecast-
ing. Among them, there are a few who had predicted and modelled concentration
of many type of gases in atmosphere such surface ozone concentration and also
to predict air quality in different areas of case studies [15], [18], [19]. Neverthe-
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less, there is still no paper which discusses about the model in predicting CO,
emissions.

Apart from that, one of the most popular Al models is neural networks (NN).
It has been discussed by many researchers regarding the prediction of air quality.
The NN is considered to be simplified mathematical models which imitate brain-
like systems. It is able to determine nonlinear relationship between variables in
input datasets and output datasets. Antanasijevi¢ et al., [20] described develop-
ment of artificial neural network (ANN) model for PM, emission forecasting.
Yu et al.,, [21] evaluated the levels of manufacturers developing low-carbon us-
ing ANN. Lim et al., [22] used ANN model prediction of ammonia emission
form field-applied manure.

Instead of good performances of the both methods mentioned, the models
still have their own drawbacks. Major drawbacks of FL, it only can handle lin-
guistic variables and not numerical values. Meanwhile, the NN depend too much
on trial and error method in determining number of hidden layers and nodes
hence it is unable to converge to global minimum even by complex back propa-
gation learning [23]. As a result, many researchers proposed an enhancement on
FIS which lead to a new method well known as adaptive neuro fuzzy inference
system (ANFIS). The model is a hybridization of the both methods mentioned
before. It complements each disadvantages possessed by each method. A few
researchers [23-25] had successfully applied ANFIS for modelling and predic-
tion air pollutant concentration levels in different area. However, it has been
seen from literature survey that there are not many studies using this method to
forecast CO, emissions levels.

Furthermore, a few comparison studies have been carried by using these
aforementioned methods. For example, Campbell [26] presented a comparative
study of soft computing models which included multilayer perceptron networks,
partial recurrent neural networks, radial basis function network, FIS and hybrid
fuzzy NN for the hourly electricity demand forecast in Northern Ireland. The
author found out that the hybrid fuzzy NN and radial basis function networks
were the best models for the analysis and forecasting of electricity demand.
Badri et al., [27] investigated the application of ANN and FL model as forecast-
ing tools on predicting the load demand in short term category. ANN represents
the more accurate results in comparison to FL especially for short term proce-
dure. Lohani et al., [28] compared the ANFIS model with ANN and autoregres-
sive techniques in hydrological time series modelling. They found that in all
cases that had been tested ANFIS gives more accurate forecast than the AR and
ANN models. Chen et al., [29] also found out that that the ANFIS model has
better forecasting performance than the fuzzy time series model, grey forecasting
model and Markov residual modified model. From the brief review of these
comparative studies, it can be clearly seen that most of the researchers are inter-
ested to study the comparison between fuzzy model with its hybrid model
(ANFIS) or with NN model alone. This might be due to the mutual relationship
between FIS and NN to produce a hybrid model of ANFIS that is believe to be
more precise and robust especially in forecasting area. Hence, this present study
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aims to investigate performance comparison between these two fuzzy based
models, FIS and ANFIS which indirectly will involve the NN model.

This paper is organized as following. Section 2 describes the variables for
simulations. Performance evaluation criteria are presented in Section 3. Results
and discussion are provided in Section 4 and finally Section 5 concludes the

paper.

2 Simulation Data

This paper considers socio-economic and demographic parameters as the var-
iables. These variables are also well known as anthropogenic factors. The exper-
imental data were drawn from the website of World Bank’s World Development
Indicators [30]. Models were generated from the data collected. Inputs will in-
clude annual historical data for Malaysia from 1980 to 2009. These parameters
are considered as the most influential variables towards the CO, emissions. The
data obtained were gross domestic product per capita (GDP) with the unit con-
stant 2000 USS$, energy use in kg of oil equivalent per capita, population density
(people per sq. km of land area), combustible renewable and waste (% of total
energy), CO, intensity (kg per kg of oil equivalent energy use) were selected as
the input variables for CO, emission model. The ANFIS model will use the NNs
algorithm to train the input data where, upon the satisfactory training NN should
be able to provide output for previously “unseen” inputs [31]. That means the
data should be at least divided into two sets which are training dataset and test-
ing dataset. As for the present study, 80% of data has been using for training data
which include the data from 1980 to 2004. Meanwhile the other 20% of the data
are provided for testing data which include the data from 2005 to 2009.

3 Performance Evaluation Criteria

Three statistical evaluation criteria are used to assess the performances of the
applied models. These criteria are root mean square error (RMSE), mean abso-
lute error (MAE), and mean absolute percentage error (MAPE). All these
measures are expressed as follows:
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MAE:Z—| L=z
I=1 n
mape =103 Li” 21,
noom Z;

Where t = actual value, z= predicted value of t, t= mean of all the t values, n
= total number of points.

Small values of RMSE, MAE and MAPE indicate the accuracy of the mod-
els. Lewis (1983) interprets the MAPE as a way to judge the accuracy of fore-
cast, where less than 10% is a highly accurate forecast; 10%-20% is a good fore-
cast; 20%-50% is a reasonable forecast; and more than 50% is an inaccurate
forecast.

4. Results and Discussion

This study employs fuzzy based models approach to predict CO, emissions in
Malaysia. The employed approach includes two models namely FIS and ANFIS.
Table 1 depicts the performances of the constructed model for training datasets
and testing datasets. The performance of the models regarding to accuracy are
compared.

Table 1 Prediction Performances of FIS and ANFIS

Models Training Set Testing Set
FIS
RMSE 0.0010 0.0492
MAE 0.0079 0.0335
MAPE(%) 0.2881 1.2807
ANFIS
RMSE 8.1379¢-004 0.0427
MAE 7.2628e-004 0.0331
MAPE(%) 0.0281 1.1936

As it is shown in Table 1, an observation can be made which is that all eval-
uation criteria indicate that training set as well as testing set of ANFIS possesses
the smallest values compare to FIS. For the training dataset period from 1980 to
2003, the MAPE value of ANFIS is 0.0281% which is very small when compar-
ing to FIS value which is 0.2881%. Furthermore, for the testing dataset period
from 2004 to 2009, the MAPE value of ANFIS is smaller than FIS value. As
mentioned before, when the value of MAPE is less than 10%, it indicates that the
prediction is highly accurate. Both models show MAPE values less than 10%,
however ANFIS shows the smallest value.
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Fig. 1 shows comparison between actual values and predicted values of
CO,emissions for the testing dataset. Based on the figure, the results from FIS
and ANFIS for the period between 2004 and 2009 are approaching the same
values as the actual values of CO, emissions. However, ANFIS yields better
results with smaller differences between the actual values and its’ predicted val-
ues compared to FIS values. Furthermore, it is also can be clearly seen that the
results from FIS prediction differ substantially from actual values. Therefore,
these scenarios indicate that ANFIS outperforms FIS for the case of predicting
CO; emissions.
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Fig. 1 Comparison between actual values and predicted values of CO, emissions
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5 Conclusions

Air pollution in many developing countries is currently an issue of a great
concern due to its economic activities. Public awareness of this problem has
arisen among its citizens due to the available information on the harmful air
pollution on human health and environmental sustainability.

Most of the surveyed literatures focused on applying NNs to predict CO,
emissions. However, this paper attempted to compare predictability of two fuzzy
based models; Takagi-Sugeno FIS and ANFIS in CO, emissions prediction.
Subtractive clustering was used to initialize the FIS and ANFIS optimization.
The proposed methods were applied on data taken from the country of Malaysia
ranging between the years 1980 with 2009. Five anthropogenic factors were
considered. The ANFIS is an improved model of FIS by using NN learning algo-
rithm. Therefore, a better result is expected from the ANFIS rather than FIS.

Results proved that ANFIS outperforms FIS regarding to accuracy of predic-
tion. The model recorded smaller values for all of the three evaluation criteria
that were used in this study (RMSE, MAE and MAPE) when compared to the
values from the FIS model. The model performed with RMSE,MAE and MAPE
values that are differed about 1%-10% from the outcomes of the FIS model re-
spectively.

The improvement of prediction accuracy and adaptation of other environ-
mental quality indicators should be carry out in future. Improvement of the other
computational intelligence tools for prediction area such as interval type-2 fuzzy
logic system can be explored in future research.

Prediction of CO, emissions can be very essential especially towards policy
makers in order to reduce its emissions. Besides that, in the real world, CO,
emissions are influenced by many other factors such as technological advances,
fuel consumption types, agricultural growth and political initiatives. Hence, the
improvement of prediction accuracy and adaptation of other environmental qual-
ity indicators should be carry out in future research. Additionally, improvement
of the other computational intelligence tools for prediction area such as interval
type-2 fuzzy logic system can be explored in future research.
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Abstract. There is no doubt that the process of using the internet to
post comments and to get others' comments has become a common dai-
ly practice on the Web. Nowadays, a huge amount of information is
available on the internet .The data which is posted by users and cus-
tomers who visit these websites every day contain significant infor-
mation. Some companies ask their customers about a product or ser-
vices, for feedback analysis and to evaluate the satisfaction ratio of
their products and services. The reviews by customers of products are
rapidly growing. This paper provides ground knowledge and covers the
most important scholarly papers and research that have been done in
the area of sentiment analysis and the classification of opinion. This
work presents opinion definitions and more detailed opinion classifica-
tions, and explains the related topics. This review will provide an intro-
duction to the most common and significant information related to sen-
timent analysis, and it will answer many questions that have been asked
in opinion mining, analysis, classifications and challenges.

Keywords: Opinion mining, Text mining, Sentiment classification,
Customer reviews.

1 Introduction

The development of the internet and its applications and the wide use of it technolo-
gies has created a mania for using the internet. Nowadays, most users and customers
are becoming familiar and comfortable with the internet’s applications and these in-
creases with each day. The development that occurred in the generation and the fourth
generation of mobile phone technology has helped and increased the wide use of the
internet by people all over the world. People now share information, opinions and
reviews rapidly, within few moments. Now, when you want to know information
about any specific items, you do not need to ask others as in the past to get their opin-
ion. You needn't follow the advertisements of companies, for these contain many
fakes, and they contains information that also more over the truth to gain and attract
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customers. If want to get true information that is based on experience, you must get
the information from real users who are using or used the product or service before.
You just seek the reviews of people of the specific target and you will find huge in-
formation and reviews that spread and are available on the online selling products'
websites, firm’s websites, forums, social media and so forth. The growth of opinion
has generated a good ground for opinion mining and sentiment analysis. The products
manufacturers need to find out the customers' viewpoints about their products for
feedback and enhancement reasons. There are many works which focus on opinion
mining analysis [1-6] generating a summary of the product reviews [3, 7-13] and
opinion analysis that have been attracting many researchers recently.

In this paper, we present a discussion and examine the works that have been done
for opinion mining of products and general opinion classification. We also provide the
series development, what and how to support the knowledge discovery of internet text
mining. What is opinion and how is it classified, how can it be extracted and how is it
analysed and classified? The rest of this paper will be classified as follows. Firstly, an
introduction, then defining opinion and sentiment analysis, and then sentiment classi-
fication and discussing the sentiment analysis level, followed by a conclusion.

2 Opinion Mining

Recently, opinion mining has become one of the rich data mining fields. The review
of the customers has significant information as we mentioned above. This lets many
researchers try to work in this area using data mining techniques and methods and by
applying new techniques within Natural Language Processing (NLP) tools, and modi-
fied tools of text analysis and summarisation.

The term sentiment analysis was used for the first time in 2003 with [14] when
they evolved a Sentiment Analyser (SA) that extracts sentiment (or opinion) about a
subject from online text documents, but really much research had been done on sen-
timent and topic detection before that date[1, 15, 16].

3 Sentiment Analysis and Classification

Opinion definition: opinion mining and sentiment analysis can be described as the
process of automatically extracting and analysing the opinions, sentiments, thoughts
and feelings of opinion writers on a specific target. This target could be a product,
some issue like politics, economics, events, phenomena, services, etc.).[16] define
sentiment to be a personal positive or negative feeling.[2, 4, 5, 10-12, 15, 17-19]have
works on sentiment analysis and they focus on classifying each customer review as
positive, negative and neutral.

2.1 3.1. Opinion Definitions
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Opinion has two definitions. The first one is provided by [14]and the second is modi-
fied and redefined by [6]. Here we will examine the two definitions and the develop-
ment of that definition that happened.

2.2 3.1.1 Defining Opinion as Quadruple

This definition was given by [3]. They divided the opinion into four major basic com-
ponents (g, SOy, hy, 1),
Where
e g isatarget
®  s0j. is the sentiment value of the opinion from opinion holder h; of target g;
at time t,. Soj; is positive, negative or neutral, or a rating score.

e h; is an opinion holder.

e t;is the time when the opinion is expressed.

Opinion Definition: An opinion is a quadruple, (g, so, h, t), where g is the
opinion (or sentiment) target, s is the sentiment about the target, h is the opinion hold-
er and t is the time when the opinion was expressed. Let us look at the following ex-
ample.

E.g. “(1) I bought a Sony Mobile phone two weeks ago. (2) I really like

1t. (3) I have captured a clear nice image. (4) The sound voice is good.

(5) My friends said it needs not a lot of money to buy it."

The above opinion example describes the opinion components and demonstrates
that opinion analysis is not an easy way in the real practice of online reviews of prod-
ucts, services, for the complexity target description, because of the implicit and indirect
expression. For example, in sentence (3), the opinion target meant here is “picture
quality of Sony mobile”, but the sentence does not mention that directly. It indicates it
by the following sentence: “a clear nice image” and this case will usually be found.
Case 1 actually leads to new definitions of opinion by it the entities of the target. To
know clearly which aspect of the product is the opinion about and what is the senti-
ment of the opinion holder on specific aspects.

2.3 3.1.2 Defining Opinion as Quintuple

An opinion is defined as a quintuple component [6](e;, ajj, Sijui, h, t;) Where

e ¢; is the name of an entity.

e a;isan aspect of ¢;.

e s is the sentiment on aspect a;; of entity ei.

e hy is the opinion holder.

et is the time when the opinion is expressed by hy

The sentiment sjjq is positive, negative, neutral, or expressed with different

strength/intensity levels, e.g. 1 to 5 stars, as used by most review sites on the Web.
When an opinion is on the entity itself as a whole, the special aspect GENERAL is
used to denote it. Here, e; and a;; together represent the opinion target. This definition
can be considered more accurate, especially in product and services opinions because
any product has different component or aspects and it is not fair to judge the product
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at all by the overall opinion. Sometimes the opinion holder’s sentiment is varied from
one aspect to another.

3.2 Opinions' Sentences General Classification.

Just as general the opinion sentences can be classified into to two main classes, a fact

which expresses factual information from sentences, and subjective that expresses the

opinion holder’s attitude and sentiment. Each class is derived to subclasses. Figure 1
illustrates the General Classifications of opinions’ Sentences.

[ Opinion ]
l Subjective l Comparative
Opinion
i A

Abstract Facts
v \ 4

y Direct Opinion Indirect Opinion
(Explicit) (Implicit)

Fact Indicating

Sentiment Opinion

v

Sarcasm Verbal

Indicator

Fig .1 General Classifications of opinions’ Sentences.

Within the below opinion example, we will demonstrate and discuss each class:
E.g. “Proton Saga cars are made in Malaysia (1), and it has a very strong en-
gine (2), its design is very beautiful (3) You do not need a lot of money to buy it

A"
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3.3.1 Abstract Facts

To define the abstract fact let us look at the following example.

E.g. Proton Saga cars are made in Malaysia (1), and it has a very strong en-
gine (2), its design is very beautiful (3). You do not need a lot of money to buy it

(4).

The first sentence, "Proton Saga cars are made in Malaysia", this sentence is not
telling us the sentiment of the opinion holder, and it tells us about truth and facts "that
the proton saga cars are made in Malaysia". When the sentence is not telling us about
what the opinion holder really feels about the target, but just tells us some information
and facts on that target we call this sentence a fact sentence.

3.3.2 The facts indicating sentiment

Sometimes facts can contain implicitly some sentiment. Let us examine the following
opinion sentence: "this kid is two years old, he has the ability to read and write". This
seems like a fact, because it talks about truth and fact, but it implicitly indicates that
the kid is intelligent, for there are hidden sentiments in facts sometimes.

3.4 Subjective Opinions

The subjective opinion is the sentence that tells us what the opinion holder really feels
about the product or target. Let us take a look at the second, third and fourth sentenc-
es."It has a very strong engine ","its design is very beautiful”, you need not a lot of
money to buy it." These sentences are telling us about the sentiment of this opinion
holder because he/she looks at the engine as being strong, and at the design as being
beautiful, and this can be considered as his own opinion or sentiment, maybe someone
else has a different opinion. The subjective opinion analysis has been more effective
in sentiment analysis. For that reason,[20]identified subjective classification as a task
that investigates whether a paragraph presents the opinion of its author or reports
facts. Many researchers have shown that there is a very tight relation between subjec-
tivity classification and sentiment classification[10, 11, 13, 17, 21, 22].and all these
approaches are used to automatically assign subjective opinion.

3.4.1 Explicit opinion (Direct)

This type of opinion we can call explicit if a feature or any of its synonyms appears
in a sentence. The feature could be identified as explicit or direct opinion. The explicit
features are features which appear directly in a review, such as phone speed in the
following sentence: “The speed of the phone is slow”. The opinion that directly points
to the target feature is called a direct opinion, e.g."It has a very strong engine"," its
design is very beautiful" - these two sentences are direct opinions. The first sentence
indicted to the engine feature, and the second sentence indicated directly to the design
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feature. This kind of sentiment is called a direct opinion[10, 12, 13, 18][10, 12, 13,
18] and these kinds of opinions provide good and easy analysis compared with others
opinion classes.

3.4.2 Implicit opinions (Indirect)

The opinion has been called implicit if the feature or any of its synonyms do not ap-
pear in a sentence. The feature can be identified as explicit or an indirect opinion,
such as “my friend said that you lost your money by purchasing this phone”. Here the
sentence is free of any feature or synonym of features, but the sentence indicates that
it means the phone is bad.

Sometimes, the opinion holder does write and express his/her sentiment explicitly
without writing the feature name, let's look at the last sentence of another example:
"you need not a lot of money to buy it." This sentence indicates that the price of the
car is cheap. But it does not mention the feature (price) directly, he assigned it explic-
itly. This kind of sentence is found in many reviews and it can be classified into two
classes:

1. Verbal indicator.

The opinion holder writes and expresses his sentiment explicitly without writ-
ing the feature's name. Let us look at the last sentence of the four in the previous men-
tioned examples: "you do not need a lot of money to buy it." This sentence indicated
that the price of the car is cheap, but he does not mention the price feature directly; he
assigns it explicitly. This kind of sentence is quite difficult to understand using natural
language processing and it has been expressed in many commented opinions.

2. Sarcasm definition

Sarcasm is defined as the use of irony to mock or convey contempt
(http://oxforddictionaries.com/). It is the activity of saying or writing the opposite of
what you mean, or of speaking in a way intended to make someone else feel stupid or
show them that you are angry, as defined in (http://www.macmillandictionary.com/)or
the use of unpleasant remarks intended to hurt a person's feelings, as defined in (the
free English dictionary).

The sarcastic type of opinion is very popular and many opinion holders use it
when they are not satisfied with the target. They describe their opinion by using joke
or sarcastic expression [23]. Sarcasm (also known as verbal irony) is a sophisticated
form of speech act in which the speakers provide enhancement of the semi-supervised
sarcasm identification algorithm (S A S I ).Their algorithm employs two modules,
semi-supervised pattern acquisition for identifying, sarcastic patterns that serve as
features for a classifier, and a classification stage that classifies each sentence to a
sarcastic class. Convey their message in an implicit way. This type of opinion is very
difficult to be explored by using the available natural language processing tools be-
cause there is no standard for the way of writing sarcasm and jokes. Below are two
examples of sarcastic opinion sentences. Some work has been done in the area of
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sarcasm detection. This has investigated the impact of lexical and pragmatic factors
on machine are investigate the impact of lexical and pragmatic factors on machine
learning effectiveness for identifying sarcastic utterances.

E.g.1 "I bought a new novel, it was expensive, it isn't interesting, but it's so good for
the kindergarten".

E.g.2."It's great for a fun read or if you are looking for some funny material for
gags or jokes".

In the first example, the opinion holder posts an opinion about a new story book.
The first sentence and second sentences are direct opinions, the book is expensive and
not interesting. The third sentence at the first glance seems like a positive opinion, but
really, when you take a deep look, you will find that the opinion holder here meant
that the book is not good and it is better to be scaled for kids, and they are sarcastic
that the contents of the book do not convince him.

In the second example, the opinion is telling us that the book is great for fun and
for funny material, and this means the book’s content is not important and not serious.
But he does not indicate this directly. He uses a sarcastic expression.

3. Comparative Opinion

Opinion holders sometimes prefer to compare products with each other. The
comparison opinion expresses the differences or similarities of the product or specific
aspects or features by stating the preferences. E.g.: “Samsung galaxy II camera is
better than the [Phone camera.” [7] discussed different types of comparisons.

4 Sentiment Analysis Level

The process of opinion mining analysis can be classified into three general levels.
Many works have done with researches. Here, we will try to describe each level.

4.1 Document level

At the document level, which is to obtain an overall opinion value for the whole
document, the task of analysis at this level is classifying the opinion as the overall
meaning, what is really the conclusion of sentiment that has been expressed, is it posi-
tive or negative sentiment. For example, if we have a product review, the system will
determine the opinion in general whether the review as general evaluated positive,
negative, or neutral sentiment. This kind of analysis is known as document-level sen-
timent classification.

Many works have been done at this level. [22]studied the effect of dynamic adjec-
tives, semantically oriented adjectives, and gradable adjectives on a simple subjectivi-
ty and how they can be classified, and they proposed a trainable method for statisti-
cally combining two indicators of gradable. They proposed a system called Opinion
Finder that automatically identifies the appearance of opinions, sentiments, specula-
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tions, and other private states in a text, via the subjective analysis, and applied ma-
chine learning techniques to address the sentiment classification problem for movie
review data, and show how it can become effective. They there algorithms: Naive
Bayes, classification, maximum entropy classification, and support vector machines.
Work to address the rating inference problem, i.e. how to summarise a user review to
a virtual rating from 0 to 5, or binary value (thumb up/down). They presented a graph
based on a semi-supervised learning algorithm to resolve the rating inference prob-
lem. It inferred numerical ratings from unlabelled documents based on the sentiment
expressed in the text. Concretely, they achieved and solved an optimisation problem
to obtain good rating function over the whole graph that was created on the reviewer’s
data. They proved that, when limited labelled data is available, their method can
achieve significantly better predictive accuracy over other methods. Das and Hu et al.
(2007)studied sentiment classification for financial documents.

However, all the above works discovered the sentiment to represent the reviewer’s
overall opinion results, but did not find which features the reviewer actually preferred
and liked and the one that they disliked. And in all the mentioned approaches, an over-
all negative sentiment on an object will not indicate that the reviewer dislikes every
feature of the object.

4.2 Sentence level

In this kind of analysis level, the analysis will be concerned with the sentences and
determining whether each sentence polarity (positive, negative, or neutral).Neutral
means no opinion on the sentence. The sentence level of analysis is closely related to
the subjectivity classification, which distinguishes sentences that express subjective
views and objective sentences that express factual information from sentences. Many
works, like[21], do subjective analysis. Work[3]identifies opinion sentences in each
review and decides whether each opinion sentence is positive or negative[4, 5, 17, 19,
24].

4.3 Aspect or Feature-based level

As mentioned above, the usage of document level and sentence level analyses is
not exactly determined and does not explore what exactly people like and dislike in a
product’s features. Aspect (feature) performs a perfect analysis in some cases. The
feature based level [3], or aspect-based level as it has been called recently is directly
looking at the opinion itself instead of an aspect of the target that is mentioned in
each sentence, for opinion holders comment on different target features or aspects
and it is not fair to judge an opinion at overall. For example, the sentence “the Sam-
sung mobile phone camera is fantastic (1), and it has a very nice design (2), the
memory is not enough for many applications”. In this example we can..."We cannot
say that the voice or the sentiment of the customers here is positive, because the first
two sentences are positive opinions about the camera and design, but the last sen-
tence is a negative opinion about the memory. In many comments on specific targets,
opinions are described by target aspects or entities. Thus, the aim of the aspect level



Mubarak Himmat and Naomie Salim 221

is to discover sentiments on each entity and/or their aspects that are mentioned
throughout opinion sentences. The aspect-level is quite difficult. It really faces some
challenges.[24] presented a how regular opinion expresses a sentiment only on a par-
ticular entity or an aspect of the entity, e.g. “mobile battery is bad ,” which expresses
a negative sentiment on the aspect battery of a mobile. [9] proposed a graphical
model to extract and visualise comparative relations between products from custom-
er reviews, with the interdependencies among relations taken into consideration[7].
They adapted the CRFs (Conditional Random Fields) model for accomplishing the
feature-level of web opinion mining tasks for analysing online consumer reviews.

5 Conclusion

In this literature survey paper, we have illustrated a sentiment analysis approach and
discussed sentiment analysis and classification in more detail. This work discusses
many related problems, sentiment analysis and classification, subjectivity classifica-
tion, and we found that the major challenges and the problems faced that need to be
solved are the following challenges: the opinion holder has written and expressed
their opinion without regard for the grammatical syntax and also there are many
comment opinions which could include difficult sentences. Some comments also con-
tain sarcastic expressions and this type of opinion is difficult to detect because there
are no standards for sarcasm; it depends on human recognition. Also comparison sen-
tence are used by many researchers, as we mentioned, but we also need more works.
Slang and privation words are difficult to detect. Using comparison sentences also
needs more work. But we think that the future of opinion mining will deal with the
outstanding problems identified above. The work can be further extended to emerging
areas like sarcasm and slang and privation words and comparisons analysis and detec-
tion using natural language processing tools and improving new tools.
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Abstract. This paper proposes an unsupervised gene selection algo-
rithm based on the singular value decomposition (SVD) to determine
the most informative genes from a cancer gene expression dataset. These
genes are important for many tasks including cancer clustering and clas-
sification, data compression, and samples characterization. The proposed
algorithm is designed by making use of the SVD’s clustering capability
to find the natural groupings of the genes. The most informative genes
are then determined by selecting the closest genes to the corresponding
cluster’s centers. These genes are then used to construct a new (pruned)
dataset of the same samples but with less dimensionality. The exper-
imental results using some standard datasets in cancer research show
that the proposed algorithm can reliably improve performances of the
SVD and kmeans algorithm in cancer clustering tasks.

Keywords: cancer clustering, DNA microarray datasets, gene selection
algorithm, kmeans, singular value decomposition

1 Introduction

Cancer clustering using microarray gene expression datasets is one of the most
important researches in medical community [1-9]. Cancer clustering is an un-
supervised task of grouping tissue samples from patients with cancers so that
samples with the same cancer type can be clustered in the same group. It is
worth to mention that this task is complement but different to cancer classi-
fication [10-23], a supervised task where the classifiers are trained first using
training datasets before being used to classify the samples.

Gene expression datasets have one particular characteristic: they usually con-
sist of only a few samples (hundreds at most), but each sample is represented
by thousands of gene expressions. This characteristic makes the clustering tasks
challenging because usually clustering algorithms perform poorly when the num-
ber of samples is small. Additionally, the huge dimensionality of the samples im-
plies that the datasets contain many irrelevant and potentially misleading gene
expressions. Thus, gene selection is a prerequisite to prepare the datasets for
further analysis.

In this paper, we propose an unsupervised gene selection algorithm based
on the SVD to determine the most informative genes from a gene expression
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dataset. The algorithm is designed by making use of clustering capability of the
SVD to find the natural groupings of the genes. The most informative genes are
then chosen by selecting the closest genes to the corresponding cluster’s centers.
These genes are then used to construct a new (pruned) dataset of the same
samples but with less dimensionality.

2 The SVD

The SVD is a matrix decomposition technique that factorizes a rectangular real
or complex matrix into its left singular vectors, right singular vectors, and sin-
gular values. Some applications of the SVD include clustering [24, 25], matrix
approximation [26], pseudoinverse computation [27], and determining the rank,
range, and null space of a matrix [28].

The SVD of matrix A € CM*N with rank(A) = r is defined with A =
UXVT, where U € CM*M = [uy, ..., uy] denotes a unitary matrix that con-
tains the left singular vectors of A, V. € CN*N = [v, ..., vy]| denotes a unitary
matrix that contains the right singular vectors of A, and ¥ € Rﬂ‘f *N' denotes a
matrix that contains the singular values of A along its diagonal.

Rank-K SVD approximation of A is defined with A ~ Ax = UKEKV£,
where K < r, Ug and Vg contain the first K columns of U and V respectively,
and X denotes a K x K principal submatrix of ¥. Ay is also known as the
truncated SVD of A, and according to the Eckart-Young theorem, A is the
closest rank-K approximation of A in Frobenius norm criterion [26, 27].

3 The proposed algorithm

Algorithm 1 outlines the proposed gene selection algorithm. The output of the
algorithm, A, is then inputted to the SVD or kmeans for clustering purpose.
Note that the samples in A is the same as the samples in A but its columns
consist of only the top genes selected by algorithm 1. Algorithm 2 describes
the standard clustering procedure using the SVD. Clustering procedure using
kmeans is conducted by simply applying kmeans clustering on rows of A. When
gene selection is not used, then the clustering procedures will be the same, but
the input is A instead. As both the gene selection procedure and the cluster-
ing algorithms are unsupervised, this strategy can be implemented in a fully
unsupervised fashion.

4 Experimental results

We now use of the proposed algorithm to improve clustering performances of the
SVD and kmeans algorithm using four standard datasets in cancer clustering re-
search. The datasets were downloaded from http://algorithmics.molgen.mpg.de/
Static/Supplements/CompCancer/datasets.htm [29]. To evaluate clustering qual-
ity, we used two metrics; Adjusted Rand Index (ARI) [30-32] and Accuracy [1].
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Algorithm 1 SVD based gene selection algorithm.

1. Input: sample-by-gene matrix A € RfXN, and #cluster K.
Normalize each column of A, i.e., Gmn Z“# for Vn.

Compute Vg = [v1,...,Vvk] of A. "

Apply k-means clustering on rows of Vi to obtain K clusters of the genes.
Compute cluster’s centers by averaging all gene vectors a, in the same cluster.
Compute Euclidean distances of all genes from the corrensponding centers.
Sort the genes according the the distances (in ascending order), and select G < N
top genes from the list.

8. Form the pruned matrix Ae RJXIXG where the colums are the top genes selected
from step 7.

NN

Algorithm 2 Clustering procedure using the SVD.

1. Input: sample-by-gene matrix A € R} *" (or Ae foc), and #cluster K.

2. Normalize each column of A (or A).
3. Compute Ug = [uy,...,ux] of A (or A).
4. Apply k-means clustering on rows of Ug to obtain K clusters of the samples.

There is one parameter needs to chosen in the proposed algorithm: the num-
ber of top genes G. After several attempts, G was set to 50, 2000, 1000, and 1000
for Nutt-2003-v2, Armstrong-2002-v2, Tomlins-2006-v2, and Pomeroy-2002-v2
respectively.

Table 2 and 3 give clustering performances of the SVD and kmeans without
the gene selection, and table 4 and 5 show the results when the gene selection was
employed. Because the proposed algorithm does not have uniqueness property
(due to the use of kmeans to obtain clustering assignments), the experiments
were repeated 1000 times for each case, and the values are displayed in format
average + standard deviation values.

Figure 1 plots average values in table 2-5. It is interesting to see that without
the gene selection, the performances of the SVD and kmeans are quite compa-
rable (first row of figure 1). Then when the procedure was employed, the SVD
seems to benefit more (second row of figure 1).

The performance improvements of the SVD and kmeans due to the gene
selection procedure are summarized in first row and second row of figure 2 re-

Table 1. Cancer datasets.

Dataset name Tissue #Samples #Genes #Classes
Nutt-2003-v2 Brain 28 1070 2
Armstrong-2002-v2 Blood 72 2194 3
Tomlins-2006-v2  Prostate 92 1288 4
Pomeroy-2002-v2  Brain 42 1379 5
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Table 2. Results of the SVD without gene selection.

Dataset name

ARI

Accuracy

Nutt-2003-v2

Armstrong-2002-v2
Tomlins-2006-v2
Pomeroy-2002-v2

0.0107£0.0

0.518 £0.0399
0.0828 £0.0244

0.287 £0.125

0.571+£0.0

0.720 £ 0.0247
0.489 £ 0.0350
0.598 £0.0901

Table 3. Results of kmeans without gene selection.

Dataset name

ARI

Accuracy

Nutt-2003-v2

Armstrong-2002-v2
Tomlins-2006-v2
Pomeroy-2002-v2

0.0185 £0.0191
0.491 +£0.0997
0.164 +0.0439
0.181  +0.0939

0.583 £0.0272
0.729 £0.0454
0.559 £0.0405
0.481 40.0755

Table 4. Results of the SVD with gene selection.

Dataset name

ARI

Accuracy

Nutt-2003-v2

Armstrong-2002-v2
Tomlins-2006-v2
Pomeroy-2002-v2

0.101 £0.101
0.637 £0.119
0.143 £0.0336
0.455 £0.110

0.644 £0.0961
0.825 £0.0876
0.535 £0.0336
0.717 £0.0762

Table 5. Results of kmeans with gene selection.

Dataset name ARI Accuracy
Nutt-2003-v2 0.0624 +0.0767 0.621 +0.0743
Armstrong-2002-v2 0.601 40.149 0.785 £0.0954

Tomlins-2006-v2

Pomeroy-2002-v2

0.171 +0.0481

0.377 +£0.115

0.564 £0.0415
0.663 £0.0810

Andri Mirzal
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Fig. 1. Performance comparison between the SVD and kmeans (first row: without gene
selection, second row: with gene selection).

spectively. Table 6 and 7 give more quantitative results of the improvements.
As shown, the gene selection procedure improved the clustering performances
for both the SVD and kmeans in all cases with the better improvements were
observed in the SVD cases.

5 Conclusion

We have presented an unsupervised gene selection algorithm based on the SVD.
The proposed algorithm was designed by making use of clustering capability of
the SVD to select the most informative genes from a gene expression dataset.
The experimental results showed that the proposed algorithm improved cluster-
ing performances of the SVD and kmeans algorithm with more visible improve-
ments were observed in the SVD cases. In addition to improving the clustering
performances, the gene selection procedure also has a benefit in reducing the
sizes of the datasets. These results suggest that some mechanism of gene selec-
tion should be employed to remove irrelevant and misleading gene expressions
before analyzing the datasets further.
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Fig. 2. Improvements gained by employing the gene selection algorithm (first row cor-
responds to the SVD and second row to kmeans).

Table 6. Percentages of improvements (SVD).

Dataset name ARI Accuracy
Nutt-2003-v2 846.3 12.62
Armstrong-2002-v2 22.94 14.55
Tomlins-2006-v2 72.88 9.417
Pomeroy-2002-v2 58.63 19.99

Average 250.2 14.14
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Table 7. Percentages of improvements (kmeans).

Dataset name ARI Accuracy

Nutt-2003-v2 237.3 6.489

Armstrong-2002-v2 22.47 7.765

Tomlins-2006-v2 4.093 0.9220

Pomeroy-2002-v2 108.5 37.80

Average 93.08 13.24
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Abstract. Recently a recommender system has been applied to solve several
different problems that face the users. Collaborative filtering is the most com-
monly used and successfully deployed recommendation technique. Despite eve-
rything, the traditional collaborative filtering (TCF) operates only in the two-
dimensional user-item space. The explosive growth of online social networks in
recent times has presented a powerful source of information to be utilised as an
extra source for assisting in the recommendation process. The purpose of this
paper is to give an overview of collaborative filtering (CF) and existing meth-
ods used social network information to incorporate in collaborative filtering re-
commender systems to improve performance and accuracy. We classify CF-
based social network information into two categories: TCF-based trust relation
approaches and TCF-based friendship relation approaches. For each category,
we review the fundamental concept of methods that can be used to improve
recommendation performance.

Keywords: Recommender Systems, Collaborative Filtering, Social Networks.

1. Introduction

We live today in the era of technology and rapid developments especially online and
the web’s applications have grown significantly, thus providing a huge source of in-
formation to users. The amount of information and resources available on the Internet
is increasing every moment, and users face difficulty in accessing, searching and re-
trieving the information they need. More recently, the online social networking phe-
nomenon has enabled access to users’ profiles and preferences. This has allowed sev-
eral databases available on the Internet to be collected and used in experiments by
researchers. One way to overcome this situation is to employ the most successful
approaches for increasing the level of relevant content over “noise” that continually
grows as more and more content becomes available online and lies in recommender
systems [1]. The basic idea of recommender systems is to generate recommendations
that depend on users’ preferences [2], and today’s recommender systems are being
applied to solve several different problems in web applications in order to overcome
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problems such as information overload. In recent years recommender systems have
become more popular and important and they are employed in a large number of ap-
plications, as several web applications depend on them in recommending operations
[3]. The most popular recommender system techniques recommend that users depend
on the preferences of other similar users through collaborative filtering (CF). Collabo-
rative filtering (CF) collects information about a user by asking them to rate items and
makes recommendations based on highly rated items by users with similar tastes [4].
The current generation of collaborative filtering operates in the two-dimensional user-
item space based on users’ attributes (profile), item attributes and a user-item rating
matrix. That allows their recommendations to be based only on the user and their item
information and does not take into the consideration additional information that may
be very important for recommendation [5]. The role of the information available on
social networks has become very important as it can improve and enhance the rec-
ommendation process. Nowadays, some recommender systems allow users to build
their social networks and use these networks as additional information to suggest
items to users [6] such as [7], [8], [9].

The rest of the paper is organised as follows: We present the recommender system
collaborative filtering approach in section 2. We then introduce social network rela-
tions as an additional CF source in section 3. Finally, section 4 presents our conclu-
sion of the review.

2. Traditional Collaborative Filtering (TCF)

Recommender systems identify exactly what the user’s need, which means providing
support and assistance to users and helping them to make decisions on products. Col-
laborative filtering (CF) is the most popular recommender system technique predicts
items for a particular user depending on the items previously rated by other users. In
other words, CF utilises choices of similar neighbours (users) to generate recommen-
dations for users. CF is very successful in the real world, and is easy to understand
and implement [10]. There are two main types of CF algorithms: memory-based and
model-based.

2.1 Memory-Based CF

This operates on the entire user-item rating matrix to make predictions. The memory-
based approaches are the most popular prediction methods and work based on three
steps:

1. Calculate the similarity between active users and other users.
2. Select the neighbours (similar users).
3. Generate recommendations.

Similarity measures: Similarity measures are one of the basic elements of the work
of the collaborative filtering technique. The more similar two users are, the more
likely it is that a new item liked by one of these users is going to be liked by the other.
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Different similarity measures can be applied to the problem. The most common simi-
larity measures are Cosine distance and Pearson’s correlation coefficient. The latter is
used to calculate the similarity between items in recommender systems and can be
given by their correlation, which measures the linear relationship between objects
[11]. Cosine similarity is another approach to consider the items as document vectors
of n-dimensional and compute their similarity as the cosine of the angle.

The memory-based approaches are widely adopted in many commercial domains
such as [12] Amazon, who use three approaches: search-based methods, classical
collaborative filtering, and cluster models to solve the recommendation problems. In
[13] a memory-based approach is also used on a GroupLens system for NetNews, to
help users find articles they will need. There are two types of memory-based (CF):
user-based and item-based approaches. User-based approaches use the ratings of simi-
lar users to predict the ratings of active users, and [14] presented a framework for
collaborative filtering, whereby the work of [15] presents an optimisation method to
automatically calculate the weights based on ratings from training users. Item-based
approaches predict the ratings of active users depending on the calculated information
on items similar to those chosen by the active user. In [16], development concerned
model-based recommendation to address the scalability problems, and the authors
[12] used three approaches: search-based methods, classical CF and cluster models, to
solve the recommendation problems. The work of [17] explored the item-based ap-
proach to address increases the number of participants in the system, and was based
on identifying the relationship between items in the recommender system.

2.2 Model-Based CF

The model-based approaches, using training datasets, are used to train a predefined
model and then use the model to predict recommendation [9]. The obvious difference
between memory-based and model-based algorithms is that the latter estimate the
ratings by utilising machine learning techniques and statistics to learn about a model
from the basic data, while the former uses some heuristic rules to predict the ratings
[18]. Many models are used in model-based approaches, such as Bayesian models and
clustering models. The authors in [19] described a new model-based algorithm and
proposed an algorithm based on a generalisation of probabilistic latent semantic
analysis to continuous-valued response variables. In [20] statistical model higher
accuracy and we constant time prediction worked to standard memory-based methods.
The work of [21] presented CF as a flexible mixture model (FMM). The matrix fac-
torisation methods have recently been proposed for collaborative filtering [22] for
direct gradient-based optimisation method. [23] used Bayesian for Probabilistic Ma-
trix Factorisation (PMF), [24] presented the Probabilistic Matrix Factorisation model,
which scales linearly with the number of observations and, more importantly, per-
forms very well on the large and sparse. In [25] the authors provided simple and effi-
cient algorithms for solving weighted low-rank approximation problems and applying
the method to collaborative filtering.
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3. Using Social Network Information in Collaborative Filtering

With the explosion of Web 2.0 applications such as forums, blogs and microblogging,
social networks, social bookmarking and several other types of social media [9], us-
ers’ online activities have changed [4]. Recently, social networks have become more
significant for the information society. The basic idea of a social network is that it has
a set of actors, i.e. a group of users or organisations, which are the nodes of the net-
work, and relations are linked between the nodes by one or more relations [26], [27].
Social networks are everywhere, exponentially increasing in volume, and changing
everything about our lives: the way we do business, how we understand ourselves and
the world around us. They have become very important for many research areas be-
cause they offer very good information and can be incorporated in different methods.
Today some recommender systems allow users to build their social networks and use
these networks to suggest items to users [6]. Existing social networks allow discovery
and connections between users and social referrals [28], and thereby offer many op-
portunities for recommendations. Collaborative filtering algorithms are based on eve-
ryday life, because they are based on recommendations from other people [29]. In a
previous study, the prediction methodologies that depend on incorporating social
network information may be more accurate than those based on just mathematical
algorithms [30]. The importance of incorporating social network elements such as
social relations, in terms of “friendship and trust relation” and “social contents”, into
traditional collaborative filtering systems (TCF) have appeared significantly in several
studies, for example [31] and [32].

In collaborative filtering (CF) some existing methods use social network informa-
tion to improve performance and accuracy. We classify CF-based social network into
two categories in Table 1: TCF-based trust relations and TCF-based friendship rela-
tions approaches.

Table 1. Overview of classified CF based on social network information

Social Network & Recommendation Data used for Evaluation | Ref
Dataset Domain Recommendations Methods
CF data Social network
Information

Collect data from | Skin items (wallpa-
a Cyworld SN web | pers, background, | Rating by | Friendship relation MAE [30]
site music, and virtual | users

appliances)

Collect data from Users publish MAE,
the Facebook SN | Movie. Rating by | Users vote Precision, [31]
web site users Friendship relation | Recall,

MAP and

R-Precision

Last.fm dataset URL bookmarks. Rating by | Friendship relation | Precision &
Delicious datasets | Music artists. users Recall [91
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Douban dataset Movies, books,
music. Rating by | Friendship relation MAE &  |[33]
Epinions dataset Products  (movies, | users RMSE
books, music, etc.).
Movielens dataset | Movie. Rating by | Tags MAE &
Epinion dataset Products  (movies, | users Trust relation RMSE [34]
books, music, etc.).
Epinion dataset Products (movies, | Rating by | Trust relation MAE [7]
books, music, etc.). users
Film trust dataset. Movies.
Flixster dataset. Movies. Rating by | Trust relation MAE [35]
Epinions dataset Products  (movies, | users
books, music, etc.).
Movielens dataset | Movies.
LibimSeTi dataset | Users. Rating by | Trust relation MAE & [32]
Epinions dataset Products  (movies, | users RMSE
books, music, etc.).

3.1 TCF-Based Social Network Trust Relations Approaches

The trust between users of social networks is one of the active elements for improving
the work of the collaborative filtering approach. A trust relationship exists between
two users when one user has an opinion about the other’s trustworthiness and a rec-
ommendation is a communicated opinion about the trustworthiness of a third party
[36]. Many previous studies have suggested various methods to incorporate trust into
collaborative filtering in reference to the recommendation process; for example, [35]
and [32]. The work of [32] presented an empirical analysis of several of the tech-
niques used to incorporate trust into collaborative filtering through exploiting the
method proposed by [37] to infer trust relations between actor pairs in a social net-
work, based only on the structural information of a bipartite graph. For the purpose of
comparison three datasets are used: “Epinions, LibimSeTi and MovieLens”. MAE
and RMSE are utilised to measure the performance of each of the recommendation
algorithms. The results of incorporating trust into collaborative filtering algorithms
can increase both the accuracy and the coverage of personalised recommendations.

In [35], a method named “Merge”, incorporate social trust information into col-
laborative filtering. The authors merge the ratings of an active user’s directly trusted
neighbours by using Eq(1) according to how much the neighbours are trusted by the
active user and then incorporating this with CF.

~ ZveTNu tu,vrv,i
Tui = €Y
ZvETNu tu,v
Where 7, ; is the merged rating for the active user u on item i, according to the ratings
of her trusted neighbourhood TN,,. For finding a set of similar users for the active user
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u, the Pearson Correlation Coefficient (PCC) was used in Eq(2). Finally, Eq(3) pre-
dicts the rating for the active user.

Zielu‘v(fu,i - 77u)("];,i - fv)
Supy = . -
\/EiEIu,u(Fu.i - 77u) + \/Zielu,v(fv,i - 77v)

7 _ Z‘UEN Nu Su,vrv,j + Z‘UET Nu tu,vrv,j (3)
e ZVEN Nu Su,v + ZveT Nu tu,v

2

Experimental results of the method is based on three real data sets, “Film Trust, Flix-
ster and Epinions”, and shows that the proposed method is more effective in relation
to the accuracy and coverage of recommendations than other approaches based on the
MAE value.

Moreover, there is also previous work on exploiting the trust relation in CF re-
commender systems such as [7], [8] and [38]. In paper [7], the SNSCF method was
proposed and employed four types of ties: friend, fan, follower and member. This
identification of trustworthy users in a social network can improve the performance of
traditional collaborative filtering systems. The researchers in [8] used the Film Trust
website and studied the utility of the trust level in social networks. They obtained
subjective trust values about a specific user from each rater, and then the raters with
the highest trust values were selected. In [38], similar users are found by using trust
metrics, and user preferences are predicted based on propagated trust metrics. The
result shows that trust information works most effectively in terms of accuracy.

3.2 TCF-Based Social Network Friendship Relation Approaches

There are several relationships in social networks, but friendship is the most crucial
one seen between users whereby links are continually created over time and the
‘friend’ relationship represents how the concerned users indulge in mutual interaction
on social networks [7]. Traditional CF methods cannot distinguish between friends or
strangers with similar interests [39]. All of the work of CF-based methods can be
applied to nearest neighbours, who may be friends or strangers, but recently many
researchers have used the friendships from social network as additional information to
address this problem; for example, [9] and [30].

Authors of [30] proposed an approach to increase recommendation effectiveness
by incorporating social networking information into CF. They are using the friendship
relation “close friend” and user ratings to collect data from Cyworld, a social net-
working site, by distributing a survey to users to obtain data about their preferences
and their social networking. In this approach they create four experiments: the first
one used traditional collaborative filtering (TCF); in the second experiment utilised
friends instead of nearest neighbours; in the third experiment, they combined nearest
neighbours and friends in a new neighbourhood group, and in the fourth they incorpo-
rated levels of interaction to emphasise the influence of friends among neighbours. All
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experiments used a Pearson correlation coefficient (PCC) Eq(4) to calculate the simi-
larity between two users and used Eq(5) to predict the ratings of the active user.

2j(vaj = %) (vij — 1)
\/Zj(vaj - 17a)z ¥i(vy - 171')2

ZaERaters(ra,j - 17a) W(a,i)

ZaERaters|W(a,i) |

4

w(a,i) =

Pj=7+ )
The results indicate that utilising social network information is effective in CF for
enhancing recommendation performance.

In [9], the researchers proposed an approach, namely community-based CF, to rec-
ommend users based on the preferences of friends or communities, an approach that
consists of two steps. In the first step, they extract communities of users using the
structure of two algorithms — attribute-clustering SAC1 and SAC2 proposed by [40]
to discover the communities based on social link “friendship”. In the second step they
use Eq(6) to predict the rating of an active user u based on the users in the same
community that exist alongside u.

Zvec(u) W(u' 17). (rv,i - fv)

Lolw(w,v)|

Where 7, Is the average rating of user u, w(u, v) is the attribute similarity between u
and v, C(u) is the set of users in u's community, and 7,,; is the rating of user v on
item i. The authors used two datasets from last.fm for recommendations of music
artist and a delicious dataset for the recommendations of URL bookmark. They then
used precision and recall respectively to evaluate the recommendation quality; the
results showed that community-based methods yield better performance than a tradi-
tional CF approach that makes use only of the ratings. [31] explored the possibility of
utilising user preferences and used explicit rating data and data from Facebook for the
recommendation process. In order to understand users’ preferences they use the con-
tent that users publish and voting on in their Facebook pages, and then using the cross
domain concept [31] to achieve improvements in recommendation performance by
using the cross domain data, which is integrated as input to the collaborative filtering.
The authors collected two data sets from Facebook: explicit user ratings on 170 popu-
lar movies and Crawled Facebook accounts to obtain data from user profiles about the
user preferences of “music items, TV series and movies” and also about the users’
first and second degree friends (160 friends), who play a very important role in the
selection of users’ preferences. For the purposes of the experiment, different types of
cross-domain data from Facebook was used, incorporating various examined methods
to improve recommendations. To evaluate the results, the authors applied measures
such as MAE, Precision, Recall, MAP and R-Precision. The results show that, when
cross domain data is available, the recommendations based only on Facebook data are
similar to those based on ratings, specifically when no data is available.

(6)

TA'u'i = f‘u +
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Some researchers found that the utilised friendship with a matrix factorisation
framework can improve the recommendation process. For example, [33] proposed
two social recommendation algorithms, SR1 and SR2, which impose social regulari-
sation terms to constrain matrix factorisation. The results show that users’ social
friendship information can help to improve the prediction accuracy of recommender
systems.

4. Conclusion

The purpose of this paper is to review and describe the state-of-the-art of CF and the
role of social relationships in SN used to improve recommender systems. The social
network environment includes helpful information such as social relations (friendship
and trust between users) and social network contents (where users publish, vote,
watch, etc.). It can be used as additional input for the collaborative filtering recom-
mendation process. We discussed the different techniques used for recommendations
based on two categories: TCF-based trust relation approaches and TCF-based friend-
ship relation approaches. In recent years, many researchers have investigated how the
elements of social networks can play an effective role in recommender systems and
this has become a common trend in the research area.
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Abstract. Market Basket Analysis often involves applying the de facto
association rule mining method on massive sales transaction data. In this paper,
we argue that association rule mining is not always the most suitable method
for analysing big market-basket data. This is because the data matrix to be used
for association rule mining is usually large and sparse, resulting in sluggish
generation of many trivial rules with little insight. To address this problem, we
summarise a real-world sales transaction data set into time series format. We
then use time series clustering to discover commonly purchased items that are
useful for pricing or formulating cross-selling strategies. We show that this
approach uses a data set that is substantially smaller than the data to be used for
association analysis. In addition, it reveals significant patterns and insights that
are otherwise hard to uncover when using association analysis.

1 Introduction

Association analysis is sometimes known as affinity analysis or more specifically,
association rule mining [1]. It is a method commonly used for Market Basket
Analysis. In retail, Market Basket Analysis helps the retailer to find commonly
purchased products so as to identify cross-selling opportunities, optimise store layout,
and manage inventory [4, 8].

While association rule mining is currently the standard method for Market Basket
Analysis, we argue that it is not always the most suitable method for analysing big
market-basket data. When there is a large volume of sales transactions with high
number of products, the data matrix to be used for association rule mining usually
ends up large and sparse, resulting in longer time to process data as well as generation
of trivial rules with little insight.

One possible solution to the above problems is to apply clustering on sales
transaction data formatted as time series. Clustering of time series sales data may be a
superior alternative (to association analysis) for Market Basket Analysis because of
the following reasons:

e A data matrix required by association analysis becomes very large when
there are many sales transactions and products. The data matrix also
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on Advanced Data and Information Engineering (DaEng-2013), Lecture Notes

in Electrical Engineering 285, DOI: 10.1007/978-981-4585-18-7_28,

© Springer Science+Business Media Singapore 2014



242 Swee Chuan Tan and Jess Pei San Lau

becomes sparse when each transaction involves the sales of only a few
products.

e On the other hand, time series clustering of sales transactions requires data
to be summarised as time series, which can result in a substantially smaller
data set that requires less time to process.

e Time series clustering can be used to identify products that are commonly
purchased across a certain time period. Such patterns are otherwise hard to
discover using association rule mining, which analyses transactions
without temporal consideration.

So, why should clustering work? Our intuition is that the sales quantities of any
two commonly purchased products should be positively correlated. When the sales
quantities of these two products are observed over different time points, the time
series of the sales quantities should be similar in their upwards and downwards
temporal patterns. When clustering is applied, these two time series should be
assigned to the same cluster. Conceptually, each cluster contains a set of items
analogous to an itemset in association rule mining.

In this paper, we present a practical case of applying Market Basket Analysis on a
real-world sales transaction data set using time series clustering, rather than using
association rule mining. We find that time series clustering requires a very small data
set that is a fraction of the size of data matrix required by association analysis. Yet,
the clustering process helps to discover many sets of complementary parts, where
each set of parts are used to make the same product. Such information is useful for
cross-selling and pricing. Furthermore, the time series patterns can also be analysed to
provide useful information for inventory control.

The rest of this paper is organised as follow. Section 2 reviews related work.
Section 3 discusses a real-world case where Market Basket Analysis can be
performed using time series clustering of sales data. Section 4 presents the results and
discusses the insights gained. Finally, Section 5 concludes this paper and discusses
implications of our work on future research directions.

2 Related Work

Most existing applications of Market Basket Analysis involve applying association
rule mining on sales transaction records. The most popular story (or fable) about such
applications is the unexpected discovery that diapers being commonly purchased with
beer in the retail sector [8]. In the following, we review some existing applications
and issues about applying association rule mining for Market Basket Analysis.

Three Example Applications of Market Basket Analysis: The first application is
on analysing library circulation data [7]. The idea is to detect subject-classification
categories that co-occur in loan records of books. The second application is in the
domain of Bioinformatics where association rule patterns are discovered from gene
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expression data [6]. The third example is on extending the application of Market
Basket Analysis form a single-store to a multiple-store environment [5]; while this
extension from single to multiple stores helps identifying new insights, the number of
transactions to be processed also increases considerably. This will increase data
processing time when association rule mining algorithm is applied. In the following,
we discuss some related issues.

Issues in using Association Rule Mining for Market Basket Analysis: The first
issue is the generation of too many redundant rules. While there have been attempts in
the data mining community to address this problem (e.g., see [2], [11]), research is
still ongoing. The second issue concerns the “interestingness” of rules. Association
rule mining tends to generate many trivial rules that are already known to the user.
These rules often distract users from identifying rules that are really interesting and
useful. The task of finding interesting association rules is an important topic in data
mining research and has received a lot of attention [13]. The third issue is the long
computation time required to discover large item-set patterns. To overcome this
problem, some attempts have been made to develop more efficient algorithms (e.g.,
see [9]) or using sampling technique [3, 12] to reduce the amount of data to be
processed.

As mentioned earlier, this work considers the application of cluster analysis
instead of association rule mining to perform Market Basket Analysis. In the
following, we review some topics related to time series clustering.

Cluster analysis: While association analysis aims at identifying groups of attributes
(i.e., products, as in the context of Market Basket Analysis), cluster analysis focuses
on identifying groups of similar records (i.e., sales transactions). One of the most
commonly used clustering methods is K-Means clustering [10].

K-Means is a simple partitional clustering algorithm that clusters observations into
K groups, where K is a user-specified input parameter for the number of clusters. K-
Means assigns each observation to its nearest cluster. When the value of K is not
known in advance, it is necessary to generate different clustering solutions using
different values of K. The clustering solution that best describes the actual clustering
pattern in the data can be found using cluster quality measures. One of the commonly
used measures is the Silhouette coefficient. This is a good indicator of cluster quality
because it gives an objective measure of the cohesion and separation of clusters in the
clustering solution.

Most sales data sets are represented as a table recording sales transactions
sequenced by time. To apply cluster analysis on such data, the format has to be
converted into time series format. A time series is a sequence of observations ordered
by time points [16]. Figure 1 shows a good example of time series, which is a
sequence of monthly sales quantity of a part (D23) ordered by a company.

When clustering time series, the method can be applied directly on the raw time
series data vectors; but if the data spans across many time points, then global features
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(such as skewness, kurtosis, seasonality, etc) be extracted for clustering in order to
achieve scalability [16].

In the next section, we present a real-world case where Market Basket Analysis
was performed using time series clustering of sales data.

100
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40
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20 Company B-- Part D23
10

Sales Quantity

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35
Month

Figure 1: An example of time series showing the sales quantity of Part D23 being
purchased by Company B over 36 monthly time points.

3 A Real-world Case of Market Basket Analysis using Clustering

Z Company' is a global supplier of raw parts to many manufacturing companies.
According to the annual financial report by the Headquarter of Z Company, the
outlook is not rosy due to fierce competition. The company sees the urgent need to be
more rigorous in managing its productions, stock control and distributions.

In response to the situation, one of the business objectives is to better understand
customer needs. While customer questionnaire survey may be used to achieve this
goal, the approach is expensive, time consuming, and requires careful execution to get
reliable and useful results. One alternative is to mine the existing data to discover
useful customer information. Towards this end, this project aims to analyse the sales
transaction data to discover customer purchasing behaviours.

Data Preparation: Z Company has about 56 thousand sales records of more than 700
products over the past three years. The sales transaction data set also contains more
than ten transaction-related variables. For the purpose of time series clustering, we
only require the Customer Number, Item Part Number, Sales Date and Quantity
Ordered of each transaction as the data set for analysis.

1 The actual identity of this company cannot be disclosed due to confidentiality reasons.
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During the data preparation stage, a small number of invalid records (mainly
canceled orders) were identified and removed before further analysis. The data was
sorted by Customer Number and then Item Part Number and Sales Date. The records
are then aggregated by month and the total quantity ordered in each month was then
computed. This resulted in a table with Customer Number, Item Part Number, Month
Identifier (an integer than ranges from 1 to 36), and Monthly Sales Quantity. This
table is then reformatted to have each Month Identifier being represented as a column
capturing the sales quantity of the month. The resulting table ends up with about two
thousand records over a period of 36 monthly time-points. Each record captures 36
monthly sales quantities of a part sold to a particular customer over the three-year
period. Figure 2 gives an example of the data conversion from sales transaction
format to time series format. Since the data spans over only 36 time points, the data
size is small and we can apply clustering directly on the time series data.

Ci Num | Item Part Num | Month ID | Sales Qty

Company B D23 1 73

Company B D23 2 59 Month ID

Company B D23 ‘ Customer Num | Item Part Num 1 2 36
Company B D23 36 67 Company B D23 73 59 67
Company B D24 1 15 Company B D24 15 22 23
Company B D24 2 22

Company B D24

Company B D24 36 23

Figure 2: Data conversion from sales transaction table format to time series format.

One characteristic of the original sales data is that the ordered quantity of the same
part may vary greatly. For example, Customer A may purchase 5000 pieces of one
part, while Customer B may purchase only 500 pieces of the same part. When
performing cluster analysis on such data, we want the algorithm to cluster time series
records with similar temporal patterns without being concerned with the actual
quantities being purchased. This is particularly important for clustering algorithms
that make use of distance function to compute similarity between any two time series.
In this project, we normalize each time series data record to a standard range, which
results in assigning an equal weight to every time series when performing clustering.

4 Results and Discussions

We use K-Means clustering algorithm to generate a series of clustering solutions
with different number of clusters, namely K = 35, K = 40, K = 45 and K = 50. The
solution with 45 clusters gives a good score based on Silhouette coefficient; so this
clustering solution is being selected for further analysis.

In the 45 clusters generated, we found many interesting sets of complementary
parts that are used to make different types of products. These sets of complementary
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parts are previously not known to us, and the new information allows sales staff to
derive useful strategies for pricing, sales and marketing.

Since most of patterns found are similar, we present a typical example pattern to
highlight the key characteristics. Deriving from one of the clusters, Figure 3 shows a
high correlation between the sales of Part D-12 and Part D-14 supplied to D
Company. This company is an existing customer of Z Company and the company
specialises in making components used in production of white goods. Further
clarification with D Company confirms that these two parts are used to manufacture
the same product. Hence, Parts D-12 and D-14 are complementary parts.

This finding is useful in two ways. Firstly, basic economics principle tells us that
the demands of complementary products are positively correlated [4]. This implies
that price reduction of Part D-12 may lead to an increase of its demand, as well as the
demand of Part D-14. Hence, this piece of information can help Z Company in
deriving appropriate pricing strategy of commonly purchased parts discovered in the
clustering exercise.

Secondly, the information may be useful for stock control because Figure 3 shows
that when one part has zero demand, it tends to lead the other part to have zero
demand as well. For example, when there is no sales transaction of part D-14 at time-
points 4, 16, and 28, there is also no sales transaction of D-12 at time-points 5, 17 and
29 respectively. This suggests that Z Company should be prudent in stocking up D-12
for D Company in the upcoming month when there is no sales transaction of D-14 in
the current month. Note that this type of insight is not easy to discover when applying
association rule mining.

[y

—D12 - -D14

o
o

o
o

Sales Quantity
o
>

e
N

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35
Monthly Time Point

Figure 2: The sales quantities of Parts D-12 and D-14 are highly correlated in
demand.
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5 Concluding Remarks

This paper shows that time series clustering of sales data can help reveal interesting
information about customers, which contributes towards competing on customer
intelligence. For example, the discovery of complementary products can lead to new
cross-selling opportunities and help more careful inventory control. The information
can also be used to improve pricing.

This study also suggests that applying time series clustering on sales data could
complement and reduce the cost of traditional customer surveys. We have shown that
mining customer sales data has helped Z Company to obtain useful information (e.g.,
discovery of previously unknown complementary products) that is otherwise hard to
obtain using questionnaire surveys.

One interesting point to note is the conversion of the original sales data to the time
series format. The conversion leads to a significant reduction in the size of data to be
mined. If the original sales data were to be plainly analysed using association rule
mining, it would have been a 56000-by-700 data matrix (which is based 56000
transactions and 700 products); but when converted to time series, the data matrix size
is reduced to about 2000 by 36. The total number of data cells needed is reduced by
544 times (i.e., 56000*%700/(2000*36))! This reduction in data size has helped our
analysis tremendously. Moreover, the problem of having sparse matrix is also
resolved as a result of this conversion.

Our work shows that certain market basket data can be analysed more easily using
time series clustering instead of association analysis. Since Market Basket Analysis
has wide applicability in many domains, we believe some problems previously solved
using association analysis can now be better tackled using time series clustering.
Furthermore, more advanced clustering methods (e.g., [14, 15]) can be used to
enhance the analysis.
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Abstract. Power Iteration Clustering (PIC) is an applicable and scalable graph
clustering algorithm using Power Iteration (PI) for embedding the graph into the
low-dimensional eigenspace what makes graph clustering tractable.

This paper investigates the negative impacts of outliers on power iteration
clustering and based on this understanding we present a novel approach to remove
outlier nodes in a given graph what in turn brings significant benefits to graph
clustering paradigms. In the original PIC algorithm, outliers have a high potential
to be mis-clustered, and hence, they impress the output of PI embedding. As a
result, the embedded space offered by PIC couldn’t be deemed as a reasonable
illustration of the graph in question. The statistical outlier detection method
applied in this paper detects and removes outlier nodes in an iterative manner to
enhance the embedded space for clustering.

Experiments on several datasets across different domain show the advantages of
the proposed method compared to the rival approaches.

Keywords: Clustering, Graph Clustering, Outlier Detection, Spectral Clustering,
Power Iteration Method, Eigenspace, Spectrum

1 Introduction

Clustering is a fundamental task of machine learning aims to organize the data in
homogeneous groups. Graphs are complex data structure for both supervised and
unsupervised learning .In the unsupervised context, there are many algorithms for
clustering the graphs. Common objective of graph clustering algorithms is grouping the
nodes that maximize the similarity, or links, intra the cluster(s) and in the same way,
minimize inter the cluster connections .Ideal algorithm belongs to NP class. Global and
local algorithms are two main trends of graph clustering methods to approximate
admissible clustering result. In a global clustering, each vertex of the input graph is
assigned a cluster in the output of the method, whereas in a local clustering, the cluster
assignments are only done for a certain subset of vertices, commonly only one vertex.
Graph clustering has a wide range of applications in social network analysis, machine
vision, bioinformatics, VLSI design etc. [2].

Power Iteration Clustering (PIC) is an accurate and scalable algorithm that embeds a
given graph into very low-dimensional space [1]. Each point in the embedded space

T. Herawan et al. (eds.), Proceedings of the First International Conference 249
on Advanced Data and Information Engineering (DaEng-2013), Lecture Notes

in Electrical Engineering 285, DOI: 10.1007/978-981-4585-18-7_29,

© Springer Science+Business Media Singapore 2014



250 Amin Azmoodeh and Sattar Hashemi

representing a node in the graph. After embedding, algorithm runs a general clustering
algorithm, e.g. k-means, on the embedded space. But our PIC evaluations on different
datasets show that outlier data affected the PIC accuracy. We present an improved
version of PIC by detection and then rejection the outlier nodes of the graph. Because
detection of outlier nodes on the graph structure is a challenge and could be confront
from different views, we prefer to detect them in the embedded space .Experiments on
datasets demonstrate the improvements of our approach.

This Work is presented as follows: in the Sec.2. a brief history of related works would
described. We explain the PIC with more details in Sec. 3 and some popular methods
for outlier detection presents in Sec. 4. Next, we propose our algorithm in Sec. 5 and
show the experiments results in Sec. 6. Finally, we conclude about why our improved
algorithm generates better result in more datasets and suggest some future work in
Sec.7.

2 Related Work

Spectral Clustering [3-5] is a branch of global methods that using the spectrum of graph
[6] for clustering the node instead the native space that data represented. A wide range
of algorithms proposed based on spectral clustering [7, 8] that try to optimize a criteria
on graph and find its solution in graph eigenspace .PIC and spectral clustering are
similar in that both embed the data points in low-dimensional eigenspace and different
in what is this embedding and how it is derived [1].

Basis spectral clustering algorithms based on the relaxation of some graph partitioning
problems and uses the benefits of linear algebra. Shi and Malik [7] relaxed the Ncut
objective and solution of the problem is the set of & first eigenvectors of graph adjacency
matrix. They applied the k-means algorithm to cluster the rows of the joined £ first
eigenvectors, in which each row represents an object from a dataset. A k-way Ncut
spectral clustering algorithm proposed by Ng et al [8], differs from [7] in the sense that
the eigenvectors to be clustered are obtained from the graph Laplacian matrix. A
complete history of spectral graph clustering algorithms could be found on [4, 16].

Despite the ability and scalability of PIC, there are few activity based on it. It might
relate to the simple way of PI embedding .One of the few works is by Anh Pham et al.
[17] to propose an improved version of PIC based on deflation technique for computing
multiple orthogonal pseudo-eigenvectors of graph to overcome the inter-cluster
collision problem. Encountering to noise is a challenge of clustering and some
researches focus on this problem [18, 19].

3 Power Iteration Clustering (PIC) and Outlier Detection
3.1 Power Iteration
Power Iteration (PI) is a fast, simple and scalable method for calculating the dominant

eigenvector of the graph. It embeds the graph into a very low-dimensional space. And
this embedding is very useful domain for graph clustering .PIC and other spectral
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methods are similar in that both use eigenspace to cluster the nodes and different in the
embedding space and the way of embedding.

Algorithm I The original PIC algorithm [1]

Input: A row-normalized affinity matrix W and the number of clusters k
Pick an initial arbitrary and non-zero vector v°

Repeat

t+1 wvt t+1 t+1 t
Set v « W] and 6"t < v — v

Increment t
Until |6¢ — 671 %0
Use k-means to cluster points on v*

Output: Clusters Cy, ..., C

Shi and Malik [7] proved that eigenspace could be a very useful alternative space for
clustering the graphs and in the eigenspace, Normalized Cut equation maximizes
approximately .In a graph including & cluster, we have an eigengap between the k" and
(k+1)™ eigenvalue [8]. Experiments in [1] shows that a combination of eigenvectors
with respect to their eigenvalues is an appropriate embedding space for graph clustering
instead the eigenvector(s). Given an affinity matrix W, PI embeds it to an eigenvalue-
weighted combination of eigenvector(s).

vi=cWvtl=..=c'Wt°
=cWhey + c,W'he, + -+ c,W'e,
= Cllltel + Czlztez + A + Cnﬂ.nten (1)

assumption : V0 = c,e; + c,e, + - + cpe,

Where v is an arbitrary non-zero vector at the beginning of iterations (¢t = 0) that it
would converge to our slightly low-dimensional embedding space. c is a normalizing

constant to keep v from getting too large. (Here ¢ = ). A; Is the i" eigenvalue

[wve|
ofthe graph and e; is its corresponding eigenvector.PI dose not converge to a significant
vector finally. But observation shows that an intermediate state of v’ is useful for
clustering. So we should define stopping criteria for the PI [1].

3.2 Outlier Detection

Outliers are data that do not perform expected normal behavior [9]. These data have
various and also significant effect on machine learning algorithms and their outputs.
Outlier detection has been found to be directly applicable in a large number of domains.
In some application, e.g. medical and public health, fraud detection and network
instruction detection. The objective of these problems is finding the outliers as an
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important pattern [10, 11]. But in some other machine learning algorithms outliers or
anomalies are pattern that disturb the correctness of method.

Some probable causes of the outliers are malicious activity, instrumentation error,
change in the environment and human error [9]. In our problem domain noise on spatial
datasets and also out of common structure nodes in the inherently graph datasets could
be detect as outlier. There are many approaches proposed for outlier detection like
supervised [12], semi-supervised and unsupervised [13], nearest neighbor based,
statistical based, information theory based and spectral decomposition based [9].

The underlying principle of any statistical approach for outlier detection arises from the
following definition - An outlier is an observation which is suspected of being partially
or wholly irrelevant because it is not generated by the stochastic model assumed [14].
Statistical outlier detection methods are model-based techniques. They estimate a
statistical model and then evaluate the data instances with respect to how well they fit
the model. If the probability of a data instance to be generated by this model is very
low, the instance is deemed as an outlier. Two main categories of Statistical approaches
for the training phase are:

i. Parametric: techniques assume that the data is generated by a known
distribution .Gaussian model, regression model and mixture of models [9] are
some parametric statistical outlier detection approaches.

il. Non-Parametric: in this category do not make any assumptions about the
statistical distribution of the data .he most popular approaches for outlier
detection have been histograms and finite state automata (FSA) [9].

4 Proposed Algorithm

Analyzing the outputs of PI shows that it suffers from the effect of outliers. In a Graph
without outliers including k cluster, we have an eigengap between the k™ and (k+1)%
eigenvalue and it’s the strength of the PI regarding to equation (1) because the output
contains the k main eigenvector(s) respect to their eigenvalue value and effect of
unimportant eigenvectors debilitate by their weak coefficients . But in presence of
outlier(s), they allocate some eigenvector(s) to themselves that these eigenvector(s) are
at the important side of eigengap.

Observations for a graph including outlier(s) shows: Outliers affects the embedding
space by a big deviation from the general behavior of PI output for valid data (Figure
1). This behavior is due to fact that outliers dedicate some important eigenvector(s) to
themselves and PI couldn’t generate precise embedding for valid nodes. Output of PI
for valid nodes can be model with a normal distribution approximately. Outliers have
low probability in this distribution (Figure 2).

Results as diagrams shows after removing the outliers, if exists in the dataset,
embedding space is more useful for clustering (Fig. 3, 4.).After the removing outliers,
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Fig. 1. Power Iteration output of UMBGBlog  Fig. 2. Probability Density Function (PDF)
for PI output of UMBGBIog Dataset.
(X-axis is data indices and Y-axis is PI Output)

embedding space is more separable, in other words k-means in the last step of algorithm
could generate better clusters, because embedded value of nodes are more separable.
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Fig. 3. PI Output UMBGBIlog Dataset after Fig. 4. PDF for UMBGBIlog Dataset after
removing Outliers removing Outliers

So in Boosted algorithm we apply a statistical parametric approach for outlier detection.
By an iterative process we embed the dataset to low-dimensional space, detect the
outliers (Algorithm II) and then delete them from dataset for next iteration.

Algorithm II The Outlier Detection algorithm

Input: A vector v,,»; and a Probability threshold p,
Set 4 = mean(v), 0 = Statndard Deviation(v)
Repeat
if NormalDistributionProbability(v;, u,c) < po
Add i to Outlier indices
Fori=I...n

Output: Outlier indices
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Algorithm III Boosted PIC algorithm

Input: A row-normalized affinity matrix W, number of clusters k and a Probability
threshold p,

Repeat
Pick an initial arbitrary and non-zero vector v°

Repeat

t+1 wvt t+1 t+1 t
Setv'™ « —— and § «|v - v

o]
Increment ¢
Until |6 — 61 #0
Set OutlierIndices < OutlierDetector (v¢, py)
Delete the Outlierindices from W
Until size (OutlierIndices) # 0
Use k-means to cluster points on v*

Output: Clusters Cy, ..., C

5 Experiments

We show the improvement of our algorithm (AlgorithmlIl) compared to the PIC and
other state-of-the-art spectral algorithms on a set of real datasets. They are labeled data
and use for both classification and clustering tasks [1].

v
Embed the W

neino PT

Remove
outlier(s)

Detect
Outlier(s)

Run k-means on

embedded space

Fig 5. Flow diagram of Boosted algorithm (Algorithm III)
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Table 1. Purity measurement of Boosted algorithm, PIC and spectral clustering algorithms on
several real datasets. Bold numbers are the highest in its row if results are different.

Dataset Cluster ~ Boosted Algorithm  Original PIC  NCut NJW

Iris 3 0.98 0.98 0.67 0.76
PenDigits17 2 0.76 0.75 0.75 0.75
PolBooks 3 0.87 0.86 0.81 0.82
UMBGBIog 2 0.95 0.94 095 095
AGBlog 2 0.96 0.95 0.52 0.52
20ngA 2 0.96 0.96 096 0.96
20ngB 2 0.95 0.87 0.5 0.52
20ngC 3 0.69 0.69 0.61  0.63
20ngD 4 0.51 0.54 047  0.51
Average 0.84 0.83 0.69 0.71

Table 2. NMI measurement of Boosted algorithm, PIC and spectral clustering algorithms on
several real datasets. Bold numbers are the highest in its row if results are different.

Dataset Cluster ~ Boosted Algorithm  Original PIC  NCut NJW

Iris 3 0.93 0.93 0.72  0.60
PenDigits17 2 0.22 0.20 020  0.20
PolBooks 3 0.66 0.62 0.57 0.51
UMBGBIlog 2 0.90 0.71 0.74 0.73
AGBlog 2 0.76 0.74 0.01  0.01
20ngA 2 0.92 0.92 092 0.92
20ngB 2 0.74 0.55 0.01  0.08
20ngC 3 0.49 0.44 032 031
20ngD 4 0.29 0.29 023 029
Average 0.65 0.60 041 040

For the network datasets (Polbook’s, UMBGBIlog, AGBlog) the Affinity Matrix is
simply A;; =1 if node i has a link to j. And for other datasets adjacency matrix
XiX j
X ianxi;
advantages of this similarity measurement is avoiding from parameter tuning like o2 .

In all experiments probability threshold is p, = 0.02 .

calculated by cosine similarity between feature vectors: One of the main

Clustering results are evaluated by three measurements: Purity, Normalized Mutual
Information (NMI) and Rand Index (RI) [15].We compare the results with original PIC,
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Table 3. RandIndex measurement of Boosted algorithm, PIC and spectral clustering algorithms
on several real datasets. Bold numbers are the highest in its row if results are different.

Dataset Cluster  Boosted Algorithm  Original PIC  NCut NJW

Iris 3 0.97 0.97 0.77  0.79
PenDigits17 2 0.65 0.63 0.63 0.63
PolBooks 3 0.88 0.86 0.84 083
UMBGBIlog 2 0.91 0.90 091 091
AGBlog 2 0.92 0.91 0.50  0.50
20ngA 2 0.76 0.76 0.76  0.76
20ngB 2 0.92 0.78 0.50  0.50
20ngC 3 0.69 0.73 0.67 0.68
20ngD 4 0.58 0.65 0.63  0.68
Average 0.80 0.79 0.69 0.69

Normalized Cut (NCut) [7] and the Ng-Jordan-Weiss (NJW) algorithm [8] (Tablel-3).
Purity(Q,C) = %Zk max|wk n cj|

Where Q = {wy, w,, ..., w,} is the set of clusters and C = {¢;, ¢, ..., ¢;} is the set of
classes.

1(Q,0)
JHQ) + H(C)

Where I(€, C) is mutual information and H(Q) is entropy of Q [15].

NMI(Q,C) =

TP+ TN
TP+ FP+FN+TN

Rand Index =

For iris and 20ngA dataset algorithm didn’t find any outlier data and so results are equal
to original PIC. Also for 20ngD Boosted algorithm generate lower results than PIC.
Regarding to its other method’s low-results seems that this dataset hasn’t proper data
structure for generating good graph clustering result. For other datasets experiments
show better results.

Rejected data points in all the datasets are less than 1% of dataset size. For example
only one sample rejected in 20ngB dataset but a big improvement achieved. But
deciding about the cluster label of rejected nodes could be an improvement for
increasing the measurements.

Analyzing the PI output for network datasets, e.g. UMBGBIlog compared to other non-
network datasets that their affinity matrix obtained by distance metrics, shows that
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outliers in these datasets play a bigger role to deviate the output of PI. Unusual and
abnormal behavior in these datasets is more distinct and isolated from the valid nodes
in affinity matrix and therefore eigenvalue(s) of these node get a bigger value .But in
non-network datasets although outliers affect the correctness of PI from generating
eigenvalue-weighted combination of our desired eigenvectors, their small link with
valid nodes avoid big deviation from ideal state.

6 Conclusion and Future work

In the preceding sections we proposed an improved version of Power Iteration
Clustering (PIC). By analyzing the behavior of PIC we found that outliers affect the
result of it. Their two main effects on the result are described in the following:

Decreasing the accuracy of embedding

Regarding to equationl in presence of Outliers some important terms Atey of
result should dedicated to the eigenvectors that described the behavior of Outliers.
Unfortunately their corresponding eigenvalues are at the important side of
eigengap and PI should contain them in the embedded space with high weight.In
other words, in presence of Outliers PI is not precise and careful for embedding of
valid nodes .So embedding has less detail and some nodes would finally miss-
cluster.

Decreasing the accuracy of clustering on embedding

Because in many cases the structure of outliers is very different from the structure
of valid nodes of graph, their eigenvalue(s) have extra weight and so regarding to
equationl, we have two quite different part in embedding .one part described the
outliers in the new space and another part dedicate to the valid nodes of graph .So
in last step of PIC, k-means couldn’t cluster the nodes carefully and some of centers
would converge to the outliers.

In this paper we empirically analyze the effects of outliers and present an improved
version of PIC to overcome this undesirable state. Analyzing the effect of outliers
mathematically and combine it with PI mathematics could generate a significant
framework for graph clustering. Investigating the results of other outlier detection
algorithms could be another approach. Also derive a mathematical criteria for p, could
help to make proposed algorithm more transparent.

On the other, rejected data in our algorithm might be important and useful. So proposing
an algorithm to decide about their proper cluster label after rejecting them from dataset
could avoid us from losing useful information.
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Abstract. Existing clustering techniques have many drawbacks and this
includes being trapped in a local optima. In this paper, we introduce the
utilization of a new meta-heuristics algorithm, namely the Firefly algorithm
(FA) to increase solution diversity. FA is a nature-inspired algorithm that is
used in many optimization problems. The FA is realized in document clustering
by executing it on Reuters-21578 database. The algorithm identifies documents
that has the highest light intensity in a search space and represents it as a
centroid. This is followed by recognizing similar documents using the cosine
similarity function. Documents that are similar to the centroid are located into
one cluster and dissimilar in the other. Experiments performed on the chosen
dataset produce high values of Purity and F-measure. Hence, suggesting that the
proposed Firefly algorithm is a possible approach in document clustering.

Keywords: Firefly algorithm, partitional clustering, hierarchical clustering, text
clustering.

1 Introduction

Clustering is a process of grouping documents into a cluster. Similar documents are
grouped in the same cluster and dissimilar documents in another cluster [1].
Furthermore, it is an unsupervised learning that does not require pre-defined classes
for the intended documents. In general clustering algorithms can be classified into two
categories; hierarchical clustering and partition clustering algorithms [2, 3].
Hierarchical clustering algorithm is a technique to build a hierarchy of clusters.
There are two approaches of this technique [1]. The first approach is agglomerative
hierarchical clustering which started by working from bottom to top, meaning that
every object in a single cluster is merged based on similarity between clusters [4]. The
second approach is the divisive hierarchical clustering which operates from top to
bottom. In this approach, objects in cluster are separated using one of the partition
clustering techniques. In undertaking a hierarchical clustering, one does not require to
determine the number of output clusters [5]. On the other hand, Partition clustering
returns an unstructured set of clusters. Partition techniques have some drawbacks;
they require a pre-defined number of cluster and an initial cluster centers. This paper
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uses Weight-based Firefly Algorithm (WFA) in a divisive hierarchical clustering to
overcome such problems. The proposed WFA attempts to overcome the problem of
trapping in local optima (of identifying the k number of clusters) by using Firefly
Algorithm (FA). The total weight of document is assigned as the initial light intensity
of a firefly. Furthermore, the attractiveness between documents is later undertaken
based on Euclidean distance. The proposed approach then finds the center of cluster
that produces the highest brightness.

The remainder of the paper is structured as below: In section 2, we provide related
work. Section 3, present the proposed Weight-based Firefly Algorithm (WFA)
approach. The evaluation is presented in section 4, followed by the conclusion in
section 5.

2 Related Works

Text clustering is a useful technique for organizing text documents as clusters, the
similar text is in one group and dissimilar text is in another group [6]. One of the most
famous clustering techniques is the K-means which is classified as a type of
partitioning clustering. Another well-known algorithm is the Principal Direction
Divisive Partitioning (PDDP) for divisive hierarchical clustering [7]. Divisive
clustering is one type of hierarchical clustering that it is used to construct a hierarchy
of clusters. One drawback of divisive clustering is its low performance, hence, leading
to the combination with Intelligent Swarm methods. Particle Swarm Optimization
algorithm is one type of Intelligent Swarm methods that it is integrated with divisive
clustering approach [8]. The experiment result indicates high performance and
robustness with lower running time.

The K-means algorithm has been widely utilized in the domain of clustering.
Nevertheless, due to its random initial centroids, work has been reported to fall into
local optima. Such situation has led researchers to integrate K-means with
optimization techniques such as Particle Swarm Optimization algorithm (PSO) [9].
However, the result of the proposed sequential approach was no better than having
PSO as an individual clustering method. Despite such result, it was learned that for
the Wine and Iris [10] datasets, the combination of K-means and PSO generate better
results.

Another type of Intelligent Swarm methods is the Firefly Algorithm (FA). Firefly
algorithm was developed by Xin-She Yang in 2007 at Cambridge University. It has
two important issues, the light intensity and the attractiveness. For optimization
problems, the light intensity, I, of a Firefly at a particular location, x, can be
determined by I(x) a f(x). The attractiveness B is relative. It changes depends on the
distance between two fireflies [11]. Firefly algorithm is utilized in many optimization
problems such as image processing which it is used to search for multiple thresholds
[12]. Furthermore, the performance of Firefly algorithm was also studied in numerical
clustering [13]. The objective function of such work was to minimize the distance
between a center and the documents. The result was efficient, robust, and reliable that
generates optimal cluster centers compared with two nature inspired algorithms;
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Particle Swarm Optimization (PSO) and Artificial Bee Colony (ABC). The proposed
FA solved the local optima problem but the number of k cluster was pre-defined.

There has also been effort in integrating FA and K-means for data clustering. The
FA was employed to find the center of clusters while the K-means was utilized in
finding its clusters [14]. The proposed hybrid KFA minimized the intra-cluster
distance and reduced the clustering error compared to the K-means, PSO and KPSO.
However, this hybrid approach was implemented only on numerical data sets. In
addition, a hybrid of Firefly Algorithm and K-harmonic Means algorithm was also
undertaken on numerical data sets [15]. In this paper, we propose a clustering
technique utilizes FA to identify the initial cluster center using an objective function
that is formulated based on the term frequency of a document. The FA will also
identify documents that will be grouped into the identified centroid.

3 Method

Theproposed Weight-based Firefly Algorithm consists of the following steps:

3.1 Data Preprocessing

The data preprocessing is an important phase in web mining as it extract various
information from websites and represent it as a database. This phase includes seven
steps and they are follows. First, extraction of important text is done, the tags that
contains title and body. Second, the selected text is cleaned from digit and special
characters. Each text from documents that was cleaned is split to words. All of the
words in each document are analyzed for its length. If the words length is less than
two then it will be removed because it is useless in search process otherwise remain.
Fifth, the stop words is removed from the list of words and this includes words like
the, on, in, etc. The sixth step is on utilizing a stemmer algorithm that transforms a
word into its root. Lastly, the word frequency is calculated based on its occurrence in
the document [17].

3.2 Development of Vector Space Model

Vector space model VSM has been widely used to represent data in document
clustering. Each document is represented as a vector in the vector space [6]. The VSM
includes several steps: In the first step, a term-frequency (TF) database is created. The
rows include terms (words) and the columns represent the documents. The
intersection between row and column contain the occurrence of each terms (term
frequency) [16]. Secondly, a normalized matrix is created that where the occurrence
of terms is normalized between (0, 1) through calculate the length of each document
by using equation 1 [17]:
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1)

Where, m is the number of term in a collection, V is the term frequency, d is the
document. Then, normalized term frequency is divided on document length by using
equation 2:

__TF (2)
N= Length

Where, TF is term frequency. Then the weighting matrix tf-idf is created to find the
weight of each term in the document [17]. In order to do so, we need to calculate the
inverse documents frequency idf by using equation 3:

idf = log N/dft 3)

Where, N is the total number of documents in the collection, dft is the number of
documents in the collection that contain a term. Following to that, we determine the
weight of a term by using equation 4 [17]:

tf —idfiq = tfyq > idf; 4)

The total weighted of each document is obtained using equation 5:
m

total Weightd}. = Z tf — idfti‘dj )

i=1
Where, j is the number of documents, i is the number of the terms.

3.3 Text Clustering

Firefly algorithm has two important features, (a): the light intensity and (b): the
attractiveness. In an optimization problems, the light intensity I of a firefly at a
particular location x can be determined using objective function f(x). The
attractiveness P is relative. It changes depending on the distance between two fireflies.
The attractiveness § formula is shown in equation 6 [11]:

B = Boexp 1" ©

The movement of one document i to another document j is determined based on
equation 7:
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Xi=X'+B+X -XD+a (7

Where, Xi is the position of first document; Xj is the position of second document
in training data set.

In this paper, we propose that each document is represented by a single firefly and
the total weight of the document is the initial brightness I of the firefly. The highest
brightness is indicated by the highest total weight value and represents the best point.
The best point hence indicates the center of a cluster. The distance between two
documents is then calculated using Euclidean distance function [14] as shown in
equation 8:

Euclidean distance(X;, X;) = (X — X;)? ®

The WFA is used to determine document in the collection that has the highest
brightness and is later used as centroid of cluster. Once this is done, we then find the
similar documents for the centroid using cosine similarity matrix. Documents having
high similarity value is located in the first cluster while the ones with lower values in
a second cluster. Such an approach requires threshold. The cosine intra-similarity is
defined in equation 9 [5]:

- &)
Intra — sim(C;) = X; = V)
]Z; Y

Where, Ci is the output cluster, j is the number of terms in the collection, Xj is the
documents in cluster C, Vj is the center of cluster.

The second cluster that contains documents with low similarity value against the
centroid will again enter the text clustering phase (weight-based firefly algorithm to
find new centroids). The process of finding a centroid and its cluster continues until it
reaches the last document. The proposed Weight-based Firefly Algorithm is shown in
Figure 1.

Generate Initial population of firefly randomly x' where i=1, 2, .., n,
n=number of fireflies (documents).

Initial Light Intensity, I=total weight of document.

Define light absorption coefficient vy, initial y=1

Define the randomization parameter o, 0=0.7

Define initial attractiveness S, = 1.0

While t <N
Fori=1toN
Forj=1to N

If (total weight I; < total weight Ij) {

Calculate distance between 7, j using equation 8.
Calculate attractiveness using equation 6.

Move document 7 to j using equation 7.

Update light intensity I = I' + 8

End For j

End Fori

Loop

Rank to find best document.

Fig.1. The proposed Weight-based Firefly Algorithm (WFA)
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4 Evaluation

The proposed WFA is tested on a standard text classification dataset which is the
Reuters-21578 [18]. In the undertaken experiment, data is divided into three sets; two
parts are used for training and one part is used for testing. The training data is used to
build the clusters of documents and the test data is used to measure the clustering
quality of the proposed algorithm. Two data collection from Reuters-21578 was
chosen which are the REO and RE1. Description of the chosen documents is presented
in Table I [19].

Table I. Description of Data

Data Set No. of Classes No. of | No. of No. of
Documents Training data | Testing data Terms

REO 201 13 134 67 2149

REI 192 25 128 64 2156

As for the evaluation, the Classification Error Percentage (CEP) [12], Purity and F-
measure [19] are used as performance measurement. CEP is calculated by counting
the number of documents that is wrongly classified. It is shown in equation 10 [13]:

number of wrong classified documents (10)

CEP = 100
total number of documents in test data set :

Purity on the other hand is a measure of clustering quality [19]. The purity
depends on the maximum number of documents in class Qk and in cluster Cj
respectively. The equation is in 11 [19]:

P(Q, C;) = Maxy | NGl 1
The cluster purity calculated as in equation 12[19]:
P(Qy, C; (12)
Purity = M
QO €{07,.0c}

To measure the accuracy, the F-measure [19] is employed and it depends on the
recall and precision values [20]. The total F-measure is the summation average of F-
measure for all class. The equation to collect maximum value of F-measure is in
equation 13 [19]:

o max 2% R(Q,C) * P(Q,C;) (13)
( k)_ Cj E{Cl,...,Ck}( R(Qk;cj)+P(Qk'Cj) >
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Where: R (Qk, C]-)is recall measure and P(Qk, Cj)is precision measure. The
equation for total F-measure is in equation 14 [19]:

10 (14)

|
1\;( * max(F(Qk))

c
Total F — measure = —Z
k=1

The CEP, Purity and F-measure results are shown in Table II. Form the table, it is
noted that the first dataset, REO, has CEP of 23.9, purity of 0.7089 and F-measure of
0.5535. As for the REI, the CEP is equal to 21.9, while its purity and F-measure are
0.7890 and 0.5768 respectively. Based on literature, it is learned that a good
clustering is when the CEP value is low and the F-measure and Purity values are high
[19]. Hence, the obtained result of CEP which is less than 30, and Purity and F-
measure values higher than 0.5 indicates that the Firefly algorithm produces good
clusters.

Table II. Result of WFA

Data Sets CEP Purity F-measure
REO 23.880 0.7089 0.5535
RE1 21.875 0.7890 0.5768

5 Conclusion

A new approach for document clustering is presented using a meta-heuristics
algorithm which is the Firefly. In this paper, we propose that each document is
represented by a single firefly and the total weight of a document is the initial
brightness of the firefly. The point (document) with the highest brightness is later
identified as the centroid. Such an operation is assumed to be a new approach in
utilizing Firefly in document clustering. Such an approach operates by defining that
the significance of total weight of documents is equal to the light intensity in firefly.
In theory, the firefly which has the highest light will attract other fireflies. Hence, in
this work, the proposed WFA uses the highest total weight of document to represent
the centroid and attract other documents based on similarity between centroids and
documents.The performance of the proposed WFA is tested on a standard text
classification dataset which is the Reuters-21578 and is evaluated using three
performance measurements which are the Classification Error Percentage (CEP),
Purity and F-measure. The obtained results indicated that the proposed Weight-based
Firefly Algorithm would become a competitor in the area of data clustering.

Additionally, the proposed WFA can be operationalized in the form of a search
engine. It could be used to optimize the organization of index file structures into
clusters. Hence, may lead to a better precision and recall of a search engine and
reduces its computational time.
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Abstract. Handwriting Identification is a process to determine the author of the
writing and it involves some of process. Classification process is a final stage of
Handwriting Identification process where it will analyze the classification accu-
racy and based on the number of features selected. In this study, classification
process was conducted using various tree-based structure methods. Tree-based
structure method is one of the classification methods where it is able to generate
a compact subset of non-redundant features and hence improves interpretability
and generalization. However its focus is still limited especially in Writer Identi-
fication domain. Several of tree-based structure selected and performed using
image dataset from [AM Handwriting Database. The results also analyze and
compared of each methods of Writer Identification. Random Forest Tree classi-
fier gives the best result with the highest percentage of accuracy followed by
J48, Random Tree, REP Tree and Decision Stump.

Keywords: feature selection; writer identification; tree-based structure; com-
parative study.

1 Introduction

Feature selection is a common technique used in the field of pattern recognition,
machine learning and data mining and it has become the focus of researchers for a
long time. Feature selection aims to obtain the minimal sized subset of features, in-
creasing the classification accuracy, reduces computational complexity and help find-
ing easier algorithmic models [1] [2]. Besides, it also removes redundant and noisy
features from data sets and selects the most significant features for creating robust
learning models [3].

Handwriting is a behavioral biometric [11] [12] [13] characteristic, and is consid-
ered unique for each of individual. Hence, based on the individuality of the handwrit-
ing, the authors of the handwriting can be identified. The process of determining the
author of sample handwriting comes from a set of writers also known as Writer Iden-
tification (WI) [14]. This process based on the handwriting, ignores the meaning of
the words. Feature selection process that takes place in WI domain was conducted by
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[15] [16] and [17]. The main issue in WI is how to acquire the features that reflect the
authors of handwriting [11-13] and [18-30].

This paper proposes to evaluate the performance of various tree-based structures
for writer identification on small-sized data sets, where the number of features is less
than 20 features. The remainder of this paper is organized into six sections. In Section
2, explains about WI domain details. Section 3 explains each selected feature selec-
tion algorithms. In Section 4 and 5, experimental setup is presented and the results are
shown. In the last section, conclusion and future works are proposed.

2 Handwriting Identification

Handwriting is a behavioral biometric [11] [12] [13] characteristic, and consider
being unique for each of individual. Handwriting identification problems was intro-
duced long time ago and various studies were conducted using image processing and
pattern recognition technique [11] [15] [18] [40] where the result is to identify or
verify the author’s handwritten document.

Handwriting Analysis divided into Handwriting Identification and Handwriting
Recognition. Handwriting Identification tries to identify and verify the writer of the
given handwritten document while Handwriting Recognition deals with the content
and meaning of handwritten text. In addition, there are two models in handwriting
identification; identification and verification.

Identification model [16] and [17] is the process to determine who are the writer
among the candidates for the given handwriting samples while verification [24] deals
with a given a few samples of handwriting and then determine whether this samples
belong to same writer or a different writer among the candidates.

The main issue in Writer Identification is how to acquire the features that reflects
the authors of handwriting. Extracted features may consist of excessive features.
Some of the features are useless in classification, does not provide useful information
for the task in Writer Identification and this will interrupt the performance of the
classifier. However, the process of seclecting the most significant features in
handwriting identification has not been entirely researched.

Therefore this paper proposes several techniques of tree-based structure of
classification process in Handwriting Identification. This paper is contribution from
[34] presenting comparison of tree-based structures for feature selection.
Classification is the final stage in handwriting identification after Preprocessing and
Feature Extraction. The accuracy of classifier depends on quality of the features [16]
selected passesd during Feature Extraction stage.

3 Tree-based Structure of Feature Selection

The objective of feature selection are to obtain the most minimal sized subset of
features, increasing the classification accuracy, reduces computational complexity and
help find simpler algorithmic models [1] [2]. Besides, it also removes redundant and
noisy features from data sets and selects the most significant features for creating
robust learning models [3].
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Pre-processing a— Feature extraction — Feature selection — Classification

Fig 1.Framework of the experiment

Figure 1 showed the framework of the experiment that has been used in [34]. It is
found that feature selection process takes place between feature extraction and classi-
fication process. Meaning that the extracted features from Feature Extraction stage
will be processed in Feature Selection stage whereas; only the relevant and significant
features were allowed to classification stage. This is to ensure that the performance of
the classifier is increased and also to avoid the learning process to slowdown and the
risk of the learned classifier over-fitting the training data [4].

In this paper, five tree-based structures of classification methods was selected and
retrieved from various literatures by using Correlation-based Feature Selection (CFS)
as the feature selection method. The output of this research will compare and analyze
the classification accuracy and based on the number of features selected.

3.1 Decision Stump Tree

The decision stump has only one level of decision tree. It is showing that one in-
ternal node (root node) of decision tree connected to the terminal nodes (leaves node).
A decision stump makes a prediction based on the value of just a single input feature.
Sometimes they are also called 1-rules. Other than that, decision stumps are often
used as components (called "weak learners" or "base learners") in machine learning
ensemble techniques such as bagging and boosting.

3.2 J48 Tree

In classification, J48 starts with create a decision tree based on the attribute values
of the available training data. The internal nodes of a decision tree denote the different
attributes; the branches between the nodes tell us the possible values that these attrib-
utes can have in the observed samples, while the terminal nodes tell us the final value
(classification) of the dependent variable. In J48, the splitting process terminates if
all the attributes in a subset belong to the same class. Then the leaf node is creat-
ed in a decision tree telling to choose that class.

3.3 Random Forest Tree

A random forest is an ensemble of random decision trees with a randomized selec-
tion of features at each split and classification is based on majority voting of the trees.
Each tree in the forest has been trained using a bootstrap sample of individuals from
the data, and each split attribute in the tree is chosen from among a random subset of
attributes. Classification of individuals is based on aggregate voting over all trees in
the forest. Repetition of this algorithm yields a forest of trees, each of which have
been trained on bootstrap samples of individuals. Thus, for a given tree, certain indi-
viduals will be left out during training. Prediction error and attribute importance is
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estimated from these “out-of-bag” individuals. The out-of-bag (unseen) individuals
are used to estimate the importance of particular attributes.

3.4 Random Tree

A random tree is a collection of tree predictors that is called forest further. During
classification, the random trees classifier takes the input feature vector, classifies it
with every tree in the forest, and outputs the class label that received the majority of
“votes”. In case of a regression, the classifier response is the average of the responses
over all the trees in the forest. In random trees there is no need for any accuracy esti-
mation procedures, such as cross-validation or bootstrap, or a separate test set to get
an estimate of the training error. The error is estimated internally during the training.

3.5 REP Tree

REP Tree (Reduced Error Pruning Tree) generates a quick efficient decision tree
using information gain and also variance to identify the class information. Pruning
should reduce the size of a learning tree without reducing predictive accuracy as
measured by a test set or using cross-validation. Starting at the leaves, each node is
replaced with its most popular class. If the prediction accuracy is not affected then the
change is kept. While somewhat naive, reduced error pruning has the advantage of
simplicity and speed. It uses fast pruning algorithm to increase accurate detection rate.
The pruned tree provided enables to reduce the complexity of the process working by
finding the best sub-tree of the initially grown tree with the smallest error for test set.

4 Experiment

This experiment was carried out using; Mark Hall, Eibe Frank, Geoffrey Holmes,
Bernhard Pfahringer, Peter Reutemann, lan H. Witten (2009); The WEKA Data Min-
ing Software: An Update; SIGKDD Explorations, Volume 11, Issue 1.

The experiment was executed using dataset from IAM Handwriting Database,
which is contains sample of handwritten English word.This word image was extracted
using United Moment Invariants (UMI) to generate feature vector and here discretiza-
tion data was produced. UMI was proposed to use in extraction feature because of its
ability to generate features that are unique in each word.

The samples from this dataset were chosen randomly. Only 60 classes from 657
classes were used to implement in this experiment. From these classes, 4400 instances
are collected. According to figure 2, the 4400 instances were divided randomly into
five groups to form training and testing data in the classification task. The quality of
feature subset produce by each method can be explore by testing against classification
using five tree-based structure whereby CfsSubsetEval use as feature selection and the
result will show the comparison of performance among them.
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All data

4400 instances

'

Set 1 Set 2 Set3 Set4 Set 5

880 instances 880 instances 880 instances 880 instances 880 instances
—
\J -
Set A Set B Set C Set D Set E
Train 80% (Set 1234) Train 80% (Set 1235) Train 80% (Set 1245) Train 80%% (Set 1345) Train 80% (Set 2345)
3520 instances 3520 instances 3520 instances 3520 instances 3520 instances
Test 20% (Set 5) Test 20% (Set 4) Test 20%% (Set 3) Test 20% (Set 2) Test 20% (Set 1)

880 instances 880 instances 880 instances 880 instances 880 instances

Fig 2. Data collection for training and testing

5 Experimental Result and Discussion

Table 1. Experimental Result

Tree-based Structure Dataset Calssification Accuracy (%)
Undisc. No. Features Disc. No. Features
Selected Selected
Set A 3.8418 1 5.1977 6
Set B 3.8778 1 5.4054 6
DecisionStump Set C 3.9909 1 5.2452 6
SetD 4.0794 1 5.6229 6
SetE 4.0816 1 5.5556 6
Average 3.9743 1 5.40536 6
Set A 33.2203 1 98.6441 6
Set B 40.5405 1 98.7074 6
148 Set C 36.488 1 99.0878 6
Set D 23.7045 1 98.5667 6
Set E 35.6009 1 98.8662 6
Average 33.91084 1 98.77444 6
Set A 46.4407 1 98.0791 6
Set B 48.1786 1 98.7074 6
RandomForest Set C 40.4789 1 98.2896 6
Set D 31.2018 1 97.7949 6
Set E 40.0227 1 98.6395 6
Average 41.26454 1 98.3021 6
Set A 46.4407 1 96.2712 6
Set B 48.6486 1 96.7098 6
RandomTree Set C 40.821 1 97.1494 6
SetD 30.2095 1 95.9206 6
Set E 39.229 1 97.619 6
Average 41.06976 1 96.734 6
Set A 22.7119 1 97.0621 6
Set B 25.3819 1 98.0024 6
Set C 23.4892 1 96.9213 6
REPTree SetD 19.1841 1 97.9052 6
Set E 22.449 1 97.7324 6
Average 22.64322 1 97.52468 6
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Table 1 show the result of this experiment. The dataset used in this study are di-
vided into two categories which are discretize and undiscretize dataset. Found that in
any given set of dataset for the undiscretize dataset, single features are selected
whereby discretize dataset are 6 features selected. This shows that categorizing da-
taset has substantial impact for the feature selection process and hence classification
process.

Although the number of features selected remains same on all dataset for each data
category, the classification’s accuracy was different. Forundiscretize dataset, Random
Forest (RF) gives the highest accuracy; 41.26454%, followed by Random Tree (RT);
41.06976%, J48; 33.91084%, REP Tree; 22.64322% and Decision Stump (DS);
3.9743%. Surprisingly, the result show that none of methods in undiscretize dataset
gives the classification accuracy more than 50%. This is due to the number of feature
selected. Single feature may not have discriminatory power to differentiate each class.
Another reason is may be because of the nature of data itself due to the various style
of words represent a writer. However the classification accuracy improved in discre-
tize dataset. Out of 5 methods, J48 gives the highest classification accuracy which is
98.77445 followed by RF; 98.3021%, REP Tree; 97.52468%, RT;96.734% and DS;
5.40536%. In this study, although J48 give the highest classification accuracy, Ran-
dom Forest is considered as the best method for classification process in handwriting
identification. This is because RF tree give the best result compare with other meth-
ods especially in handling both undiscretize and discretize data type. J48 gives the
best performance in classification accuracy in handling discretize data but is weaker
in undiscretize data.

The good performance of RF as a classifier in handwriting identification is based
on how it’s works along the classification process. RF consists of ensemble of ran-
domized decision trees and the output is depends on plurality vote of all these deci-
sion trees. During classification, each tree casts votes, assigning a class to each sam-
ple. The result class refers to the class that received the most votes. Each decision-tree
of RF is constructed using a bootstrapped set which is only about two-third of the
original training data and another is left out as out-of-bag (OOB) cases. During the
development of tree, the selection of features is used to determine the split of each
node.

6 Conclusion and Future Work

The comparative study on tree-based structure for handwriting identification has
been presented. This study compared five methods of tree-based structure; Decision
Stump, J48, Random Forest, RandomTree and REPTree. Based on the result in Table
1, Random Forest Tree classifier gives the best result in both category (undiscretize,
discretize) of dataset with average accuracy (41.26%, 98.30) followed by J48
(33.91%, 98.77%), Random Tree (41.07%, 96.73%), REP Tree (22.64%, 97.52%) and
Decision Stump (3.97%, 5.41%).

As Random Forest gives the best result, this method will be carrying on the next
study.For the future work, the Random Forest Tree decided to use as a feature selec-
tion method for handwriting identification process, with the same dataset.
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Abstract. Steganography is the concept of concealing information within a
cover media. In this paper, we present a technique to hide the text information
within an audio file using a higher Least Significant Bit (LSB) layer. To hide
text information within the audio file, we propose an approach that uses two
LSB layers of the host file. The data hiding is done by minimum modification
to the host file, which implies that changes of host audio file do not impact the
Human Auditory System (HAS). Hiding of dual bit in the 4" and 1% LSB layer
improves the hiding capacity of the host file. The proposed approach is also ro-
bust with respect to the errors, occurred during embedding of text in the audio
files, as minimum modifications are performed on the original host audio.

Keywords: Higher LSB layer; HAS; text hiding; host audio; robust; embedding
of text.

1 Introduction

Steganography is a new approach of providing information security by incorporat-
ing messages within a different media such as text, audio or video. The use of such
media as a mean to cover and hide the secure information increases the proficiency of
masked communication [1]. Sometimes the authenticity of such media can be provid-
ed by embedding copyright information. In several occasions, steganography is used
along with cryptographic mechanism to safeguard the message from illegal persons.
Generally, in the cryptographic mechanism [1, 6], the unwanted third party intends to
detect, modify, or distorted information during transmission; and most of the time
they succeed to do that. But in steganography, the information is embedded within the
cover media in such a way that human auditory system or visual system cannot rec-
ognize them [2].

These days, most commercial organizations use the steganography approach by
mean of communication with respect to transmission of secure information such as
transaction information, business dealing, etc. [3]. But sometimes, these information
hiding schemes are not enough to provide security for the aforementioned confidential
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information. The enormous use of electronic communication and huge availability of
different free data hiding software makes the situation more critical [4, 5]. The cor-
rectness of information sometimes suffers by the data hiding scheme as the infor-
mation loss its originality during different types of transformations [5].

To solve the above issues, the use of audio steganography is quite successful up to
a certain extend as it provides better security of information and robustness [4, 5].
Audio steganography is advantageous [7] over the other steganography approaches
because it provides better security and privacy with respect to information leaking as
the stego media sounds the same as the original cover media. That is why the use
audio steganography is becoming more popular.

1.1 Current Problems

As we are concerned with audio steganography, the problems [6, 7] of audio ste-
ganography are:

e Large embedded file is needed to conceal large information.

e Original information cannot be extracted from the embedded file due to erroneous
data hiding scheme.

1.2 Objectives

To solve the problem regarding data hiding capacity and disturbance of cover me-
dia during the hiding of original large data within it, we should develop such a system
which can:

e Hide large text data [7] within a small audio cover media so that we can enhance
the space utilization of cover media.

e Hide the original information without losing its originality and the changes cannot
be detected by Human Auditory System (HAS).

2 Background Study

A list of nomenclature is shown in this section that will be used throughout the
whole paper,

Nomenclature

» Set of all characters, digits, numbers and symbols
() Used for representing element sequence ofa set
0] Denotes the null sequence

Data hiding or steganography is narrated in the following sections by dividing it in-
to a few sub modules as follows:
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2.1  Types of Steganography

Depending upon the cover media, the steganography approach can be classified in-
to several categories, i.e. the text based, image, video, Steganography in OSI Network
Model, and the audio based steganography.

Audio steganography can be categorized into three category i.e. Temporal Domain
[9], Transform Domain [13] and the Encoding Domain [17]. In the proposed tech-
nique, we have used audio as the covering media. A briefdescription has been drawn
in the following section about the above categories of audio steganography.

2.1.1 Temporal Domain Audio Steganography

In temporal domain steganography [9], several well-known approaches so far have
been applied to hide actual information with in the audio file. Low Bit Encoding and
Echo Hiding are the suitable example of such approaches.

The incorporation of target message into the cover media is quite an easy task, as
well as the capacity of hiding is also measurably good in this method. But it is not
very efficient to prevent the different network attacks i.e. IP attack, application layer
attack, TCP attack, etc. and it provides low robustness against the error. Sometime the
filtering of noise can destroy the original message. As the decoding is a very easy
task, the attacker can easily retrieve the original message from it.

2.1.2 Transform Domain Audio Steganography

Transform domain [13] is further classified into frequency domain and the wavelet
domain. Several approaches of hiding information into audio cover media for both
domains are discussed in this section.

Frequency domain [11] steganography includes several techniques i.e. tone inser-

tion, phase coding, amplitude modulation, Cepstral domain and spread spectrum. The
tone insertion method is based on addition of low power inaudible tone to hide infor-
mation in presence of the apparently higher tones. The masking is used in the host
audio file that cannot be detected by the HAS. The low data insertion capacity and
easy recovery of the inserted data are the main disadvantages ofthis system.
In the Discrete Wavelet Transform (DWT) [17] method, the actual data is embedded
at the LSB of the wavelet coefficient of cover media to provide higher hiding capaci-
ty. To ensure the inaudibility of modified signal, a threshold value is settled to incor-
porate the original data. The probability of occurring error in this method is very high
as it provides higher embedding rate.

2.1.3 Encoding Domain Audio Steganography

In this method different types of sub-band amplitude modulation techniques are
used to hide the data within the speech or audio file. The linear prediction analysis is
used to retrieve hidden information fromthe cover medium [17]. Fourier transform of
cover speech is done to hide data in the LSB position. A linear predictive coding filter
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is used to reduce the flickering LSB noise. Some threshold value has to be set for a
few acoustic parameters to make inaudible changes of the cover medium.

2.2 Important features of Audio Steganography

e Incorporation of information into host should be such in a way that, it should create
minimum impact to cover media.

e Hiding capacity of original information with in the host medium should be large.
Confidentiality and originality of actual data should be maintained.
Steganography process should be flexible with respect to the host audio file format.

3 Proposed Methodology

Having no perceptually changes, incorporation of text within the host audio is a
challenging job. We have tried to achieve this by incorporating the information at the
4™ and 1°' LSB position of some selected samples of cover audio. The process flow of
the proposed hiding technique has been shown in Fig.1.

<@

[ Take original text and audio file as input ]

1

[ Brake the cover audio into samples by sampling ]

r

[ Convert each small audio sample into 8 bit binary string by normalization ]

&

[ Convert each character of the input text into 8 bit binary string ]

€

[ Convert each character of the input text into 8 bit binary string ]

€

[ Select binary samples of audio file for hiding ]

v

Hide two consecutive bits of a binary sting for each character into the selected 8 bits audio
sample at the 4% and 1%t layers, after doing the minimum modification of the host sample

v

[ Convert the binary audio samples into same audio format, such as the input audio file ]

Fig. 1. Incorporation of text into Host Audio
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3.1 Binarization of input files

To convert input audio (.wav) files into binary strings, we first break the audio file
into several small samples using sampling theorem. The sampling theorem fixes a
threshold value depending upon its amplitude value. Then normalization is done with
these samples and to conversion is performed on these samples’ value in the range of
-255 to 254.Tthe normalized values are multiplied with 10. These values are then
converted into 8 bit binary strings. While the ASCII values are calculated of each
character in the inputtext and then they are also converted into 8 bit binary strings.

3.2  Selection of Sample

To embed text within the cover audio with minimal changes in the cover audio, we
select some particular sample strings. This selection can be done using the following
method:

1. Select the sample from input audio samples {(4,,), whose values are prime numbers
and arranged in a sequence i.e. (A'p)where n is total number of samples, n €
Y ,p<nand4d cA

2. Find position value of each A’, and put them in(POS,,). Add each A', and POS,, to
find the actual sample numbers to which character strings are to be embedded as,

A'"p=A'p+ POSP (1)

3.3 Embedding Mechanism

Find all 8 bit samples S,,, according to position value A", from A, (from equation
(1)). Bit sequences of all 5, and total numbers of character string in the input text are
denoted by (Spm) and T, where (Tqm) are the 8 bit sequences of each Tj. Here q is
the total number of characters, ¢ € X and 0 < m < 7. To embed the character string
into sample string performs the following:

1. If the 4 bit of the sample string S,)5 is modified during incorporation from 0 to 1
then perform,

al)If S§,,=1 and Sy, =1 then, bl)If Spz=1 and §,, =0 then,
2) For i=0 to 2 do Spl- 0; 2) For10to2doSpi 0;
3) End 3) End
4) End 4) End
Line al to a4 and b1 to b4 depict that 1°', 2" and the 3™ bit are to be converted
into 0 when either the 3™ (ie. Spp) and 5t (i.e. Spa) bit of the cover sample string are 1
or 3 bit is 1 and 5" bit is 0.
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cl)If §,,=0 and S,,=1 then, dl)If S,,=0 and Sy,=0 then,
c2) S, =0; d2) For i=0 to 2 do §,; =1
c3) For i=0 to 2 do ds3) End
c4) Spi=1 d4) For j=4 to 7 do
ch) End db) If Spj= 1 thenSW- =0;
c6) End de6) Break;

d7) End

ds) Else Sp]- =1;

dg) End

dl0) End

dll) End

Line cl to c6 depicts that when the 3 bit (ie. S,,) is 0 and the 5" bit (ie. S,,) is
1 of the cover sample string, then convert 5th bit into 0 while convert 1st, 2™ and 3¢
bit of the cover sample string into1.

Line number d 1 imposes the condition when 3rd bit (i.e. S,,) and 5™ bit (ie.Sp4)
of the cover sample string are 0 then convert 1%, 2™ and 3™ bit of the cover sample

string into 1, shown at line d2 and d3 at the same time invert the value of 5™ to 8™ bit
which are described at d4 tod11.

2. If we have to modify the 4™ bit of Sp,ie. Syzfrom1to 0 in the time of data hiding
then perform,

el)If S,,=0 and Sy, =0 then, f£f1)If §,,=0 and S,,=1 then,
e2) For i=0 to 2 do §,;=1; £2) For i=0 to 2 do S, =1;
e3) End £3) End
e4) End £4) End

Line el to e4 and f1 to f4 depict that 1%, 2"® and the 3™ bit are to be converted into 1
when either the 3™ (ie. Sp) and 5™ (ie. Sp4) bit of the cover sample string are 1 or 31

bitis 0 and 5" bitis 1.

So we can see that the information is embedded at dual positions of the each se-
lected cover sample string which signifies the fact that our proposed technique can
hide large information which satisfies our 1°' objective, while from the above algo-
rithm we can see that, we have done insignificant modification of actual value of each
selected cover sample string during incorporation of actual information by without
disturbing its originality, which canresolve our second objective.
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gl)If S, =1 and Sy, =0 then, hl) If S,,=1 and §,,=1 then,

g2) 5p4= 1; h2) For i=0 to 2 do Spi=0;
g3) For i=0 to 2 do h3) End
g4) Spi=0; h4) For j=4 to 7do
gb) End hb5) If Spjz 0 then Spj =1;
g6) End ho) Break;

h7) End

h8) Else Sp}-= 0;

h9) End

h10) End

hll) End

Line g1 to g6 depicts that when the 3" bit (i.e. S,,)is 1and the 5" bit (ie. S,,) is 0
of the cover sample string, then convert 5 bit into 1 while convert 1%, 2" and 3" bit
of'the cover sample string into *0.

Line number h1 imposes the condition when 3" bit (ie. S,,) and 5" bit (ie.S,,) of
the cover sample string are 1 then convert Ist, 2nd and 3rd bit of the cover sample

string into 1, shown at line h2 and h3 at the same time invert the value of 5™ to 8™ bit
which are described at h4 toh11.

3. If the 4th LSB i.e. S); remains same during the incorporation as the original, then
there no modification is needed in the 8 bit sample string 5.

4. When we incorporate LSB of each T, group into the 1st LSB of sample string
ie.S,, just change the value of each S, according to the LSB value of each T,

group.

3.4  Reconstruction of Stego Audio file

After incorporation of charter strings (T, ) into sample strings (S,,), we have reform
the stego audio file from audio sample stings A,,, where S, < 4,,. First we convert all
A,, strings into decimal number (in between -255 to 254). Then divide them by 10.
The denormalization is done, depending upon the predetermined threshold value to
get the sample value of the stego audio file. Finally combine them into a single file to
get the stego audio file.
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A property of a good steganography approach is that there should be no perceptual-
ly differences between the original cover file and the stego file. We have also main-
tained this property in our proposed approach. We have verified with different audio
files of different sizes (up to 200 GB big file size) to hide texts of different sizes (de-
pending upon the cover size). To demonstrate big audio clips is not possible due to
limitation of space, so we have shown a small audio clip in the following example
(ie. Fig.2 and Fig.3) to hide a small text through which we are trying to justify our
claim that stego audio file generated by of our proposed approach is perceptually
same as the original inputaudio file.

In following Fig. 2 we have shown a small cover audio clip testl.wav to hide the
small text “SHILADITYA

L

Fig. 2. Sample Cover Audio Clip test]l.wav

The following Fig. 3 stego audio clip testl stego.wav is shown after hiding the
abovetext within the audio clip testl.wav.

b ———

Fig. 3. Stego Audio Clip test1 stego.wav

3.5 Retrieval of Target Text from the Stego Audio File

After receiving the stego audio file at the receiver end, the receiver tries to extract
the text from the received file. This process has three phases. In the 1°' phase the re-
ceiver initially calculate the length of the received file. Based on this length, the stego
audio file is sampled and each sample file is then converted into 8 bit binary strings
by the above described methods. In the 2nd phase the target samples strings are se-
lected by the above described series of position values to extract character string of
the intended text file.

In the third phase the selected sample strings are taken as input and then from the
each selected sample string, the 4™ and 1% LSB are taken. By accumulating such four
consecutive selected sample strings, asingle character is formed. After forming all the
character they have placed in the set O, where initially <0q> = @ to form actual text.
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4 Result Analysis

To demonstrate properly, we have divided the outcome into two sections. The first
section describes about how we have achieved our first objective, i.e. the efficiency of
our proposed approach with respect to time and space where as in the other section,
we discuss about the achievement of our second objective i.e. efficiency of noise re-
duction during incorporation with in the cover audio file.

4.1 Efficiency calculation of the proposed approach with respect to time and
space

In the experimental setup, we have used different sizes (up to 200 GB big file) of
audio (.wav) file to hide the different sizes of text files or .txt files (depending upon
the size of the cover file shown in the following Table-1), which is also known as the
Hiding Capacity of the cover files. The time efficiency of the proposed algorithm i.e.
how long time it will take to hide a certain size text within the cover can be deter-
mined by calculating its Throughput. The Hiding Capacity is measured in terms of
percentage of total cover audio size by the following formula,

InputTextSize

HidingCapacity = ( X 100) % 2)

CoverAudioSize

To calculate Throughput, the encoding time is taken in Milliseconds whereas the
encoded file size is converted into Kilobytes. Throughput of the proposed hiding
approach can be formulated as,

Sizeof EncodedData )

Encoding Time

Throughput = ( 3

Some cover audio files are taken as input and their Hiding Capacity and Through-
put are calculated and tabulated in the following Table-1. In Table-1, we can see that
the Hiding Capacity of the cover audio file is quite high and it is increasing with re-
spect to their size. In our experiment, we vary input cover file size form 3MB to 200
GB (We consider 200 GB is as big input cover file size) and their Hiding Capacity
varies from 2.87% to 4.76% ofcover file size.
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From experiment we can also see that the Throughput of the proposed approach is
also very high and it is increasing with respect to increment of the file size too. De-
pending upon the input cover file size we can see from the Table-1 that, Throughput
of'the proposed algorithm varies from the 0.86 to 2.14.

Table 1. Hiding capacity and Throughput calculation of cover audio

Name of Cover Size of Cover Audio Hiding Capacity Throughput

Audio w.r.t. Cover Size (%)

testl.wav 3 MB 2.87 0.86
test2.wav 45 MB 3.08 1.05
test3.wav 500 MB 3.24 1.36
test4.wav 1.2 GB 3.33 1.69
testS.wav 20 GB 4.14 1.85
test6.wav 80 GB 4.39 1.96
test7.wav 200 GB 4.76 2.14

If we look at the Table-1, the Hiding Capacity of the proposed algorithm is quite
high; it signifies that small audio file can hide considerably large data depending upon
its size. So our proposed technique can fulfill our first objective as it enhances the
hiding space. The Throughput of proposed algorithm is also very high, which imp lies
that the efficiency of hiding big data with respect to the time is very good, i.e. it can
hide big text file in a short time.

4.2  Efficiency of noise reduction during incorporation of text within the cover
audio file

The other aspect of measuring the efficiency of our proposed algorithm is to
measure the quantity of errors occurred during incorporation of input text within the
cover audio file. If the bigger percentage of error is presented in the stego file, then
this will make sense in HAS and it can easily differ between original audio and the
stego audio file and the original text can be hampered or distorted. So, the main aim is
to reduce the noise that cannot differ between the original and stego audio file, and
the hidden text should not loss its originality by any distortion. The error during hid-
ing information can be measured in term of Signal to Noise Ratio or SNR. The SNR is
formulated as,

2 2 2
SNR =10 X Logignx )/ Xnlx (n)-y mn (4)
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In the equation (4), x(n) is the strength of original sample sequence, whereas
y() is the strength of stego sample sequence of different input audio files. Some
sample audio files and their stego versions of different sizes have been taken as input
and their respective SNR values have been plotted in the following Fig.4.

SNR of Stego Audio Samples
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Fig. 4. SNR Values of Different stego audio samples

From Fig.4, we can see that SNR of input files are quite high and consistent i.e. the
range is between 58.2 dB to 60.5 dB. SNR of stego files are high and consistent signi-
fy that the error occurred during the incorporation of text files within the cover audio
files are very low. As the result of it, the distortion of the hidden information will be
negligible. So the probability of losing originality of the hidden information willalso
be very less. Thus we can claim that we have achieved our second objective through
our proposed algorithm.

If the amplitude differences of the cover audio files and the stego audio files is
very high then it can impact on the HAS, and they can be easily distinguished. So to
show the amplitude differences between the stego audio samples and its original sam-
ples, Fig.5 has been plotted in the following,
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Fig. 5. Comparison of stego audio over original audio amplitudes
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In Fig.5, we can see that the amp litude differences between the stego and its origi-
nal audio sample are quite negligible, which signifies that HAS cannot differentiate
between the original audio files and its stego version. So from the above discussion
we have proved that our proposed algorithm can fulfill all of the above discussed
objectives.

From the above discussion, we have established that our proposed algorithm has
excellent Hiding Capacity and high imperceptibility, ie. there are very negligible
differences between the stego files and its original version, which cannot be detected
for the HAS. As the Throughput of the proposed algorithm is also high, this signifies
that the encoding time is low. So we can also claim that the Real Time Suitability is
also high. As SNR of the stego file is high, so the possibilities of error occurrence
during incorporation of text within the cover audio are very negligible. So the pro-
posed approach is robust against errors. A comparison has been drawn among the
proposed technique and the existing approaches in the following Table-2.

Table 2. Comparison of proposed approach with some existing technique

Methods Payload Imperceptibility Real Time Robustness
Capacity Suitability

Existing LSB Method High Medium High Low
Parity Coding Medium Medium Low: Delay Low
Phase Coding Low High Medium High
Spread Spectrum High Low Low: Bandwidth High

Echo Hiding High Low Medium Medium
Proposed Technique High High High High

From the above table we can see that our proposed is better in every aspect with
comparison of existing steganographic approaches as it has high Payload Capacity,
Imperceptibility, Real Time Suitability, and Robustness.

5 Conclusion

In this paper the authors have presented an LSB based audio steganographic ap-
proach, which is robust with respect to noise and error, capable of embedding big
data, embedding time is also low and the proposed approach reduces the perceptually
differences between the original audio files and the stego audio files. Our proposed
approach is also compared with other existing techniques of audio steganography. It is
also experimentally tested with the different size of cover audio files. From the com-
parison and experiment, we can establish the fact that our proposed technique can
fulfill our aforesaid objectives. It can be also proved that our proposed technique is
better than the different existing techniques of audio steganography. But still there
are many areas to improve our proposed algorithm with respect to hiding capacity and
robustness.
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Abstract. Many studies have been conducted in addressing problem of
fragmented JPEG. However, there are many scenarios in fragmentation yet to
be solved. This paper is discussing of using pattern matching to identify single
linear fragmented JPEG images. The main contribution of this paper is
introducing Unique Hex Patterns (UHP) to carve single linear fragmented JPEG
images.

Keywords: JPEG image, pattern matching, file carving, DFRWS 2006/07

1 Introduction

A method to recover files from the disk collected from the crime scene which is
known as cyber evidences is called file carving [1, 2, 3]. Year by year, with the
increasing number of computers and other digital devices usages, file carving
technique also evolve drastically. In carving a JPEG images, the focus is in
fragmentation file carving. It is an important issue in file carving since handling
fragmentation can significantly improve the number of potential images successfully
obtained from the crime scene. Statistic presented in [3] shows the fact that
fragmentation in today’s file system is relatively infrequent. However, the capability
of carving fragmented files which is not extensively explored is important for
computer forensic because the possibility of files that interest forensic investigation to
be fragmented is relatively high [3].

This paper discusses a technique in handling fragmentation especially
fragmentation occurs in among JPEG files. In order to enhance the functionality of
file carver is handling fragmentation efficiently. A file can be fragmented with
another whether same types, different types or random data. Fragmentation can occur
either linearly or nonlinear. According to [4], linear fragmentation occurs when a file
has been fragmented and split into multiple parts with all parts are present in the
dataset in their original order while nonlinear fragmentation is when the parts not in
their original order or in reverse order. Joachim Metz, Bas Kloet and Robert-Jan Mora
have developed Revit07 to handle linearly fragmented files including JPEG.
However, they handle thumbnails same as handling original. This may result
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thumbnail is assumed as a fragmentation point which may lead to falsely detect
fragmentation point.

In this paper, with consideration of thumbnail, we proposed new Unique Hex
Patterns (UHP) to carve JPEG files including linearly fragmented JPEG files. The
datasets used are from DFRWS 2006 and DFRWS2007 (DFRWS).

2 Related Works

2.1. An Overview of JPEG Standard

Computer forensics is to recover evidences resides on a computer, by mean to solve
pornography cases [1], [7], [8]. This involves image files obtained from the
perpetrator in certain format like Bitmap and JPEG but most common format is JPEG.
JPEG is popular because of its compressed file that can reduce the size required to
allocate an image. Joint Photographic Experts Group (JPEG) was formed by
International Telegraph and Telephone Consultative Committee in 1986 inspired by
an effort of International Organization of Standard (ISO) to find ways to use high
resolution graphics and pictures in computers [2]. JPEG introduced compression
standard for both grayscale and color continuous-tone images. The details of JPEG
compressed data formats can be found in [9]. There are two types of JPEG that are
mostly used today, JPEG File Interchange Format (JFIF) and JPEG Exchangeable
Image File Format (Exif) [10]. JFIF is popular for internet file while EXIF is the
popular image file format used for digital camera [13].

JFIF (JPEG File Interchange Format) was introduced by Eric Hamilton in 1991. It
is a minimal file format that allows JPEG bitstreams to be exchanged in multiplatform
environment and wide variety range of applications. According to work done by [9],
the APPO marker is included into JFIF structure as an additional requirement while
maintaining the compatibility of JFIF with the standard JPEG format interchange. A
JPEG file that apply JFIF standard contains a head signature that starts with SOI
followed by hexadecimal string OxFF EOQ XX XX 44 46 49 46 00 and ends with EOI
[12].

In 1996 Exif (Exchangeable image file format) is introduced by JEITA standard
who aimed to provide standard image format for digital cameras and other related
equipments. JPEG Exif standard was created to stipulates the method of recording
image data in files which specifies the structure of image data files, tags used by this
standard and definition and management of format versions. Exif can be recognized
by SOI and “Exif\0” identifier.

2.2. Fragmentation Point
Less than 10% fragmentation occurred in a typical disk. However, Garfinkel [3] also

found that most of fragmented files are potentially useful for forensics investigation.
There are limitations of carving tools available today. Many concentrate on carving
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contiguous data file and do not provide with validator which resulting with many false
positive files [3].

A fragmented file is a condition where a file is split into two or multiple parts
which can be in different locations in a dataset [4]. Pal, Sencar & Memon [11]
explained that fragmented files are when a file is stored in non contiguous clusters.
This will result in recovering process using traditional file carving technique will be
failed and when using earlier automate file carving tool, incorrect files will be carved.

A signature in header and footer has been used to carve in straightforward
carving. This is a simple technique and has been proved successfully carve a
contiguous files with an assumption that files clusters remain in order [5]. However, if
files are fragmented, files can be disconnected and becomes unordered which cause
the straightforward carving fail. In order to solve the fragmentation, detecting
fragmentation point is required before carving those files. However, if files are
fragmented, files can be disconnected and becomes unordered which cause the
straightforward carving fail. Mohamad et al. in [6] pointed out the importance of
focusing on fragmentation problem especially within DHT (Define Huffman Table)
area because any damaged in DHT can cause image distortion or worse, corruption.
Therefore DFRWS initiate efforts to encourage research within fragmented files
carving by preparing data set contains some contiguous files while others were
fragmented.

Fragmentation point exists only when a file is fragmented into more than two
parts. There are three approaches that have been discussed in [11] which are
syntactical tests, statistical tests and basic sequential validation. Alternative technique
to identify fragmentation is by using cluster information. In a computer file system, a
cluster or in DOS 4.0 known as an allocation unit or in UNIX System as block, is the
smallest logical set that is created to perform actual erasure for files and directories
[16], [17]. A cluster may contain the whole file or portion of files but a cluster only
stores data for one file [18], [19]. Therefore, it is important to determine the cluster’s
size to determine the start of file. This information is useful for both steganography
and file carving.

In file carving, the whole content of the hard disk used for evidence need to be
imaged (will be referred to as image file) in preparation for forensics investigation.
The image file contains thousands of hex code representing all files in the hard disk
used for evidence. It is impossible to read line by line manually in order to extract all
files into their original form. Information about the start of file can be used to identify
each file that resides in any dataset. PredClus as proposed in [15] is developed to
automatically display the predicted cluster size according to probabilistic percentage.
It concentrates on JPEG images. The information can be used to distinguish original
with thumbnail/embedded JPEG files which can help to determine the real
fragmentation point. However, this technique has limitation. For some rare cases
where thumbnail is pushed to the start of cluster, it can be falsely identified as an
original JPEG image. Hence, PattrecCarv is introduced where thumbnails and
embedded JPEG files are carved using Unique Hex Patterns (UHP) as described in
[20]. It carves more thumbnails compared to PredCLus.
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3 Frag_Carv Model

This section discusses on the experiment designed for Frag_Carv model (as illustrated
in Fig. 1) is adapted from myKarve [14]. Two algorithms, PattrecCarv [20] and
Pattern_temp are installed into the model. PattrecCarv accepts data sources from
either image from physical memory, removable storage, hard disk or any JPEG file.
However, for this particular experiment, we use dataset from DFRWS 2006 and 2007.
This algorithm also searches for JPEG files location and store in ADB (Address
Database). The other algorithm, Pattern temp matches the header and footer with
predefined patterns for original, thumbnails and embedded JPEG files. PattrecCarv is
developed using C++ language while UHP template is implemented in Matlab
environment to simplify the pattern matching process.

DFRWS
2006 &

NERWR 27nN7

Fig. 1. Frag_Carv model

The following are some of the assumptions for this experiment:

e Baseline JPEG is being used for the experiment because of its popularity and
simple file structure.

e Only JFIF and Exif format can be accepted by this model. JPEG 2000 is not
compatible with this model.

e  All the file headers and footers are in sequential order and not corrupted.

3.1. PattrecCarv

PattrecCarv is inserted in Frag_Carv to identify thumbnails and embedded JPEG files.
The algorithm of PattrecCarv[25] is introduced (illustrated in Fig.. 2) to read raw data
from DFRWS 2006 and 2007 dataset and mark thumbnails and embedded JPEG files
with a different marker from original marker.
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1. Read data image

2. Initialize hex_values

3. Initialize thumb_markers

4. Initialize embedded markers

5. Find JPEG header

6. If found

7. Jump to 9™ hex_values

8. Ifhex_values== embedded markers

9. Read CurrentOffset

10. Save the CurrentOffset

11. Else

12. Read next hex values

13. If hex values==thumb_markers

14. Go to the most recent SOI
15. Save the CurrentOffset (location of SOI)
16. Endif

17. Endif

18. If not end of data image, repeat step 5

19. Generate report

Fig. 2. Algorithm used in PattrecCarv for carving thumbnails and embedded JPEG files

First, data from dataset is read. These data are in hex values. The hex values then
matched with the standard JPEG header. However, in this experiment, additional
markers are also used instead of standard JPEG headers and footers, OXFFDS8 alone.
The additional markers which are OXFFEO, OxFFE1, OxFFE2, 0xFFC4 and OxFFDB
and standard headers/footers are known as validated markers. The validated headers
are used to reduce false detection of JPEG files. When matched, the offset for each
markers matched is retrieved. Using UHP as described in [Abdullah], all thumbnails
and embedded JPEG files are identified and standard headers for the files are renamed
with a special name to indicate the type, either thumbnail (TN_FFDS8) or embedded
JPEG file (EF_FFDS). This is to differentiate them from original header (FFDS).

After all thumbnails and embedded files are determined, all locations for JPEG
standard headers/footers are then stored in ADB (Address database). The markers and
locations will be the input to Pattern_temp.

3.2. UHP_Template

UHP_Template is a database contains UHP for different scenarios of JPEG as shown
in Fig. 4 and Fig. 5. First, it reads ADB for headers and matches the header with
predefined patterns. So, from the output, we can view different patterns of JPEG files,
either JPEG file without thumbnail, JPEG file with one thumbnail or JPEG file with
two thumbnails. If we found a pattern where two headers (original JPEG file) found
consecutively, this indicate fragmentation scenario. Below is the algorithm for
Pattern_temp (as illustrated in Fig..3) which is according to patterns template shown in
Fig. 4 and Fig. 5.
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1. Read ADB
2. If match ‘pattern 1’

a.  Write to pattern 1 column in output file.
3. Endif

4. Else if match ‘pattern n’
a.  Write to pattern n column in output file

5. Endif
6. If not end of data image, repeat step 1
7. Exit

Fig. 3. Algorithm used in Pattern_temp.

Pattern1 Original without thumbnail
| FFD8 | FFD9 |
Pattern2 Original with one tnai
| rros | erps | Frs Su&[iFFDQ |
Original with two

Pattern3  thumbnail
| FFD8 |TNFFDB | FFDS |TNFFDS | FFD9 | FFD3 |
Patternd Intertwined
EEEEEE TS

Pattern5 Intertwined while Filel has one thumbnail

FFD8 ITNFFDBI FFD9 |FFD8 l FFD9 l FFDBI

Patterné Intertwined while Filel has two thumbnails
| FFDB |TNFFDB | FFD9 |TNFFDB | FFD9 | FFD8 | FFD9 | FFD9 |
Pattern7 Intertwined while File2 has one thumbnails
| FFD8 | FFD8 ITNFFDS I FFD9 l FFD9 l FFD9 |

Fig. 4. Pattern 1-7 for different scenarios of JPEG files
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Pattern8 Intertwined while File2 has two thumbnails
| FFD8 | FFDB I TNFFDS | FFD9 \TNFFDS | FFD9 | FFD9 | FFD9 |

Patternd Intertwined while File 1 & File2 has one thumbnails
| o8 | neeos | Froo [ P8 | weros | FrDo | erDo | Fros |
Intertwined while Filel has one thumbnail while file 2 two
Pattern10 tpails
| ros | neros | Froo [ Fros | eros | roo | meros | Fros | Froo | Fro |
Intertwined while Filel & file has 2 two
Pattern11 _tpails
FFDB |TNFFDB | FFDY |TNFFDB [ FFD9 | FFD8 |TNFFDB | FFDO | TNFFD8 l FFD9 | FFDO | FFD9|
Intertwined where file 1 has two thumbnails while file2 has one
Pattern12  thumbnail
FFD8 |TNFFDE | FFD9 |TNFFDB ‘ FFD9 | FFD8 |TNFFDB | FFD9 | FFD9 | FFD9 |

Pattern13 Embedded JPEG Image

Fig. 5. Pattern 8-13 for different scenarios of JPEG files

There are 13 patterns simulating different JPEG scenarios. Pattern 1 to Pattern 3
describes scenarios for original image with or without thumbnail while Pattern 4 to
Pattern 12 describes scenarios for fragmented JPEG images and Pattern 13 is for
embedded JPEG files. These patterns help in sorting JPEG images found in the
dataset into certain categories which will ease the process of identify the fragmented
JPEG images.

4 Experimentation

There are three major steps involved in Frag Carv model to complete this
experiment namely pre-processing, pattern matching and JPEG image file carving.
During the pre-processing, a dataset is read and searched for JPEG headers and
footers. The real concern is to automatically determine the correct header-footer
pairing to match the predefined pattern. In this model, a header-footer is paired if the
validated header-footer is strictly matched one of the introduced UHP. This is to
validate the read data are belongs to JPEG files. Only then, with the addition of
special markers to reduce false detection, these headers and footer along with their
locations are populated in ADB. Next, the ADB is ready for pattern matching process.

During pattern matching process, all headers and footers are read from ADB.
These headers and footers then matched with the predefined patterns namely pattern
1, pattern 2, and pattern 3 until pattern 13. Pattern 1 is a pattern for JPEG image
without thumbnail, pattern 2, for JPEG image with one thumbnail, Pattern 3, for JPEG
image with two thumbnails, Pattern 4 is for two JPEG images without thumbnail
intertwined with each other, Pattern 5 and 7 for intertwined JPEG images where one
JPEG image has one thumbnail, while Pattern 6 and 8 are same as Pattern 5 and 7 but
this time, the file contains two thumbnails. The same goes with Pattern 9-12, they are
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differ with each other depending on which file contain one or two thumbnails.

Finally, the last step in this model is carving JPEG images according to patterns
described above. Once, a pattern is determined, the headers and footers are stored in
an output file along with their locations. For this experiment, the output file is in
Excel format to simplify the analysis process later. All patterns are organized in
different columns so that it is easy to view and read.

5 Result and Discussion

Although there are 13 patterns discussed above, by implementing datasets from
DFRWS 2006 and 2007, only few patterns are carved. The screenshot of the output can
be clearly examined in Fig. 6, Fig. 7 and Fig. 8. When we differentiate thumbnail’s
header from the standard JPEG header, we can easily confident that Pattern 2 is
capturing fragmented JPEG images, where a non complete JPEG image is followed by
another JPEG image. This scenario will cause distortion when viewed in image viewer.
Now, the investigator can concentrate on these fragmented image instead wasting time
investigate a complete image that is mistaken to be fragmented JPEG images.

Import as: Range: Import as: Range:

[ER matrix - | |B1:B10 [EH Matrix -~ | [B1:B8
IMPORTED DATA SELEC TION IMPORTED DATA |  seiecmon

A untitlhed (10114 A untitled (S=11Y

1 FFDs8 316537 1 FFDsS 16115200

2 FFD9 23316791 2 FFDs 16144896

3 FFDs 44910592 3 FFD9 16326193

4 FFD9 45080814, 4 FFD9 16402707

s FFDS 130451968] 5 FFDS 21304832

6 FFD9 130897230 6 FFDS 22238208

7 FFD8 175898624 7 FFD9 22542619

8 FFD9 176237231 8 FFD9S | BN |

9 FFD8 228409344

10 FFD9 228579731
patterni | patternS | patterns | £ Pt patbesnz Poatansy|

Fig. 6. Example of output for pattern I and 2.
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Import as:

|EH matrix

A
FFD8
THN_FFDS8
FFD9
FFD9
FFDS
TN_FFDS&
FFD9
FFD9
FFDS
THN_FFD8
FFD9
FFD9

LEhooNOuawns

Pattern 1

IMPORTED DATA

Range:
- [l|s1:822

wntithed (1 <1 1!
46273024
462744 30)
46283111
4795838 2|

171569152
17157007 2]
A7AS576724|
171985465|
332089856
332094906
3232101075)

332241 IE

Patterns

patternS

SELEC TION
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Import as:

Range:

| B mMatrix

IMPORTED DATA 1

=

B1:Ba2

SELECTIOR

1 FFDs 2025824

2 TN_FFDS [ 29260288]
= FFDo 29262891
4 | TN_FFDs8 29263360
5 FrD9S ER) E
& FFD9 1466470
7 FFDa 35857403
8 TN_FFDS 3s5859563]
o FFD9 35890427
10 TN_FFDS 35890554
11 FFD9 35899414
12 FFDO 36111845
13 FFDS 48015360)
. patternil | patternS patternG |

Fig. 7. Example of output for pattern 5 and pattern 6
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IMPORTED DATA SELECTION A
| A untitled (8x1) 1 €F_FFD8
|3 Fros 17494937 B
2 TN_FFDE 1749544
|3 FFDo 17495837 3IEF.FFO8
|4 TN_FFDE 17495850 i
|'s FFDo 17589825 5 EF.FFO8
|6 Fros 175808624 6 FFD9
|7 FFDo 176237231 7 & FFD8
|8 FFDo | 1767305 8 FFD9
9 EF FFO8
10 FF09
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Furthermore, in Fig. 6, we can see clearly the different of carving a contiguous images
and fragmented images. For Pattern 1, the output shows that there is a consecutive
order of headers and footers found. This indicates a complete JPEG image can be
carved using this pattern. In other hand, for Pattern 2, there is a second header found
before the footer. This indicates, there is a fragmentation occurs at that point. From
the output, we can easily assume that there is a complete JPEG image in the middle of
another JPEG image. Hence, we can carve these files as two separate images.

6 Conclusion

A JPEG image can contains none, single or two thumbnails in the image itself. A
thumbnail which is a reduced version of an image carried similar feature as the
original. This thumbnail is always mistaken as another JPEG image. Therefore,
knowledge of thumbnail’s existence helps investigator to separate JPEG files with
thumbnail/s and concentrates to investigate correct point where the real fragmentation
occurs. They can then identify which JPEG image is fragmented with another JPEG
images. With this way, they can ascertain that those fragments are belongs to another
JPEG file, not file/s (thumbnail) within a JPEG file. This is important because during
the reassembling process, if a thumbnail is mistakenly identified as another JPEG
files, the original file may corrupt because of missing fragments and also wasting
investigator’s time in looking for fragmentation while the fragmentation does not
exist. Subsequently, this is also accelerating the reassembling process by allowing
investigators to concentrate on real fragmentation situation. In conclusion, by
recognizing thumbnail, false fragmentation detection can be reduced significantly.

7 Future Work

There is a limitation of this technique in carving fragmented JPEG images. From the
experiment, we found that, Pattern 2 is also valid for a scenario where two JPEG files
intertwined with each other where each file is split into two parts and not in
contiguous location. Using only pattern matching will result distorted images carved.
Further investigation using different technique is required to solve this scenario.
Nevertheless, using pattern matching technique, we can save time for investigating
fragmentation point which require more times because we have to check upon the
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files by its contents. By applying this technique, we can separate the complete carved
image from the images with distortion where it can be further investigated.
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Abstract. This paper is about analysing the uniqueness of twins by gait
biometric. The motivation arises due to twins, having facial similarity may lay
difficulties to a video-based recognition system employing face biometric.
Gait, a biometric based on the way a person walk, can perhaps be a useful
descriptor. Due to the small size data set, classification via leave-one-out cross
validation may not be sufficient to test gait’s viability as a descriptor for twins.
Thus, this paper proposes a jackknife-like validation in a matched-pair
classification. Comparing between the results of both validation approaches,
results of the proposed method have shown to be promising. The results
perhaps may point to the uniqueness of each individual twin by gait biometric.

Keywords: Twins biometric, gait recognition, jackknife validation

1 Introduction

Research in face biometric for recognition within twins has begun to take the pace [1]
[2]1[3]1[4]1 [5][6]. Still, for a security system that employs face biometric, the issue of
facial similarity poses a risk and becomes a problem when such cases occur. Gait is a
biometric based on the way human walks. It is believed to be unique to every person
(71 (8]

As opposed to face, a gait biometric recognition system looks into human walking
motion that comes naturally to a person, where this can be captured with common
closed-circuit television (CCTV) cameras. It can overcome the drawbacks of face
recognition systems, which requires details with high resolution camera setup. In
such settings, gait may be an alternative biometric to face, or may be adopted in
parallel to complement the shortcomings of face biometric.

Since there has not been a study on the gait of identical twins, this paper
investigates the potential of gait as a biometric to discriminate within twins. This
paper proposes to adopt a matched-pair classification with a novel jackknife-like
validation to discriminate twins.
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2 Methodology

2.1 Video Data Collection

A gait recognition system is a typical video-based recognition system with cameras as
the sensors and the processing of inputs are done on the computing machines. The
inputs are video recordings, which are later sliced into image-frames. At each image-
frame, raw data is extracted. After that the raw data are further processed as a
suitable gait descriptor before classification is performed on the developed descriptor.
A descriptor is a signature of gait for each person that gives out the identity of the
person by gait.

In this work, videos of 24 twins have been recorded. The twins are healthy
individuals between the age of 16-40 years old with no known walking problems.
These twins have been recorded walking their usual walking pace, sideways from left
to right and right to left. After slicing the videos into image-frames, the motion of
walking is tracked for one gait cycle. A gait cycle as defined by Murray [7] contains
two walking steps that start from a heel-strike of one leg to the next heel-strike of the
same leg.

It has been shown in research on motion perception that human observers perceive
gait by relying on features from lower limb motion dynamics [9]. Mimicking that on
computers, the joint angular trajectory of a person is employed as a descriptor. Thus,
the coordinates of the tracked leg are gathered where using these coordinates, angular
measurements are calculated, as in Fig.1. This follows other successful literatures on
gait [10] [11].

2.2 Angular Gait Descriptors Extraction

In this paper, the angular variable,  and S represent the angle measured between
the hip to knee and knee to ankle, respectively. The measurements of « and S

values are calculated using the standard triangle trigonometry. The resultant « and
f trajectories are as shown in Fig.2 and Fig.3.

The collection of « and S trajectories for each person i can then become a
feature data set (feature set) consisting of,

o,=a(y,) e <fo2a] @

B, =45(1,) B <[0.27]° @)

with 1) refers to the image-frame number and L, refers to the length of the gait cycle

for subject i. Due to the different speeds of walking for each person, the feature set
across all i has unequal length »n. For a robust classification analysis, the feature set
has to be standardized, hence resampling of the trajectories is essential.
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Fig. 1. The coordinates of the tracked leg; Sy; is the hip location, Sk is the knee location, and S,
is the ankle location with the angular measurements, denoted by a and f, which are calculated
based on the coordinates Sy, Sk, and S, of the tracked leg.

Degrees

5 10 15 20 25 30
Number of Sample Points

Fig. 2. A right-to-left gait cycle as defined by Murray [7] of thigh displacement trajectory, a for
Twin 1 Pair 7.

0 5 10 15 20 25 30
Number of Sample Points

Fig. 3. A right-to-left gait cycle as defined by Murray [7] of lower leg displacement trajectory,
p for Twin 1 Pair 7.
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2.3 Feature Vector Resampling

Via the SVR framework, the trajectories are regressed and interpolated. A cubic
spline kernel is chosen for use as an approximating function. This choice is based on
Murray’s [7] work that has concluded gait to be continuous and periodic for every
gait cycle. The cubic spline function guarantees continuous first and second
derivatives across all polynomials’ segments, which makes it smooth and attractive
for interpolating and regressing gait motion data. The SVR formulation for £ is as

follows (formulation for « works the same way).
Given discrete data of n points,

(-0 1 A )0 )| - 2B )

The SVR finds an estimated function,

Lo )
ﬁ(t):dz:;ydK(t[d],t)+5
where Na € R are the support vectors, K (t[ d],t) is a kernel function, & is a bias

term and a resampling value of m =30; chosen based on the average number of
image-frames across all gait cycles. These y and 6 are found by minimizing the

regularized risk, R,

R=3tos 0).0) < o ”

d=1

where ¢ is a regularization parameter, and

(6)
K(1pt) =141, 141, min(t[n],t)_(’[L;’)(mm(qn],f))z Xomin(0))

is the cubic spline kernel. The resultant feature vector for each subject i video j
becomes ,

W = [“5 | Bﬂ ™
By combining all w as a matrix, W is formed,

®)

T
W:[Wl,l”'wl,zt Woi T Wo T Wy, 7T W24.4:|
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3 Matched-Pair Classification with Jackknife-Like Validation

To investigate the uniqueness of the extracted gait descriptors, pattern recognition
method of classification has been employed. There is one data set, W but within W
there are two sets that are hypothesized as to be dependent due to being twins. The
term matched-pair in statistics implies samples of a data set to be related (or
correlated) in some way. In psychology, the matched-pair validation has been used in
a situation when husbands and wives are matched with each other. These are two
separate groups of supposedly random subjects but they are believed to have selected
each other because of some similarities. The same idea has been applied to
experiments on twins, where each twin serves as a control group for the other. Such
validation is useful when only a small number of people is available for research;
similarly with this paper.

In statistics, the mechanism for comparing two dependent groups is a paired-test.
To paired-test is to investigate the within-pair differences of two dependent groups.
In the context of pattern recognition, this means to look into dissimilarity and
uniqueness of each twin. Commonalities shared by each twin pair will be removed by
subtracting one from the other. This concept of deleting or omitting samples from
data set is known as jackknifing.

The original idea of jackknife was invented by Quenouille [12]. It was for a
limited purpose of correcting possible bias in an estimator for a small size data set.
Also it can be viewed as a type of supervised classification’s cross-validation strategy,
where it is employed to estimate the accuracy of classification across all samples
especially for a small data set.

In this paper, for measuring the correct classification rate (CCR), the classifiers of
linear discriminant analysis (LDA) and k-nearest neighbour (k-NN) are applied to the
matrix W. These classifiers are standard classifiers and have been performing well
for small sample problem in gait biometric literatures [10] [11] . LDA gives out a
discriminant function that indicates the maximum class separability information based
on the eigenvectors of matrix W. Similarity distance from a test sample to the
discriminant function produces the class information of the test sample. Similarity
distance for the A-NN is based on measurements made from the test sample to its
neighbours, which are samples located around it. The standard similarity measures of
Euclidean and City-Block Distance are used in A&-NN.

In any supervised classification, a data set is divided into training and test sets. A
cross-validation performs permutation of training and test sets across samples in the
data set. Some number of samples (either fixed or random) are selected to become
the training set and classification is performed on them. After that the remaining
samples (test set) are classified into defined classes based on the class information
given out by the classification outcome done on the training set. The classification
runs some number of times in permutative order. The performance estimate is
obtained as the average of the classification runs.

Similar to cross validation, the jackknife method performs validation by permuting
training and test sets across samples in the data set. However the jackknife omits
some samples during permutations from both the training and test sets. Thus the
training set is said to be trained without some samples but these samples are also not
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in the test set. When applied in a matched-pair classification, the absence of samples
from the other twin allows uniqueness validation of the test set to the training set with
the deleted samples.

In this paper, a jackknife-like procedure is proposed within the matched-pair
classification. By jackknifing other samples of a selected twin’s class, the matched-
pair analysis lets the test sample be classified only with its other twin’s samples as the
training samples representing its own class. The rational for doing this is to check if
the test sample can be classified into its other twin’s class. The assumption in a
matched-pair classification here is that the training and test sets are dependent data
that would have a shared matching characteristic. Therefore, this is an analysis to
find out if there occurs any similarities between the twins.

3.1 Jackknife-like Procedure Formulation

Given a data set X ={R,PB,..,P,} with n number of classes and P.={B,,B,}

2 Bs P,
representing paired siblings, B, for B, of class i and twin j . Also each
B, ={s,,8,...5¢} , denoted as s, with a total of K number of samples. Let

C,(X)=C,(B,B,....P,) be the class label for the data set X . The jackknife-like
procedure defines a k" pseudoclass for C, (X ) to be,

' : 9
wB)=C (R R BN )16 (BB B ) )

The P!
[i.4]

class, j" twin, k" sample, s, € B, € P retained in the data set, but other K —1

1947250

is the sample B, ={s,,s,,s;,s,} € P ={B,B,} € X ={B,P,,..,P,} with i"

samples of i” class and ;j” twin deleted from the data set, so that X is a data set of

size 2Kn—K +1 at each classification run.
In a matched-pair classification, the hypothesis is that the pseudoclasses ,
s, = ps;, . In classification term, if truly gait is unique for each twin, the test

sample should be unable to be classified correctly in its other twin’s class, hence will
result in low average correctly classified estimate. The proposed strategy can be used
to measure and validate the uniqueness of a twin.

4 Results and Discussion

Table 1 summarizes the average CCR for two types of validation across the twins
dataset. They are the proposed jackknife-like validation and the standard leave-one-
out cross validation (LOO). The standard LOO is chosen among others because it
gives very accurate estimate of performance due to the reduce bias via the large
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number of folds. It is a preferential choice in order for the classifier to train on as
many samples as possible especially with a small data set like ours. The LOO takes
the test set across all samples’ combinations for validation at each classification
analysis. Then the average CCR is calculated. The higher the percentage value, the
better the estimation.

From Table 1, the best LOO results are 76% via the 1-NN with both Euclidean and
City-Block distance. The LOO tests the ability of the classifiers to identify the
individual twin as a unique individual in a population of 24 number of classes. The
percentage would not be considered high because previous literatures on non-twin
individuals have achieved results as high as 98% [11]. This value of 76% may mean
that 14% from the population of twins in the data set have been incorrectly recognized
perhaps due to the similarity in their gait.

In contrast to the results of LOO, the worst average CCR is the value to pay
attention to in Table 1. The values in bracket are the complemented percentage in
order to compare them with the results of LOO. The worst average CCR is 4.17%
(95.83%) by the City-Block distance A-NN classifier. Even with the Euclidean
distance, the average CCR is 5.21% (94.79%), which is not far from the City-Block
distance. With the jackknife-like validation (JLV), at each time the classification
runs, all other samples of the current test class is removed. That is, the test set is
classified only with its twin’s samples as the training samples of its class. In pattern
recognition terms, the resultant low average CCR from the JLV approach means that
the test set has been unable to be classified into any of the trained set classes.

5 Conclusion

This paper has looked into distinguishing twins by gait. Its aim is to find out the
existence or non-existence of similarity within a pair of twins. This is perhaps useful
since the faces of twins have high similarity where surveillance system employing
face recognition may fail.

A supervised classification analysis has been considered. A data set of 24 twins is
gathered and angular trajectories are set as its gait descriptors. Due to the small size
data set, two validation techniques under the supervised classification analysis have
been applied. One is the proposed JLV by matched-pair classification. Another is the
standard LOO cross validation. The JLV seems to be better at pointing to the
uniqueness of each individual twin than the LOO.

Future work may be to re-look on the JLV approach via &-NN. Since there seems
to be albeit a very small percentage of similarity, which indicates that the test data
may have been matched to one of its siblings in one of the JLV classification runs. A
k-NN classifier is a naive classifier, perhaps a more sophisticated classifier may give
a better estimation. Thus the results of this paper may confirm and perhaps is
consistent with previous literatures that have stated gait is believed to be unique for
each individual [7].
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Table 1. Average CCR in a Matched-Pair Classification Analysis by the Proposed Jackknife-
Like Validation and Leave-One-Out Cross-Validation.

Average CCR (%)
Validation . . L. N L. #
Jackknife-Like Validation (JLV) Leave-One-Out Cross-Validation (LOO)
Classi *The lower the better “The higher the better
assifiers
LDA 10.42 (89.58) 43.75
5-NN via Euclidean 5.21 (94.79) 45.83
3-NN via Euclidean 5.21(94.79) 65.63
I-NN via Euclidean 5.21(94.79) 76.00
5-NN via CityBlock 4.17 (95.83) 58.33
3-NN via CityBlock 4.17 (95.83) 65.63
1-NN via CityBlock 4.17 (95.83) 76.00
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Abstract. This paper presents a real time estimation method for 3D trajectory
of fingertips. Our approach is based on depth vision, with Kinect depth sensor.
The hand is extracted using hand detector and depth image from sensor. The
fingertips are located by the analysis of the curvature of hand contour. The
fingertips detector is implemented using concept of active contour which
combine the energy of continuity, curvature, direction, depth and distance. The
trajectory of fingertips is filtered to reduce the tracking error. The experiment is
evaluated on the fingers movement sequences. Besides, the capabilities of the
method are demonstrated on the real-time Human-Computer Interaction (HCI)
application.

Keywords: We Fingertips Detection and Tracking, Hand Posture Estimation,
Human-Computer Interaction (HCI).

1 Introduction

Hand gesture recognition has been a popular research in recent year. It provides
more natural human-computer interaction. Many researches in this field related to
real-time hand gesture recognition are proposed. Most of these system use trajectories
of hand motion to recognize the commands [1,2,3,4,5]. However, the most important
aspect of hand gesture recognition is to recognize commands accurately can be done
with the accurate position of fingertips. Thus, some works have introduced on
contours-based method for 2D fingertips tracking [6,7,8,9]. However, this approach
cannot track fingertips robustly and usually design to track only stretched fingertips.
Other systems for tracking the fingertips are using finger kinematic model [10,11,12]
which search for the special form of the fingertips. These systems can work robustly.
However, the computation cost is still too high. Using stereo vision has proposed to
analyze the 3D fingertip positions [13,14,15,16]. The most problems in 3D fingertips
are failure tracking when the fingertips are bending into the palm or overlapped each
other. Therefore, this paper presented system to deal with such situations by using the
depth image from Kinect. The hand region is segmented from the depth image and
initial hand features are detected. The 3D fingertips are tracked using concept of
active contour which occurs from internal and external energy that use features of
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continuity, curvature, depth and distance from candidate fingertips that are detected at
hand region in each frame. The energy represents the possible of candidate fingertips
to be the fingertip in next frame. The tracking experiments are tested on basic finger
movement. In addition, we develop an HCI application based on the fingertips
tracking result. The rest of paper is organized in four sections by the following: initial
hand segmentation, finger detection and tracking, experimentation results and
conclusion respectively.

2 Initial Hand Segmentation

2.1 Hand Segmentation

From our previous work [5], we proposed hand detector by using object detection
method which provides accurate result (Fig.1.a). The hand detector will be used to
search hand’s region in image. From experimentation, we found that hand detector
failed when other parts of body such as face, arm move close to hand’s region
(Fig.1.b).

(b)

Fig. 1. Hand segmentation: (a) hand detector (b) wrong segmentation.

Therefore, depth image (Fig.2.c) is used in the system. The depth is a 3D position
vector (X,y,z) which obtained from the Kinect camera, where the x and y are the rows
and columns in an image and z is the depth readings that are stored in the pixels, for
detecting how pixel far away from camera.

(©
Fig. 2. Depth information: (a) complex background (b) depth image (c) hand’s region.

The depth can be solved the problem of complex background (Fig.2.a) by setting
initial depth value from hand detector to remove any object behind the hand. Thus,
our system takes depth information to extract only hand’s region in image. After
extraction hand’s region, the initial hand’s features will be estimated. For example,
hand center, fingertips position, palm size etc. All initial hand features are used to be
reference value to compare changing of hand gesture in command recognition system.
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2.2 Hand Center Point

We obtained the center point of hand’s region that can be easily computed from the
moments of pixels in hand’s region, which is defined as:

g Mo oy Mo (M, =33x'yI(x,y)) (1)
M oo M oo R

In the above equations, I(x,y) is the pixel value at the position (x,y) of the image, x
and y are range over the hand’s region. The center point is calculated as Xc and Yc
(Fig.3.a). The palm size is defined as the distance between the center point and the
closest pixel on hand contour (Fig.3.b).

(@)

Fig. 3. Initial hand feature: (a) hand center (b) palm size.

2.3 Fingertips Position

Since the user is required to initialize the system by producing the pose of an
“open” right hand facing the camera. Therefore, it is simple to locate fingertips from
curvature of boundary point of hand’s region. However, it may not be necessary to
consider all the boundary points of hand’s region. Thus, we use the polygon
approximation method to extract key point [18] and is stored in a new series of key
point P1,....Pn (Fig.4.a). Each key point Pi has two parameters, the angle (6) and
slope. The angle can be estimated by using k-curvature [6] which calculates the angle
of key point by two vectors [P(i-k)P(i)] and [P(i)P(i+k)] with the same range (k)
(Fig.4.b). The key point, with curvature value is in the threshold and slope is positive,
is an initial fingertip (Fig.4.c).

(a) (b) ©

Fig. 4. Fingertips position: (a) key point (b) curvature calculation (c) fingertip points.

The initial positions of the five fingertips are detected. Each of them will be given
a label that corresponds to the thumb, index, middle, ring and pinky fingers (f;). As we
control initial open hand posture to frontal view. We can simply label fingers based
on sorting the five points by clockwise arranging around palm center. Nevertheless, it
can only detect fingertip in open hand. Thus, tracking method is used for tracking
fingertips which can be changed position at all time in hand gesture sequence.
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3 Finger Detection and Tracking

3.1 Finger Location
Most movements in hand gesture are finger movements (Fig.5.a). Therefore, we

defined two conditions to segment finger locations (Fig.5.b). For a stretching finger,
use distance condition and a bending finger, use depth conditions follow the rules:

D(p.C,)>kR I |Z(p)-Z(C))|<7, )

Where k is a scaling factor, D (p, Cy) is distance between considering pixel and
hand center, Z is depth value and tp is a pre-defined depth threshold.

(b)

Fig. 5. Finger locations: (a) origin hand posture (b) extraction finger location.

3.2 Candidate Fingertips

We define searching area to locate the candidate fingertip positions (Cf;). We
assume that fingertip positions should be points on hand contour. Therefore, it may
not be necessary to consider all points on hand contour. Hence, the polygon
approximation algorithm is used again to find candidate fingertips. Finger.6.b shows
points on contour for stretching finger. In addition, candidate fingertip positions can
be found by assuming that they are closest to the camera in each finger region. Thus,
we use depth to find point which has minimum depth to be candidate fingertips. Fig.
6.b shows these points inside contour.

(b)

Fig. 6. Candidate fingertips: (a) origin hand posture (b) candidate fingertips.

3.3 Fingertip Tracking

The tracking of the fingertip position between successive frames is built by concept
of active contour [18,19]. The possible candidate fingertips of each fingertip will be
assigned energy and then the maximum energy point is chosen to be the fingertip in
the next frame. The discrete formulation of energy function which can be written as:
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E(Cf;) = Einternal(C_fi) + Eexternu[(c.fi) (3)

The energy for each candidate fingertips can be decomposed into two basic energy
term. E;.ma represents the internal energy of the candidate due to bending or
stretching of finger and E,,.,,, is the external constraint introduced by user. The
internal Energy of candidate fingertips is defined as:

internal = Ecominuiry + Ecurvamre + Edeprh (4)

The Ecopiinuiry» 1t forces the candidate fingertip points to be continuous, because the

fingertip should not change much from the current point to the next one. Therefore,
this term tries to keep point which has appropriate distance between the average

distance (67 ) and candidate fingertip point. The form for Eiuy is the following:

E = d—\
(ommmr)

f-c| s)

The E.,vaure this term will find smoothness of the candidate fingertips by
considering contour curvature between the two vectors, A = (X; — X;, ¥; — yix) and B =
(Xisk — Xi» Yirk — ¥i)» k is constraint. If the candidate fingertips have the curvature value
that fall under a threshold, these points will be kept to be possible candidate
fingertips. The formula for E_,,,.. iS given by:

AB
E('un’ature = COS_I ; (6)
|l 8]

Because we have use property of depth, the Eg,,;, has been established. The Eg,,, is
distance between candidate fingertips to camera that represent in 16-bit depth data
units of millimeter. As we have assumed, the fingertips should be found at the closest
point to the camera. Therefore, the Eg,;, becomes maximum value when the
candidate fingertips get close to a camera. The closest point will be given more
priority than the rest points in order of depth. As we mentioned previously, The
Eerermar 18 the external constraint. Thus, in our system, the distances from all fingertips
to considering candidate fingertip in image are used to describe about the E, ;. For
instance, if we are considering the movement of index fingertip, the distances from
other fingertips to considering candidate fingertip point are equivalent to the external
energy which will be used to estimate suitability for choosing the considering
candidate fingertip to be the index fingertips. The distance from index fingertip to
considering candidate fingertip should be shorter than other fingertip. On the other
hand, if the distances from other fingertips are shorter than index fingertip distance,
the considering candidate fingertip should be assigned to another fingertip. The
energy function represents the importance of candidate fingertips relative to each
fingertip. The candidate fingertip with maximum energy is selected to be new location
of fingertip in next frame. In order to reduce the tracking error due to losing depth
value, a simple low-pass filter is applied for the smoothness trajectory of fingertip
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tracking. The average point between selected point and current fingertip point will be

estimated.

4 Experimentation Result

4.1 Fingertips Tracking Precision

We evaluate the fingertip tracking precision on basic finger movements between
the tracked fingertips and the ground truth. We have defined the ground truth using
the end point contour of each finger. The basic finger movements have included five
sequences (Fig.7), bending finger (seq.1), moving finger into the palm (Seq.2), for
crossing finger (Seq.3), hand movement (up, down, left and right) (Seq.4). 45° hand
rotation (counterclockwise and clockwise) (Seq.5). Each sequence is tested at 10
rounds. Tablel shows the precision in terms of the Euclidean distance.

Fig. 7. Basic fingertip movements: (a) bending finger (b) moving finger into the palm (c)
crossing finger (d) 45° hand rotation (e-f) hand movement.

Table 1. Fingertips Tacking Precision

Tracking Precision(Pixel)

5S¢4 ™ Thumb | Index Middle Ring Pinky | V&
I 7.94 7.65 8.50 9.25 8.51 8.37
2 25.35 14.28 14.96 23.12 1569 | 18.68
3 7.47 6.06 5.12 5.60 5.10 5.87
4 5.60 4.16 3.06 5.05 5.77 472
5 4.17 3.44 5.80 3.76 7.19 4.87

From experimentation result, we found that the tracking cases for crossing, rotation
and movement (Seq.3, Seq.4 and Seq.5) give a good precision (= 4-6 pixels error)
because the candidate fingertips obtained from polygon approximation algorithm are
quite well located to the fingertip ground truth. But the tracking cases for bending and
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moving into palm (Seq.1 and Seq.2) give less precision (= 9-20 pixels error) due to
the imperfect depth data received from Kinect that is not suitable for near mode
function. Hence, depth data of finger may lose in some frames. From these factors,
there might produce some errors in the fingertips tracking process.

4.2 Human-Computer Interaction Application

We carried out experiments on a general HCI Application that used as the
commands to interface with Window Media Center on Window 7 (Fig.8.). For
example, pressing up, down, left, right button. You can see video showing the real-
time interactive at: http://www.youtube.com/watch?v=0nQra4We-40

Fig. 8. HCI Application for controlling Window Media Center.

5 Conclusion

Fingertips and palm positions are significant features for hand gesture recognition.
The most of previous works cannot track 3D fingertip positions because the
complexity of finger movement. In this paper, we present the method to deal with
these issues by using depth data feature for correctly hand segmentation and apply
concept of active contour to track fingertips over finger movement. Our method
shows good performance in term of real-time and also has capability to expansion to
Human-Computer Interaction application. However, our method still has some
limitation in tracking fingertips. The fingertips tracking procedure fails if the
neighborhood candidate fingertips are lost, which is the case of the finger movements
are too fast. For the possible applications, our system can be combined with other
Human-Computer Interaction applications, such as finger-spelling process, robot
controlling, visual input device and etc.
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Abstract. Nowadays, the multi-core architecture is adopted everywhere in the
design of contemporary processors in order to boost up the performance of
multitasking applications. This paper mainly exploits the multi-core capability
for full HD video decoding speedup to meet realtime display. Hantro 6100 H.264
decoder is chosen as the reference decoder. The serial decoding algorithm in
the Hantro 6100 H.264 decoder is replaced with a parallel decoding algorithm.
. In this research work, macroblock level parallelism is implemented using the
enhanced version of macroblock region partitioning (MBRP) is implemented for
the parallel video decoding of H.264 video. The results show that the workloads
are well-balanced among the processor cores. It is observed that the maximum
speedup values are attained when the decoder is running with 4 threads on
a 4 core system and 8 logical core system configuration. Moreover, it is also
observed that there is no degradation of visual quality throughout the decoding
process.

Keywords: Multicore processor, speed-up, macroblock, parallel, load balanc-
ing, Hantro decoder.

1 Introduction

In general multi-core architecture platforms, without parallelism implementation, it
overloads all the work on one processor and keeps other processors idle. This process
does not utilize the available resources and works like a single processor. But, with
parallel implementation, the multi-core architecture provides a platform for speeding
up the application by performing thread-level and data-level parallelism rather than
by increasing the operating frequency of the processor. In the proposed research work,
Hantro 6100 H.264 decoder is chosen, since it is fully open-source and implemented in
the Android mobile operating system [1]. The decoder is designed to support only the
baseline profile of H.264 video decoding and it primarily targets for the mobile devices.
The source code of the decoder is fully written in ANSI C standard, so it can be eas-
ily ported to different platforms. The decoder is implemented for the mobile platform
and it can support a maximum of CIF resolution (352X288). In order to see the real
full HD quality, the Hantro decoder implementation is modified for Windows platform
using advanced data structures and some windows supported libraries. However, the
decoder is still unable to decode and render full HD video smoothly, this is because only
one processor is running and the frame rate of video playback is perceived at approx-
imately 10 FPS on average. This value is far from the actual frame rate for real-time
video playback, which is at least 30 FPS on average. From this it is observed that, the
Hantro H.26 decoder is implemented in serial manner and one processor cannot handle
the full-HD decoding task, since the H.264 decoding process is computation-intensive
and time-consuming [2]. From the analysis, this research work is motivated by the need
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for parallel decoding of H.264 and non-uniform distribution of work among the proces-
sor cores. Hence, the Hantro H.264 video decoding process can be sped up using the
data-level parallelism. As per Amdahls law, theoretically the speed-up of the decoding
process will be increased by a factor equal to the number of cores in the processor [3].
In this research work, the macro-block level parallelism is implemented on the video
decoder and made the workload equally among the processor cores.

The remaining part of the paper is organized as follows: Section 2 gives the literature
review on the concepts of H.264 video decoding process and techniques of H.264 paral-
lelization. Section 3 provides the detailed explanation on the design and implementa-
tion. Section 4 presents the results of the proposed implementation on the performance
(speed), visual quality, thread utilization and cache misses are analyzed and discussed.
Section 5 concludes the research work with the recommendation of future work.

2 Literature Review

The H.264 decoding process starts with the extraction of a compressed video frame
from H.264 bitstream. The compressed video frame undergoes the process of entropy
decoding to obtain the transformed residual image and its associated information of
prediction. The transformed residual image then undergoes an inverse quantization pro-
cess and followed by inverse Discrete Cosine Transform (IDCT) to obtain the original
residual image. The reconstructed image undergoes deblocking filter before storing it
into the frame buffer as the reference for next frame or before sending it out for display.
The different stages of H.264 decoding process with serial implementation takes long
time, which is not possible for real-time decoding. Thus, H.264 process requires paral-
lelization to speed up the decoding process. According to C. Meenderinck et. Al ., H.264
parallelization can be performed at either task-level or data-level [4]. In task-level par-
allelism, the H.264 decoding task is decomposed into smaller entities or sub-tasks. Each
sub-task is then assigned to different processors or cores for parallelism. In data-level
parallelism, different portions of data are handled by different processors or cores for
parallelism. Data-level parallelism has several advantages over task-level parallelism.
Data-level parallelism has a higher scalability than task-level parallelism. This is due
to the huge amount of data that stored in the video frame for processing [5]. Besides,
parallelization of H.264 decoder using data-level parallelism, the load-balancing among
the processors can be more easily achieved when compared to task-level parallelism
since the time taken for processing each data is relatively the same.

According to C. Meenderinck et. al., data-level parallelism can be exploited at different
levels of H.264 structures, such as GOP level, frame level, slice level and macroblock
level[4]. In GOP-level parallelism, each Group Of Picture (GOP) is assigned to different
processors or cores, so each processor and cores will decode its assigned GOP indepen-
dently [6]. According to A. Gurhanli et. al. and S. Sankaraiah et. al., the size of GOP
affects the speedup and memory usage [6]-[9]. From their results, by using small size
of GOP, it yields a significant speedup due to lower memory usage.The lower memory
usage will eventually cause less cache pollution, which is one of the factors that affect
the performance. Frame-level parallelism suffers the problem of scalability due to the
limited amount of B-frames that can exist within a video sequence . According to Y.
Chen et. al., the performance of frame-level parallelism can be sped up by accelerat-
ing the P-frame decoding in order to unlock the more B-frames available for decoding
to exploit more parallelism [10] , [11]. The advantage of slice-level parallelism is that
there is no communication overhead and synchronization between processors and cores
as the slice are independent of each other. Besides, the implementation of slice-level
parallelism, it also consumes less memory resources when compared to GOP-level par-
allelism and the effect of the cache pollution can be minimized.The disadvantage of
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slice-level parallelism is that it suffers the problem of scalability because there can be
no more than 8 slices in a frame for H.264 video [12]. Hence, slice-level parallelism may
not be suitable to be implemented on decoder due to limited parallelism. Macroblock-
level parallelism has the advantage of low data communication overhead. Besides, it
also consumes lesser memory resources when compared to other levels of parallelism
[13], [14]. In macroblock-level parallelism, several macroblocks are assigned to different
processors for concurrent decoding.

3 DESIGN AND IMPLEMENTATION

In this research work, the source code of Hantro 6100 H.264 decoder is modified in
two aspects. The original source code of Hantro 6100 H.264 decoder implementation
is only for the Android mobile platform. This is not suitable to analyze for full HD
resolution applications. In order to exploit the capability of the multicore processor
and to render full HD video, as a first task Hantro 6100 H.264 decoder is modified for
Windows platform. The second aspect of modification is to replace the serial decod-
ing algorithm with a parallel decoding algorithm to improve the speedup and render
real-time full HD resolution video. This paper focuses on H.264 baseline profile. The
main contribution of this research work is to implement decoding of full HD video
resolution at 1920X1080 without any loss of quality. The proposed macroblock-level
parallelism is implemented using enhanced macroblock-region partitioning (MBRP) to
exploit data-level parallelism of H.264 video [13] . The programming model that used
in this research work is based on fork-join model as specified by OpenMP standard [3].
In the parallel region, several threads are created and each thread handles the decoding
task in one macroblock-region only. The width of each macroblock region is determined
by dividing the width of the frame with the number of cores or processor. Each thread
identifies starting and ending position of its region based on its own thread ID. Each
thread decodes the macroblocks within its own region after all the data dependencies
are resolved. However, each thread will perform entropy decoding if there are no mac-
roblocks available for decoding. Whenever there is unresolved inter-thread dependency,
each thread will continue its execution on entropy decoding instead of polling for the
dependency to be resolved. So that, each thread will not fall into idle state.This idea is
to effectively balance the workload among the threads, so that no threads will fall into
an idle state. Hence threads do not have to wait for the availability of macroblocks to
decode within its region. The detailed step by step procedure in the proposed algorithm
is as follows:

1. Obtain the first macroblock index of the region.

2. Check whether current macroblock is entropy decoded, if it is not entropy decoded
performs entropy decoding of one macroblock, otherwise proceed to the next step.

3. Check whether the data dependencies of current macroblock are resolved, if the
dependencies are not resolved, perform entropy decoding of one macroblock, oth-
erwise proceed to the next step.

4. Decode the current macroblock and then followed by performing deblocking filter.

5. Check whether it reaches to the end of the region, if it is the end of the region,
proceed to step 7, otherwise proceed to the next step.

6. Obtain the next macroblock index of the region and proceed to step 2.

7. All the macroblocks within the region are completely decoded and wait for all
threads to reach the barrier.

The video rendering is implemented with the use of the Simple DirectMedia Layer
(SDL) library API [15]. SDL is a fully open-source multimedia development API, which
can be used in different types of platforms. The proposed research work invokes the
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overlay functions defined in SDL library for rendering the decoded video frames. The
tools for evaluating the visual quality (PSNR) and elapsed time are incorporatedine
the source code as a data loggerr.

4 RESULTS AND DISCUSSION

4.1 Testing Environment and Platform

In this research work, Intel Core i7-930 multicore processor operates with windows
7, 64-bit operating system is used and has a clock speed of 2.8 GHz turbo up to
3.06GHz, with 32KB D-Cache (L1), 32KB I-Cache (L1), 256KB cache (L2), 8MB L3
cache and 8GB RAM for the profiling of the parallel Hantro 6100 H.264 decoder. Before
performing the profiling on the decoder, some of the additional precautions have taken
to isolate the unnecessary interferences, which are as follows:

Disabled the LAN card

Changed the theme from Windows Aero to Windows Basic
Closed all background processes running unnecessarily
Disabled the real-time protection of Anti Virus software
Disabled the disk defragmentation task

ik Lo

All these steps are considered to minimize the processor consumption before performing
the profiling on the decoder. The samples of both PSNR and elapsed time with respect
to the number of threads are recorded by using a data logger embedded inside the
decoder. The profiles of both thread workload and thread concurrency are obtained
by using the Intel Parallel Studios Parallel Amplifier. The compiler used is Intel C++
compiler. The Big Buck Bunny is the H.264 video sequence is used throughout the
whole profiling process.

4.2 Performance metrics

The measurement of the decoders elapsed time is intended for benchmarking the per-
formance of decoder with respect to the number of threads created. The measurement
of PSNR is the visual quality representation of the video with respect to the number
of threads created. The performance of the decoder is evaluated based on the elapsed
time of decoding. The elapsed time is defined as the difference between the start time
and end time of the decoding process. The shorter is the elapsed time, the higher is
the performance of the decoder and the higher the speed up. The measurement of
both PSNR and elapsed time are embedded inside the source code of the decoder as
a data logger. The data collected when the system is running with Hyper-threading
(HT) technology enabled and with HT technology disabled. Figures land 2 shows the
data collected before the thread affinity is implemented, whereas Figure 3 shows the
comparison of data collected before and after the thread affinity is implemented. The
results of the data collection process are performed with video rendering disabled. For
each sample of elapsed time, the speedup is calculated as the ratio of the elapsed time
during serial execution to the parallel execution according to the Amdahls Law [3].

4.2.1 Performance analysis without hyper threading technology is enabled

When HT technology is not enabled, only 4 out of 8 processing elements or 4 physical
cores (1 thread per core) are activated in the Intel Core i7 processor. From Figure 1,
the speedup is gradually increasing with an increase in the number of threads from 1
to 4. This proves that the decoding performance can be speed up by utilizing multicore
architecture.However when HT technology is not enabled,the decoder is running from
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4 threads onwards the speedup decreases drastically, which is shown in Figure 1. This
problem arises because of the sharing of 4 physical cores among the 6 or 8 threads. When
the number of threads exceeds the number of available physical cores, the operating
system will perform the task of thread switching to switch each physical core from one
thread to another. This will pose a serious problem to the decoder speedup. This is
because the threads keep waiting since threads are functioning like a thread pool.
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Fig. 1. The graph of elapsed time and speedup with respect to the number of threads (HT
Technology is not enabled and no thread affinity implemented)

Discussion:

The parallel algorithm of decoder is designed in such a way that each thread is waiting
for another thread to continue its execution by checking the status of reference flag.
Thus, this might cause data race condition while reading the value of reference flag
due to the thread switching activity. This data race condition will incur extra latency
and eventually degrade the overall decoding performance. Another problem arises due
to the extra waiting cycle of thread in an attempt to acquire the Mutex (Mutual
exclusion) lock. Whenever there is no macroblock available for decoding, each thread
will enter the shared region to perform entropy decoding [16]-[19]. In shared region,
only one thread is allowed to access at one time. Before entering the shared region,
each thread will try to acquire a Mutex lock to gain an access and execute the code
inside the shared region. Therefore, the thread will possibly fall into waiting state due
to repeated failure in acquiring the Mutex lock. This issue will also incur extra latency
and eventually degrade the overall decoding performance. Therefore, this might give
rise to the thread synchronization problem due to the data race condition and thread
locking overhead.

4.2.2 Performance analysis with hyper threading technology is enabled
When HT technology is enabled, all the 8 processing elements or 8 logical cores (2
threads per core) are activated in the Intel Core i7 processor. From Figure 2, there is an
improvement in the speedup when compared to the speedup shown in Figure 1. This is
due to the advantage of hyper technology, as it provides Simultaneous Multithreading
(SMT) to allow seamlessly concurrent execution of multiple threads. By using the 8
logical cores, up to 8 threads can be independently executed without sharing of cores
between the threads. This will effectively minimize the effect of data race condition
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and extra waiting cycle in acquiring the Mutex lock. However, the speedup is not that
much as expected. This might be due to the possibility of the occurrence of thread
switching by operating system. In order to resolve thread switching problem, thread
affinity has to be implemented.
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Fig. 2. Comparison of elapsed time and speedup with respect to the number of threads (HT
technology is enabled and no thread affinity implemented)

4.2.3 Performance analysis with hyper threading technology is enabled and
thread affinity is implemented

Thread affinity is a process of binding a single thread to a single core or processor
in order to utilize the same cache resources on the same processor. As a result of
implementing the thread affinity, the process may run more efficiently by minimizing
the number of cache misses. After the thread affinity is implemented, each thread is
permanently mapped to one logical core. In this case, the thread will not be switched
to another core during the program runtime by operating system.

6

Speed-up

0
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& Before Thread
Affinity 1 178 344 425 501
Implementation:
=+ After Thread
Affinity 1 181 354 465 555
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Number of Threads

Fig. 3. The comparison of speedup before and after thread affinity is implemented

Discussion:
As shown in Figure 3 it is observed that, thread affinity implementation increases
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the speedup progressively when compared to the speedup of without implementing the
thread affinity. It is also observed that the speedup is increased with the number of
threads from 1 to 8 after implementing the thread affinity. However, when starting
from 4 threads onwards, the speedup is slowly ramping up. This is due to the fact that
the speedup is gradually approaching to its limit. According to the Amdahls Law, the
maximum speedup is restricted by some part of the program cannot be parallelized
and also the logical cores can give a maximum speedup of 33% only [?]. Therefore, the
speedup of decoder is restricted by the sequential process, such as the initialization
process. From the graphs shown in Figures 1, 2 and 3, it is observed that the number
of threads created should be at least equal to the number of processor cores in order to
obtain the maximum performance. Hence, it is advisable that the number of threads
should not create more than the number of processing cores. Thus, it is justified that
the implementation of thread affinity improves the stability in the performance of the
decoder.

5 CONCLUSION AND RECOMMENDATION

In the proposed implementation, each thread manages its own task without the control
of master thread. The results obtained from the proposed parallel algorithm ( MBRP)
shows that, the speedup values are marginal when it is running with 4 threads with-
out thread affinity is implemented. This is partly due to the sharing task of entropy
decoding (CAVLC) among the threads. After implementing the thread affinity, the
stability in the performance of the decoder is gradually improved. From the results, it
is observed that the workloads among the threads are well-balanced with the efficient
design of the algorithm without any deviation among the workload of threads. Besides,
the video rendered on screen shows the same visual quality (PSNR) irrespective of the
number of threads created. Also, the results show that the decoder exhibited a good
level of thread concurrency and CPU utilization. Furthermore, it is observed that the
effect of cache misses is minimized after implementing the thread affinity. In order to
improve the performance in terms of speedup, it is recommended that the entropy de-
coding task should be separated from the parallel region. The entropy decoding is a
slow process as it has to be performed sequentially. Hence, the entropy decoding task
should be assigned to another core, which has a higher processing speed. Besides, it
is recommended that the MBRP should be implemented in both spatial and temporal
domains. In this case, the decoding of macroblocks in next frame can start without
waiting for all macroblocks in the current frame to finish. This way waiting time of
each thread for macroblocks can be minimized.
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Abstract. The optical flow describes the direction and time rate of pixels in a
time sequence of two consequent images. A two-dimensional velocity vector,
carrying information on the direction and the velocity of motion is assigned to
each pixel in a given place in the picture. This article describes different motion
detection methods, gives a brief illustration of the optical flow conception, and
presents in details the Lucas-Kanade and Horn-Schunk algorithms for optical
flow estimation and their implementation using MATLAB.

1 Introduction

Motion recognition is a very active research topic in computer vision with many
important applications, including human—computer interfaces, content-based video
indexing, video surveillance, and robotics, among others. Historically, visual action
recognition has been divided into sub-topics such as gesture recognition [1, 2], facial
expression recognition [3], and crowd behavior recognition for video surveillance [4].

Video surveillance has become a topic more and more important with the advent of
technology and because of the increasing need for security. Central to the topic is
automatic analysis and detection of abnormal events in public places or during public
events. One particular class of community security issues is that involving a large
number of people gathering together (crowding), sport competitions, demonstrations
(e.g., strikes, protests), etc. Because of the high level of degeneration risk, the security
of public events involving a large crowd has always been of high concern to relevant
authorities. In recent years, a number of security agencies specialized in crowd
management have turned out to respond to the need. Technically speaking, crowd
behavior analysis can be divided into two tasks: motion information estimation and
abnormal behavior modeling. The former usually extents to crowd tracking. It is a
process by which we estimate the speed, direction and location of the crowd in a
video sequence. Higher of crowd behavior can be used to detect anomalous events.
One of the important aspects of video analytics is to recognize human behaviors. The
survey performed by [5] presented many existing techniques that had been used to
recognize human behaviors in distinct environments. Apart from analyzing the crowd
behavior, there is a need to recognize it using video analytics. Recognizing the human
behavior from a large crowd is a difficult task, especially, when the data is acquired
from the live video streams [5, 6]. 3D based methods have also been reported in the
literature for visual surveillance [7]. 3D methods are based on various depth
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estimation techniques [8, 9, 10]. However, these methods are limited by the
specialized hardware and/ or non-real time processing.

There is a large amount of existing work that has been employed to analyze human

behavior in diverse situations using video cameras. Two types of video sequences can
be analyzed [11] i.e. real time streaming and offline videos. Using these two types,
the image processing strategy for recognition the human behavior involves the
following general techniques: 1) - Motion Detection & Segmentation 2) -
Classification 3) - Tracking of the moving objects.
The paper is organized as follows. First, we present a general overview of motion
detection methods. Then, we review the definition of the conception optical flow in
Section 2 and the methods Horn-Schunck and Lucas-Kanade for optical flow
estimation will be described in Section 3. In conclusion the implementation of these
methods and the development for Lucas-Kanade algorithm will be performed.

2 Motion Detection

Motion segmentation is essential to cut streams of motions into single motion. The
task of object detection is to segment regions corresponding to the objects from the
rest of an image. This process usually involves segmentation and object classification.
There are five conventional approaches to moving object detection: statistical
methods, temporal difference, block-based matching and optical flow.

To identify the motion of the complex background and consider the slow
movement and the updates in the background, the current image frame is subtracted
either by the previous frame or the next frame of the image sequences. This is termed
as temporal differencing.

Statistical methods decompose the image/video into smaller regions, not linked to
body parts or image coordinates. Instead, motions are recognized based on the
statistics of local features from all regions. A direct advantage of those approaches is
that the detection of the motion need not be performed explicitly for the computation
of the space—time features. Such approaches are typically based on bottom-up
strategies, which first detect interest points in the image, mainly at corner or blob like
structures, and then assign each region to a set of preselected vocabulary-features.
Image classification reduces them to computations on so-called bag of features
(BOF), i.e. histograms that count the occurrence of the vocabulary-features within an
image. On the downside, this approach is sensitive to the size or the scale, especially
when it depends on geometrical features such as corner or edge features [11].

In block matching approach [12], each image frame is divided into non-overlapping
blocks of equal size. Typically, the algorithm finds matching block — a block in the
reference frame that matches the current block best. The best candidate block is found
and the relative distances between a source block and its candidate blocks are called
motion vectors. Differential motion estimation algorithms have been used commonly
such as- Full Search (FS), Three-Step Search (TSS), New Three-Step Search (NTSS),
Four-Step Search (FSS), Diamond Search Algorithm (DS), and Hexagon Based
Search Algorithm (HEXBS).
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3 Optical Flow

Assume (x,y,) is the center pixel in a nxn neighborhood and moves by dx,dy in time
ot to I(x+ox,y+oy,t+ot). Since I(x,y,t) and I(x+ox,y+0y,t+ot) are the images of the
same point (and therefore the same) we have [13]:

I(x,y,t) =1(x + 8x,y + 8y, t + 8t) (1)

This assumption forms the basis of the 2D Motion Constraint Equation and is

illustrated in Figure 1 below. The assumption is true to a first approximation (small

local translations) provided ox,dy,dt are not too big. We can perform a Ist order
Taylor series expansion about /(x,y,t) in (1) to obtain:

I(x+6x,y+ 8y, t+6t) =1(x,y,t) +Z—;5x+g—;6y+%6t+H.0.T )

Where H.O.T. are the Higher Order Terms, which we assume are small and can
safely be ignored. Using the above two equations (1) (2) and dividing the both sides
by &t, we obtain:

ar ar a1
aVX'FaVy‘FE—O (3)
Here Vx = % and Vy = % are the x and y components of image velocity or
optical flow and Z—; ,Z—JI/ and % are image intensity derivatives at (x,),#). Note that the

difference between (Vx,Vy) which are the x and y components of optical flow and
(Ix,Iy,It) which is intensity derivatives. This equation can be rewritten more
compactly as:

(Ix, Iy). Vx,Vy) = —It @)

VI.V = —It (5)

Where V1 = (Ix,Iy) is the spatial intensity gradient and v = (Vx,Vy) is the image

velocity or optical flow at pixel (x,y) at time t. V7 -v = —It is called the 2D Motion
Constraint Equation and is one equation in two unknowns.

(€371
\‘ﬂ'sp\acement = (u.v)

I(xp,t-1) I(x.0)

Fig. 1. The image at position (X,y,t) is the same as at (x+u,y+v,t+6t)

Differential methods belong to the most widely used techniques for optical flow
computation in image sequences [14]. They can be classified into local methods such
as the Lucas—Kanade technique, and into global methods such as the Horn/Schunck
approach and its extensions .Often local methods are more robust under noise, while
global techniques yield dense flow fields.
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3.1 Lucas and Kanade method:

Lucas and Kanade implemented a weighted least-squares (LS) fit of local first-order
constraints (5) to a constant model for V in each small spatial neighborhood Q by
minimizing:

EWVx,VY) = Xyy ca W20, M[VI(x, y,0).V +1(x,,)]? (6)

Where (x,y) are weights allocated to individual pixels in Q (2-D Gaussian
coefficients or difference filter).The solution to (6) is given by:

W24V =w?b (7)

After multiplying the both side by AT and dividing byATW2A:
ATWZ2AV = ATW?b (8)
V = [ATW?2A] 1 ATW?2b 9)

Where, for N pixels (for a nxn neighborhoods N =n?), (xi,yi) eQ at a single time t:

A = [VI(x1,y1),...,VI(xN,yN)]
W = diag[W(x1,y1) ..., W(xN,yN)]
b = —(It(x1,y1) ...It(xN,yN)) (10)

The solution to equation (9) can be solved in closed form when ATW?2A4 is a
nonsingular matrix.

By performing an eigenvalue/eigenvector decomposition onATWZ?A, We will
obtain two eigenvalues,A2 > A1 >0, and their corresponding orthogonal unit
eigenvectors, "el and "e2. If the smallest eigenvalue, A1 >tD, where tD is a user
specified threshold (we use 1.0 typically), then the V' computed by equation (9) is
accepted as a reliable full velocity. If A1 <tD but A2 >tD then we can compute a least
squares normal velocity by projecting V' in the direction of the larger eigenvalue:

Tn = (V. e2) " e2 (11)

C. Liu. [18] Presented a new development for Lucas and Kanade method. The
major difference is that they used conjugate gradient for solving large linear systems
instead of Gauss-Seidel or successive over-relaxation (SOR).

3.2 Horn-Schunk Algorithm (HS):

This algorithm is based on a differential technique computed by using a gradient
constraint (brightness constancy) with a global smoothness to obtain an estimated
velocity field (Horn and Schunk 1981) [15]. The brightness of each pixel is constant
along its motion trajectory in the image sequence. The relationship in continuous
images sequence will be taken into account to estimate the original intensity for a
gradient constraint. Let /(x,y,7) denote the gradient intensity (brightness) of point (x,y)
in the images at time t. In each image sequence, /x, [y and It are computed for each
pixel.
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In practice [16], the image intensity or brightness measurement may be corrupted
by quantization or noise. According to the equation for the rate of change of image
brightness:

I(x,y,t) = I(x+Vx, y+Vy, t+1) (12)
e=VxIx+Vyly+1t=0 (13)

Where Vx and Vy are the horizontal and vertical motion vectors of optical flow,
respectively, one cannot expect € to be zero. The problem is to minimize the sum of
errors in the equation for the rate of change of image brightness as near as 0. So, the
smoothness weight (o) is iteratively presented as:

Ix[Ix Vx~F + Iy Vy = + It]
a? +Ix% + Iy?

Iy[Ix Vx™F + Iy Vy=* + It]
a? +Ix% + Iy?

ka+1 — Vx—k _

Vyk+1 — Vy—k _

(14)

Where Vx~* and Vy *denote horizontal and vertical neighborhood averages
(Vx*and Vy*),which initially are set to zero and then the weighted average Kernel at
neighboring points is applied for further iterations using Eq.(14) The smoothness
weight (o) plays an important role where the brightness gradient is small, for which
the suitable value should be determined.

Thomas Brox et al. [17] developed this method by studying energy functional for
computing optical flow that combines three assumptions: a brightness constancy
assumption, a gradient constancy assumption, and a discontinuity-preserving spatio-
temporal smoothness constraint. In order to allow for large displacements,
linearization in the two data terms is strictly avoided.

4 Implementation of Optical Flow Using Matlab

The main criteria parameters for this implementation will be: Time (elapsed time) of
the optical flow calculation (speed vectors) and the Result after thresholding operation
of separate images of the whole film sequence (its shape and visual quality). The
performance of the proposed methods will be assessed using the PETS2009 dataset.

4.1 Testing the Horn-Schunck method:

In this method it is possible to adjust a few input parameters, the most important of
which are: Smoothness factor 4, Number of iterations Size of the image Calculated
values elapsed times with different values of the previous parameters are shown in
table 1.
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Table 1. Testing the Horn-Schunck method

Smoothness factor Number of Size of the Elapsed time [s]between two
iteration image frames
1 10 288x384 0.07
576x768 0.3
50 288x384 0.3
576x768 1.4
100 288x384 0.7
576x768 2.8
0.1 10 288x384 0.08
0.01 10 288x384 0.09

Figure 2. Shows the results of calculated optical flow speed vectors with different
number of iterations including the result after thresholding:

T

R

a) B

c) d)

Fig. 2. (a) Frame 150 of PETS2009 S1.L1.viewl sequence. (b) Number of iteration =10. (c)
Number of iteration =50. (d) Number of iteration =100

In most cases we found that Horn-Schunck produces slightly lower error than Lucas-
Kanade for the respective best parameter settings. The explicit regularization term in
Horn-Schunck also provides visually superior results without the over-smoothing
artifacts of the Brox algorithm. On the other hand, Horn-Schunck is somewhat
sensitive to the choice of parameter settings.

4.2 Testing the Lucas-Kanade method:

Temporal gradient filter and the size of the image have the greatest effect on this
method temporal gradient filter. The calculated values elapsed times are shown in the
table 2 and the figure 3 shows the result after thresholding:
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Table 2. Testing the Lucas and Kanade method

Temporal gradient filter Size of the image Elapsed time[s] between
(pixels) two frames
Difference filter 116 x 154 2.6
288 x 384 18.1
576 x 768 76.2
Derivative of Gaussian 116 x 154 0.4
(C.liu) 288 x 384 33
576 x 768 152
Derivative of Gaussian 576 x 768 60.3

c)

Fig. 3. (a) Frame 150 of PETS2009 S1.L1.viewl sequence. (b) Derivative of Gaussian. (c)
Difference filter. (d) Difference filter and different colormap.

On the other hand, the implementation demonstrates that FBMAs depends strongly on
motion content. For example, the TSS is good for blocks with rapid motion content.
For moderate and slow motion (quasi-stationary and stationary) blocks, the FSS and
DS perform better. The NTSS can effectively solve blocks with both rapid and slow
motion. Furthermore, in the case of the block-matching and Lucas-Kanade
algorithms, window size (w) is the key parameter that balances stability with spatial
resolution. Larger windows provide a higher degree of confidence in the vector field,
but do not reveal fine-scale detail.

4 Conclusion

Due to the calculated values and the depicted result it can be observed that the value
of the smoothness factor in Horn-Schunck method cannot be defined exactly because
the suitable value is varying upon different image sequences. The suitable iteration
times also cannot be defined for the best outcome, which impacts the processing time
for the best motion vector at the output. On the other hand Lucas-Kanade method is
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dependent on the window size which is the key parameter that balances stability with
spatial resolution. On the other hand this method appears to be faster under
experiment and good for the high texture and small motion.
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Abstract. A modified version of Local Remaining Execution-TL (LRE-TL)
real-time multiprocessor scheduling algorithm is presented. LRE-TL uses two
events to make scheduling decisions: The Bottom (B) event and the Critical
(C) event. Event B occurs when a task consumes its local utilization meaning
that it has to be preempted. Event C occurs when a task’s local laxity becomes
zero meaning that the task should directly be scheduled for execution. Event
C always results in a task migration, therefore we modified the initialization
procedure of LRE-TL to select the tasks that have a higher probability of
firing a C event to be scheduled for execution firstly, and thereby tasks
migration will be reduced. We have conducted an independent-samples t-test
to compare tasks migration using the original LRE-TL algorithm and the
modified algorithm. The results obtained showed that there was a significance
reduction in tasks migration when the proposed solution is applied.

Keywords: Real-time, Multiprocessor, Scheduling, Preemptions, Migrations

1 Introduction

Real-time Systems are systems in which the correctness of the system doesn't depend
only on the logical results produced, but also the physical time when these results are
produced [1]. Meeting the deadlines of a real-time task set in a real-time
multiprocessor system, requires the use of an optimal scheduling algorithm. A
scheduling algorithm is said to be optimal if it successfully schedules all tasks in the
system without missing any deadline provided that a feasible schedule exists for the
tasks [2-3]. The scheduling algorithm decides which processor the task will be
executed on, as well as the order of the tasks execution. Although a scheduling
algorithm may be optimal, but sometimes it can't be applied practically [4]. This
because of the scheduling overheads, in terms of task preemptions and migrations that
accompany its work.

In this paper we consider the possibility of reducing scheduling overhead incurred
by tasks migration in LRE-TL algorithm by firstly sorting the tasks with Largest
Local Remaining Execution First LLREF or Least Laxity First LLF, when initializing
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the TL-plane. Then we select the first m tasks to be scheduled for execution. We have
realized that when tasks are sorted with LLREF, a significance reduction in tasks
migration is noticed. However, it is worth mentioning that sorting tasks will increase
the complexity of the TL-plane initialization procedure. To avoid this problem, we
propose an alternative solution to be discussed in section 7.

The rest of this paper is organized as follows: Section 2 describes the task model
and defines the terms that will be used in this paper. Section 3 gives an overview of
real-time multiprocessor scheduling and reviews related algorithms. In section 4 we
show how to reduce tasks migration in LRE-TL. In section 5 we present and discuss
the simulated results. Lastly we conclude in section 6.

2 Model and Terms Definition

In real-time systems, a periodic task [5] is one that is released at a constant rate. A
periodic task 7; is usually described by two parameters; its execution ¢; and its period
pi- The release of a periodic task is called a job. Each job of 7; is described as T; ,= (e;
p)) where k=1, 2, 3, ... . The deadline of the k™ job of T; i.e T;, is the arrival time of
jOb T, (k+1) ie, at (k + 1)pl

A task’s utilization is one of the important parameters and is described as u; =
ei/pl.. A task’s utilization is defined as the portion of time that the task needs to

execute after it is released and before it reaches its deadline. The total as well as the
maximum utilization of a task set T are described as Ug,,, and U4, respectively. A
periodic task set is schedulable on m identical multiprocessor iff" Uy, < m and
Umax < 1 [6].

3 A Review of Real-time Multiprocessor Scheduling

Scheduling on real-time multiprocessor systems can be classified into three
categories: partitioning, global, and cluster scheduling. In the partitioning category,
the scheduling process is divided into two steps. In the first step, tasks are allocated
statically to processors and they are not allowed to migrate between processors later.
The second step is the scheduling, in which each processor is scheduled using a uni-
processor scheduling algorithm. The advantage of partition scheduling is that the
scheduling problem is reduced from multiprocessor scheduling to a uni-processor one
which has been extensively studied and are known to be well optimal. However
partition scheduling suffers from two problems. Firstly, assigning tasks to processors
is a bin-packing problem, which is known to be NP-hard. Secondly, there are task
systems that can’t be schedule unless they are not partitioned. The global scheduling
category maintains a global task queue ordered according to a specific policy. The
scheduler then allocates the highest priority tasks to the available processors. In the
global scheduling, tasks are allowed to migrate between processors. Unfortunately
uni-processor scheduling algorithms can’t be used here since they produce low
processor utilization. However, recently some global scheduling algorithms have been
proposed that can achieve processor utilization of m such as P-fair, LLREF and LRE-
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TL. Cluster scheduling, is a combination of both partitioned and global scheduling.
Cluster scheduling, uses one scheduler at minimum and maximum N schedulers
(where N is the number of processors). Each scheduler is assigned a subset of
processors which may contain minimum 1 processor and maximum N processors
(where N is the number of processors). Then each scheduler may schedules its tasks
using one of the global, partitioned, or cluster scheduling algorithms [6-9].

3.1 LLREF

Largest Local Remaining Execution First, LLREF, is a real-time multiprocessor
scheduling algorithm based on the fluid scheduling model, in which all tasks are
executed at a constant rate. LLREF divides the schedule into Time and Local
execution time planes (TL-planes), which are determined by task deadlines. The
algorithm schedules tasks by creating smaller “local" jobs within each TL-plane. The
only parameters considered by the algorithm during a TL-plane are the parameters of
the local jobs. When a TL-plane completes, the next TL-plane is started. The duration
of each TL-plane is the amount of time between consecutive deadlines [8].

For example, if we have the following task set

Table 1. Sample Task set

T e p
T1 3 7
T2 5 11
T3 8 17

Then, the intervals of the TL-planes will be as follows:

Table 2. TL-pane Intervals for task set in Table 1

TL-plane Interval
TL-0 [0, 7)
TL-1 [7,11)
TL-2 [11, 14)
TL-3 [14,17)
TL-4 [17,21)
TL-5 [

21,22)

Within each TL-plane, the local execution is calculated for all tasks. For example, if
tr, and tgis the starting and ending time of a TL-plane, 7}s local execution is
calculated as l; o = u;(t, — t;) ie the local remaining execution of each task is
proportional to its utilization. If task 7; starts its execution at time ¢, then its local
remaining execution [,x starts to decrease. Whenever a scheduling event occurs,
LLREF selects the m highest remaining execution tasks for execution. The selected
tasks will continue to execute until one of the following events occur [8, 10].

» Event B, the bottom (B) event occurs when a task completes its local remaining

execution (i.e., when /;, = 0) [8].



338 A Modified LRE-TL Real-Time Multiprocessor Scheduling

» Event C, the critical (C) event occurs when a task consumes its local laxity and
can’t wait anymore therefore; it must be selected directly for execution; otherwise
it will miss its deadline. (i.e., [;, = tf, — tg) [8].
Fig. 1, below shows both events.

C Event
To
Ty T:
To B Event

Fig. 1. B and C events

LLREF continue to execute until all tasks within the TL-plane complete their local
remaining execution [8], then the next TL-plane is initialized and the process is
repeated.

3.2 LRE-TL

LLREF introduces high overhead in terms of running time as well as preemptions and
migrations [6]. LRE-TL (local remaining execution-TL) is a modification of LLREF.
The key observation of LRE-TL is that there is no need to select tasks for execution
based on largest local remaining execution time when a scheduling event occurs. In
fact, any task with remaining local execution time will do. This observation greatly
reduces the number of migrations within each TL-plane compared to LLREF.
Moreover, LRE-TL is extended to support scheduling of sporadic tasks with implicit
deadlines while achieving utilization bound of m [6]

LRE-TL algorithm contains four procedures. The main procedure starts by calling the
TL-plane initializer procedure at each TL-plane boundary. Then it checks for each
type of scheduling event and calls the respective handler when an event occurs. After
that, the main procedure instructs the processors to execute their designated tasks [6].
At each TL-plane boundary, LRETL calls the TL-plane initializer. Within a TL-plane,
LRE-TL processes any A, B or C events. The TL-plane initializer sets all parameters
for the new TL-plane. The A event handler determines the local remaining execution
of'a newly arrived sporadic task, and puts the task in one of the heaps (Hs or Hc). The
B and C event handler maintains the correctness of Hs and Hc [6].

LRE-TL maintains three heaps, Hp for the deadline heap, Hp for the bottom event,
and Hc for the critical event. The algorithm starts by firstly initializing the TL-plane,
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in which the deadline heap will be populated with tasks that arrived at time 7,,,, and
then the algorithm starts adding tasks to be scheduled for execution on heap Hy until
all processors are occupied. After that, all remaining tasks will be added to heap He.
For tasks added to heap Hg and Hc, their keys are set to the time at which the task will
trigger a scheduling event [6].

LRE-TL algorithm will not preempt a task unless it is absolutely necessary. When a B
event occurs, the task generated the B event will be preempted and replaced by the
minimum of heap Hc, the closest task to fire a C event. All task that was executing
prior to the B event will continue to execute (on the same processor) after the B event
is handled. On the other side, when a C event occurs, the task that fired the C event
should be immediately scheduled for execution. This is done by preempting the
minimum of heap Hgp and replacing it with the task that fired the C event. The
preempted task in turn, will be added to heap Hc [6].

4 Reducing Tasks Migration

The overheads incurred by global scheduling can potentially be very high specially
when considering the hardware architecture. The fact that jobs can migrate from one
processor to another can result in additional communication loads and cache misses,
leading to increased worst-case execution times [9]. As we mentioned before, LRE-
TL starts execution by firstly initializing the TL-plane wherein the deadline heap is
updated with the deadline of tasks arrived at time 7, After that, both heaps Hg and
Hc are populated with tasks selected for execution, and tasks that will remain until
they consume their local laxity respectively. We realized that if we firstly sort the task
with Largest Local Remaining Execution First (LLREF), before populating heaps Hp
and Hc, a significant reduction of event C- which results in a task migration- is
noticed. The following example clearly explains this.

Example 1

- Without Sorting Tasks
The following table contains 8 tasks with their execution e, period p and local
remaining execution / for the first TL-plane which has the interval [0, 10).

Table 3. Task set for example 1
T e p Ll0,10)

T1 8 17 4.7
T2 10 30 33
T3 5 11 4.5
T4 8 29 2.8
T5 1 10 1.0
T6 11 13 8.5
T7 3 26 1.2
T8 15 18 8.3

If we would like to schedule the tasks on a system of 4 processors, then both heaps Hp
and heap Hc will be initialized as follows
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Table 4. Initialization of heap Hy and heap Hc for
the first TL-plane for task set in Table 3
TL-Plane 0 [0, 10)
Heap Hp
T4 T2 T3 T1
2.8 3.3 4.5 4.7

Heap Hc
T7 T5
8.8 9.0

It can be clearly seen that here both of T6 as well as T8 will fire C event at time 7,
=1.5 and 7,,=1.7 respectively. This will result in the migration of both T4 and T2
which will be scheduled to execute later at time 7,,=8.7 and 8.4 respectively.
- Tasks Sorted with LLREF
On the other hand, when tasks are sorted with their local remaining execution, we
get the following order:

Table 5. Task set of Table 3 after sorting

T e p L; [0, 10)
T6 11 13 8.5
T8 15 18 8.3
T1 8 17 4.7
T3 5 11 4.5
T2 10 30 33
T4 8 29 2.8
T7 3 26 1.2
T5 1 10 1.0

Table 6. Initialization of heap Hy and heap H for
the first TL-plane for task set in Table 5

TL-Plane 0 [0, 10)

Heap Hy
T5 T6 T3 T7
4.5 4.7 8.3 8.5
Heap He
T8 T1 T2 T4
6.7 7.2 8.8 9.0

In this case we can see that no C event will be fired since all tasks of heap Hy will
finish their execution before tasks of heap H¢ consumes their local laxity. So no task
migration will occur.
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4.1 Proposed Solution

We believed that, as mentioned before, sorting of tasks will increase the complexity of
the TL-plane initialization procedure [6]. To overcome this problem we propose not to
sort the tasks, instead we will utilize heap Hc to overcome the sorting problem. So,
firstly, we populate heap H¢ with all active tasks after calculating their local laxity.
Since heap Hc is a minimum heap i.e. it maintains the element with the minimum key
at the top; we can get the tasks back from it ordered accordingly to their least laxity
first which is also equivalence to the largest local remaining first order. After heap Hc
is populated, we extract the first m tasks from it, add them to heap Hg and assign them
to the m processors. In this case the complexity of the TL-plane initialization
procedure will remain the same and will not be affected. The algorithms of the
original TL-plane initialize procedure as well as the modified one are depicted in
Figure 2 below.

1. Start 1. Start

2. Update the deadline heap Hp 2. Update the deadline heap Hp with
with tasks that arrived at tasks that arrived at Teur
Teur

3. Z=1 3. For all active tasks

4. For all active tasks 4. 1 = u; (Tr = Teur)

5. 1 = ui(Ts— Teur) 5. Ti.key = T¢ - 1

6. If Z <= M then 6. He.insert (T;)

7. Ti.key = Tewr + 1 7. End for

8. T;.proc-id = Z 8. zZ=1

9. Z.task-id = T; 9. While (Z<=M and NOT

Hc.isEmpty())

10. Hz.insert (T;) 10. T=H..extract-min ()
11. Z=2+ 1 11. T.key= Tr - T.key + Teu
12. Else 12. T.proc-id = Z

13. T;.key = Tr - 1 13. Z.task-id = T

14. He.insert (T;) 14. Hg.insert (T)

15. End if 15. 2=+ 1

16. End for 16. End while

17. z' =2 + 1 17. z2' =2 + 1

18. While z' <=M 18. Wwhile Z' <=M

19. Z'.task-1d=NULL 19. Z'.task-1d=NULL
20. End while 20 End while

21. End 21 End

Fig. 2. LRE-TL initialize procedure

(a) Original procedure (b) Modified LRE-TL initialize procedure

5 Result and discussions

We have conducted experimental work to verify our work. We have tested the
algorithm using random task sets of 4, 8, 16, 32 and 64 that run on 2, 4, 8, 16 and 32
processors respectively. For each task set, we have generated 1000 samples. Fig. 3
below shows the difference between the total tasks migration for the first TL-plane
when using the original TL-plane initialize procedure and when we apply our
proposed TL-plane initialize procedure. We have also conducted an independent-
samples t-test to compare tasks migration when using the original TL-plane initialize
procedure, and when we use our proposed TL-plane procedure. There was a
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significant reduction in tasks migration when we use our proposed TL-plane initializer
procedure and when the original TL-plane initializer procedure conditions. Table 7
below summarizes these results. These results suggest that the proposed TL-plane
initializer procedure really does have an effect on tasks migration. Specifically, our
results suggest that when the proposed TL-plane initialize procedure is used, tasks
migration is reduced significantly.

4000

3500

Total Task 3000
otal Tas

Migrations for the 2500

first TL-plane on 2000
1000 sets of random |5

tasks L 3
1000 X o Original LRE-TL
500 - *‘._a°— Algorithm
0+ ; ; : | ===+ Modified LRE-TL
%o-\% %0,;0 %&% %&% %Q,{e Algorithm
& & & & &
€ < © € L
3 v S N v
.9 & & & &
& & & ¥ >
b{& < b& &‘b &‘b
% N v >

Number of Tasks per processors

Fig. 3. Total tasks migration when using the original LRE-TL algorithm against the modified
one

lable /: 1-test Kesults

Test Sample Original Algorithm Modified Algorithm

(1000 sets of ) M SD M SD T P H

4 tasks on 2 0206  0.404632831  0.132 0.33866014 44349 7124y
Processors 06

§ tasks on 4 0.624 0811962612 0373  0.698827131 74002 19632
Processors 13

16 tasks on 8 1.026 1.364253 0.575 1.151391 70800 22738
Processors 15

32 tasks on 16 1.617 2.32071 0.876 1.930894 77618 13203
Processors 14

dtaskson 32 510 4 044015058 1212 3.254789 115798  4.64E-30 1

Processors

Furthermore, we have implemented the modified algorithm as well as the original
one using the task set example given in Table 3 above from time t=0 until time t=29
i.e the first 10 TL-planes. The implementation has been conducted on a machine with
Core 17 processor equipped with 4 cores. We have used Java'™ Visual VM of Oracle
[11] to trace the tasks. Fig. 4 and Fig. 5 below show the result of the CPU profiler of
Java™ Visual VM for both algorithm. It can be clearly seen that from both figures the
reduction of the number of invocations of the procedure handleBorCEvent that
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handles both scheduling events B and C, as well as the helper procedure used to
manage the heaps.

Hot Spots - Method Self time [%] v  Self time Invocations
javaapplication1. Task.run () T (040982 ms (100%) 4
ﬁavaapplicationl.LRE_TL.handIeBOrCEvent 0 22ms  (0%) 90]
javaapplication1.TaskHeap.getMinimum () 19.6 ms 9694
javaapplication1.LRE_TL.TL_Plane_Initialize () 15.7 ms 10
javaapplication1.Task.myWakeUp () 7.92 ms 9965
javaapplication1.TaskHeap.isEmpty () 7.64 ms 9854
javaapplication1.TaskHeap.printHeap () 4.43 ms 20
javaapplication1.Task.<init> () 1.75 ms 80
javaapplicationl.TaskHeap.siftDown (inf) 0.729 ms 240
javaapplication1.TaskHeap.siftUp (int) 0.577 ms 290
javaapplication1, Task.proceed () 0.419 ms 60
javaapplicationl. TaskHeap.insert (javaapplicationl... 0.379 ms 160
javaapplication1.TaskHeap.removeMin ) 0.371 ms 160
Fig. 4. The result of CPU Profiler of Java Visual VM for the original algorithm
Hot Spots - Method Self time [%] v Self time Invocations
javaapplication1.Task.run () I o:6021 ms (100%) 4
javaapplication1.LRE_TL.TL_Plane_Initialize () 20.5ms  (0%) 10
javaapplication1.TaskHeap.getMinimum () 20.3 ms 9892
liavaapplication1.LRE_TL.handleBOrCEvent () 16.5 ms 80|
javaapplicationl.TasE.myWakel.lp () 8.69 ms 9925
javaapplication1.TaskHeap.isEmpty () 7.76ms  (0%) 10012
javaapplicationl.TaskHeap.printHeap () 441ms (0%) 20
javaapplication1.Task. <init> () 275ms  (0%) 120
javaapplication1.TaskHeap.siftDown (int) 0456 ms  (0%) 160
Eavaapplicationl.TaskHeap.siftUp (int) 0.403ms  (0%) 190
javaapplicaﬁonl.TaskHeap.<init> (int) 0.392ms (0%) 20
javaapplication1.LRE_TL$1.compare (Object, Obj... 0.345ms  (0%) 170
javaapplicationl.Task.proceed () 0.330ms  (0%) 80
javaapplication1.TaskHeap.insert (javaapplicatio... 0.292ms  (0%) 120)
Eavaapplicatjonl.TaskHeap.runoveM'n () 0.267ms  (0%) 120)

Fig. 5. The result of CPU Profiler of Java Visual VM for the Modified algorithm

6 Conclusion

Scheduling overhead in terms of tasks preemption and migration reduces the
performance of a multiprocessor systems, since the processors will be more busy
executing the scheduler to handle the preemption and migration than doing the actual
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work. In this paper, we have presented a modification of LRE-TL algorithm to reduce
tasks migration. We have noticed that tasks with largest local remaining executions
have always the minimum laxity, which means that not considering them for
execution first will increase their probability of firing a C event, which in turn, will
result in a task migration. We have modified the initialization procedure to consider
such tasks for execution first. The experimental work that have been conducted
showed a significant reduction of tasks migration when we apply the proposed
modification. The significant of the modified algorithm has also been verified using
an independent-samples t-test.
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Abstract. Conversion from gray scale or color document image into binary im-
age is the main step in most of Optical Character Recognition (OCR) systems
and document analysis. After digitization, document images often suffer from
poor contrast, noise, uniform lighting, and shadow. Also when a page of book is
digitized using a scanner or a camera, a border noise, which is an unwanted text
coming from the adjacent page, may appear. In this paper we present a simple
and efficient document image clean up by border noise removal and enhance-
ment based on retinex theory and global threshold. The proposed method pro-
duces high quality results compared to the previous works.

Keywords: Binarization; Thresholding; Border Noise; Retinex theory.

1 Introduction

Document image clean up is an interesting research topic in image processing, used in
most of document image analysis and retrieval. The quality of character segmentation,
analysis and recognition depends highly on the cleanup of document images. In recent
years, transforming cultural and historical documents and books into digital format has
become an important trend. When digitizing a page from a book, a border noise may
appear. Border noise can be classified into textual noise, which is an unwanted text
coming from the adjacent page and non-textual noise which can be black border, lines
or speckles.

Old document images are usually subject to degradation due to uniform lighting
from camera, dust and dirt on the glass of the scanner, poor storage, and bad environ-
ment [1]. Fig. 1 shows an example of poor quality document image.

The purpose of a clean up is to enhance document images suffering from degrada-
tion and border noise to make them readable by human or OCR systems. Many docu-
ments clean up techniques have been developed in the past years but it is still difficult
when dealing with document images with very low quality due to variable background
intensity, very low local contrast, smear, smudge and shadows [2].

Most common clean up techniques depend on binarization which convert the gray
or color document image into bi-level form to solve the degradation problem. In gen-
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eral the techniques, which deal with document image binarization, are classified into
local and global. In global techniques, a single threshold value is selected for the whole
document image as in [3-7].But in local techniques the thresholds are computed indi-
vidually for each pixel, using the information from the local neighborhood of the pixel
as in [8-15]. Global techniques are efficient to convert any grayscale image into a bina-
ry image if the document has good separation between background and foreground.
They are inappropriate for degraded documents. Global binarization methods tend to
produce marginal noise along the page borders. Local adaptive methods achieve better
results in the case of degradation, but most of the local thresholding document image
binarization techniques suffer from the following major limitations as Region size
dependent, Individual image characteristics and Time consuming.

1A Per?

h i*‘lg llExamiole If‘cl)'r ilaoor quality document image.

Another way to clean up a document image is the border noise removal. The most
common approach, which removes the non-textual border noise, is to perform a docu-
ment cleaning by filtering out the connected components based on their size and aspect
ratio as in [16-18]. These techniques are efficient to remove the black border and iso-
lated specks but cannot remove the textual noise.

The X-Y Cut algorithm as in [19- 21], is still widely used in border noise removal
and page segmentation. The idea of this algorithm is to subdivide the document image
into regions by recursively analyzing its projection profile until a stopping criterion is
satisfied. Then, the horizontal and vertical projection is computed by projecting all the
black pixels onto the Y-axis, and the vertical projection is obtained by projecting all
the black pixels onto the X-axis, the subscript y will denote the parameters related to
the horizontal direction and x will represent those for the vertical direction. This algo-
rithm is very simple, easy to implement and also fast. However it fails when the docu-
ments have skew. Another limitation is that the document must be Manhattan layout
like journals and books.

Shafait et al. [22] presented a method based on projection profile analysis. A run-
length smearing step is first used for smoothing. A clean up step follows by transform-
ing all black pixels that belong to a connected component to white if it at least one
pixel is lying outside the connected component. The page frame detection is used in-
stead of the removal of the border noise as in [23, 24].It ignores the margin noise along
the page border and defines the page frame by using a geometric matching algorithm
by maximizing a quality function which increases with the number of the text lines
touching the boundary of the rectangular region.

In this paper, we propose an efficient clean up method which makes enhancement
on degraded and poor quality document image. The proposed algorithm is based on
Retinex theory, which treats the degradation problems of the document image followed
by a simple method to remove the border noise.

The rest of this paper is arranged as follows. Section 2 presents the proposed
scheme in details. Section 3 illustrates some examples to show the effectiveness of the
proposed method. Finally the conclusion is drawn in section 4.
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2 Proposed Method

Most of the previous binarization methods depend on local thresholding. They produce
high quality results but consume more time. The other methods depend on global
threshold. They are fast but don’t perform well when the document image is degraded.
Our proposed binarization method combines the advantages of local and global thresh-
old by using Retinex theory, which can effectively enhance the degraded and poor
quality document image.

The proposed document clean up method is based on two main steps. The first is an
enhancement step and the second is a border noise removal. By using these steps, the
quality of the result image is improved and the processing time is fast compared to
other methods.

2.1 Enhancement

To solve the degradation problems, which result from converting the document into
digital form, we will first use Retinex for enhancement, followed by a global threshold.
The concept of Retinex comes from the biological phenomenon of human visual
system. The formation of the Retinex theory is illustrated in equation 1, where
I (x,y) is the intensity of the image with reflectance R (x, y ) and illumination L (X,
y) which can approximated by using low-frequency component of the measured image
[25]. If I (x,y )is a degraded grayscales image, the Lightness image L ( x, y )is ob-
tained by dividing it by its smooth version M ( x,y ) as illustrated in equation 2:

I(x,y)=R(x, ¥).L(x, ¥) 6]

L) =" @

Most common binarization methods (as in [13]) use Gaussian filter with large ker-
nel as a smoothed version but the result is not clear and still have some limitations. The
proposed work uses the Median filter instead of Gaussian to obtain a smoother version
of the image. Median filter operates over a window by selecting the median intensity in
the window. Median filter is more robust to outliers, noise removal, and gives smooth-
er result compared to Gaussian filter. Fig. 2 shows a comparison between Gaussian and
Median filter in lightness document image.

A binarization is necessary to convert the document image to bi-level one. The use
of Retinex overcomes the limitation of global threshold methods by removing the illu-
mination and the degradation before performing global thresholding. The global
thresholding becomes easier and accurate after Retinex. The most common global
thresholding method in [8] is used to convert the lightness image into black (for text)
and white (for background).

2.2 Border Noise Removal

In this step we aim to remove the border noise (textual and non-textual noise). Remov-
al of non-textual noise could be by filtering out connected components based on their
size and aspect ratio. But textual noise cannot be filtered out using this method. The
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proposed method is simple and efficient to detect the actual content area for all types of
document structures (magazine, book, article ... etc.). The proposed method to remove
the border noise consists of the Foregrounds detection; the detection of the left and the
right border of the page frame; the removal of the upper and lower noise. The steps
will be detailed in the following sub-sections.

7-2'
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Fig. 2. Comparison between the proposed median filter and Gaussian filter in [13].

2.2.b Foreground Detection

To detect all foregrounds of the document image, Erosion Morphological operation
will be used. The idea of Erosion is, let f and se (a small window) be functions repre-
senting N X N image and (2M + 1) X (2M + 1) structuring element, respectively,
where M is the width of the largest character stroke. The binary Erosion of f by se is
defined as

g(y) = fOse = Nil_y NIy se( DUf(x + i,y +]) 3)

That means if all ‘1’s in se match with the input signal then the output is ‘1°. In bi-
nary images, the erosion operator is to get rid of irrelevant details from the images.
That means the holes within those areas become bigger.

In the proposed method we will use line as structure element with degree 270 and
length 10 (fig. 3.b) to cover all foreground to detect the page border in left and right
side, then use the structure element with degree 180 to remove the non-textual noise in
upper and lower part.

2.2.b Left and Right Border Detection

Letx (i,j) be a binary document image with width W, and height H. The document
is divided into three parts; each with width W/3.The search is done in the right and left
parts to define the page frame border as shown in fig 4.a. Since the pixel values in the
binary document are 0 (for black) or 1 (for white), the sum of each column represents
the number of white pixels.

In the left side, we search from the end of the left side for the first column having a
sum larger than a threshold valueAH, where A € (0,1) that column will be taken as the
border as in equation 1. The remaining will be cropped. In the right side, similarly the
search starts from the end of the right side until finding the first column with a sum
larger than AH as in equation 2.
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For j=%,..0 For j=27,.,W
SG) = Ztox(@) B) SG) = SioxGj) @)
CropifS() > AH CropifSG) > AH
End End

Where x(i, j) is a binary document image with width W, and height H, and S(j)
represents the summation of each column. The value A=0.9 was empirically found to
be efficient.

@ (b)
Fig. 3.(a) Example image showing document 0 W3 2WB3 W
image has border noise, (b) document after detect Fig. 4. (a) Example image showing how
the foregrounds. to detect left and right border.

2.2.c Removal of Upper and Lower Noise

Most of the time, the noise in the Upper and Lower part of a document image is non-
textual: black border, lines, etc. This noise can be removed by filtering out connected
components based on their size and aspect ratio. The black border noise can be re-
moved through the following steps:

(1) Edge detection.

(i) Erosion (using line as structural element with 180 degree).

(iii) Median filter in the Upper and the Lower part only in the document image
using a vertical kernel (1 X 5) to remove the lines only and do not make
any effect for textual part in case of header, footer.

Fig. 5 shows the block diagram for upper and lower border noise removal. The qual-
ity of the text in the lower part is still the same after using the vertical kernel.

3 Discussion of Results

The proposed method has been implemented using MATLAB R2009a and tested on a
PC with Pentium Dual Core 1.8 GHz CPU. To demonstrate its effectiveness, it is test-
ed on a variety of degraded and noisy document images. Each document image illus-
trates the efficiency of the proposed method in addressing one of the clean-up chal-
lenges like low contrast, bad illumination, double side noise, and smeared documents.
Fig. 6 presents the results of the proposed binarization method on a collection of de-
graded document images shown in fig. 1. Some of these images are smeared handwrit-
ten document, bad illumination and others have double side noise. Based on the visual
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criteria, the proposed method works well and produces high quality and readable re-
sults in all cases of degradation.

B

e N S — g
i ‘Z:-’;é-z.—..-« P= =z
VLBl o G Pl A spee
L L AT, B e

(vertical kernel)

Fig. 5.block diagram for upper and lower border Fig. 6.Proposed binarization results of

noise removal. the document image in figure 2.

For more experimental results the proposed method is compared with Otsu’s meth-
od [8], Niblack’s method [10], Sauvola method [11], and Kim [14]. Fig. 7 illustrates
the results of the proposed work and the other methods on poor quality historical
handwritten document image. Based on the visual criteria our proposed method is effi-
cient and more readable than others methods.

The evaluation of the proposed method for border noise removal algorithm was
done on different poor quality historical documents as shown in fig. 8. The results
show that the proposed method is efficient and performs well. In the case of upper and
lower border noise, the use of a vertical kernel is efficient for removing black border
and lines without affecting the text. This is particularly important in case of presence of
header or footer.

In order to compare our approach with other state of-the-art approaches [26-28], as
shown in fig. 9. All these methods have been proposed to remove only noisy black
borders and not noisy text regions.

@ (b) (@ @ @ D
Fig.7.Binarization of poor quality historical handwritten document image. (a) Original
image, (b) Otsu’s method [8], (¢) Niblack’s method [10], (d) Sauvola method [11], (e)
Kim method [14], and (f) our proposed method.

Fig. 8. Example image showing the result of document clean-up and border noise removal.
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4 Conclusion

In this work, we proposed a fast and efficient document image clean up and border
noise removal method based on Retinex theory and global thresholding. The proposed
method combines the advantages of local and global thresholding by using the concept
of Retinex theory, which can effectively enhance the degraded and poor quality docu-
ment image. Subsequently a fast global threshold is used to convert the document im-
age into binary form. The proposed method overcomes the limitations of the related
global threshold techniques. It works well for any type of degradation and includes a
simple and efficient technique for border noise removal. A projection profile technique
is used to remove the noise in the left and right side; and a filtering method is used to
remove the noise in the upper and the lower part. The algorithm is simple and easy to
implement.

(a) (b) (©

Fig.9. (a) Original image. (b) our proposed method. (¢) Fan et al.
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Abstract. Cross-lingual issue news and analyzing the news content is an
important and challenging task. The core of the cross-lingual research is the
process of translation. In this paper, we focus on extracting cross-lingual issue
news from the Twitter data of Chinese and Korean. We propose translation
knowledge method for Wikipedia concepts as well as the Chinese and Korean
cross-lingual inter-Wikipedia link relations. The relevance relations are
extracted from the category and the page title of Wikipedia. The evaluation
achieved a performance of 83% in average precision in the top 10 extracted
issue news. The result indicates that our method is an effective for cross-lingual
issue news detection.

Keywords: Issue news detection, Cross-Lingual link discovery, Wikipedia
knowledge

1 Introduction

Cross-lingual link discovery is a way of automatically finding potential links between
documents in different languages [1]. With the rapidly increasing amount of data on
the internet lately, the research on the multilingual issue detection attracts more and
more attention. Twitter’s biggest feature is the anytime, anywhere access of real time
information. Therefore, many people are using Twitter at all over the world. Thus,
detecting cross-lingual issue news on Twitter data is challenging.

The existing machine translators are not an effective to translate peoples' names,
place names, and event names. Because of this, an efficient translation method is
being required.

In this paper, we propose the Chinese and Korean cross-lingual issue news
detection method based on translation knowledge of Wikipedia. Firstly, we will build
the Chinese and Korean translation knowledge based on the Wikipedia out-links
(anchor text) as well as the Wikipedia category information on the page title.
Secondly, we detect cross lingual issues from Chinese and Korean Twitter data set.

The present research work is correlated with previous reports which have been
conducted by different research groups. Reliable translation is a key component of
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effective Cross Language Information Access systems (CLIAs). Jones et al., [2]
introduces the domain-specific query translation for multilingual information access
using machine translation augmented with dictionaries mined from Wikipedia. Tang
et al., [1] studies in terms of how to improve information retrieval by leveraging
cross-lingual links discovery, this task is focused on linking between English source
articles as well as Chinese, Korean, and Japanese target articles for the Wikipedia.

The rest of the paper is organized as follows: Section 2 introduces the translation
knowledge based on the Wikipedia. The proposed cross-lingual issue detection
method is described in detail in Section 3. Section 4 shows the experimental results.
Lastly we conclude this paper in Section 5.

2 Building Wikipedia-based Translation Knowledge

In this section, we propose how to build translation knowledge using Chinese and
Korean Wikipedia. Wikipedia is a collaboratively edited, multilingual and free
Internet encyclopedia supported by the non-profit Wikimedia Foundation. We build
translation knowledge for three international issues by using Wikipedia page’s title,
anchor texts in the definition part of the page and category information of the anchor
text and the certain page. The main purposes of the translation knowledge based on
the Wikipedia as follows.

- Extracting cross lingual relevant words of the issue word.

- Determining the closest category of the issue word.

- Translating and mapping source language word to the target language word.

Detailed information is in the following sections.

2.1  Extracting Cross-lingual Relevant Words based on Wikipedia

In the Wikipedia, the articles have many out-links (anchor text). Especially, the
anchor texts in the definition part of the page have high relevance to the article.
Because of the definition part summarizes the page title. Anchor texts are directly or
indirectly linked to other articles via inter-wiki link. We define relevant words as a
co-occurrence of anchor texts in the definition part of Chinese and Korean Wikipedia
article.

Title:T® © 0~ Title: T'[@ ® O m C— Definition part

] &0 Anchor text
: ] Repeated anchor text

[ ] Same anchor text
E. Ol « > links

Fig. 1. The structure of Wikipedia page title and anchor text.
The source language page title 7 and target language page title 7”s anchor texts
represents of inter-Wiki links are shown in Fig. 1. The relevance words of title 7 is
obtained of anchor text (circles) T{4,, 4>, 43,..., Ax} and its target language title 7"’s
anchor text 7'{4,, 4, As,..., Ay}. If the certain anchor text appears on many pages,
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thus, its frequency becomes higher and consequently the relevance becomes higher as
well. For example, Table 1 shows the relevant words of ‘Common cold’. The Chinese
and Korean Wikipedia page of ‘Common cold’ has same anchor texts like ’Sneeze’
and the “Virus’ is shown in Table 1.

Table 1. An example of extracting cross lingual relevance words for ‘Common cold.’

Language Chinese Korean
Title 3% & § (Common cold) Z7|(Common cold)
Term Frequency Term Frequency
Out-link 7% 2 (Virus) 4 HFO| 3 A (Virus) 3
(anchor text) | #t" (Sneeze) 3 X A{ 7| (Sneeze) 3
J% 7 (Disease) 1 =7H(Influenza) 1

2.2 Extracting Relevant Categories of Wikipedia Page Title Word

We extracted relevant words of the title using the frequency of co-occurrences of
anchor texts is presented in section 2.1. However, each anchor text has many
categories. In order to extract the closest category of the title and anchor text, we use
the category of the title and the category of the anchor in the definition part of the title.
The category relation between two Wikipedia pages is shown in Fig. 2.

root

depth 0 @
5 @ @Q_ @

- @ g6 B

Title word: T Tith
O Wikipedia Category SORE oy
W Anchor text: Anchor text:
[ Wikipedia page W‘L S/&MJ_,

Fig. 2. Category relation between two Wikipedia pages.

In Fig. 2, the title word A, (anchor text of title 7) is derived from definition part of
title 7. Title 7 has three categories C4, C5 and C6. Title 4, has three categories C6,
C7 and C8. The category C6 has a higher relevance between 7 and title 4. Then the
category C4 and C7 has middle relevance, C4 and C8 have lower relevance for the
title 7 and 4. Formula (1) calculates the closest category of title 7"and A,

length(cl-, cj)
depth(c;) + depth(cj) - depth(ci, Cj)

conceptdist =1 — (D
where ¢; and ¢; are Wikipedia category nodes of title 7" and A, respectively. The
length(c;, c;) represents the shortest number of nodes along with the shortest path
between the two page nodes (e.g., the length from C5 to C7 is 2 in Fig. 2.) [3],
depth(c;) and depth(c;) is the number of category nodes on the path from ¢; or ¢; to
root (depth(C4) is equal to 2), depth(c;, c;) is the number of categories on the path
from the common category of node ¢; and ¢; to the root.
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Table 2. An example of closest relevant category of title ‘Common cold” and anchor text.

Wikipedia articles Expected categories
Title Categories Anchor texts Categories Value
Viral diseases Rhinovirus Infectious diseases 1.0
Common cold | fammations Cough Inflammations and Reflexes 0.85
Infectious diseases  Sneeze Inflammations and Sneeze 0.56

Table 2 shows the words ‘Rhinovirus’ and the ‘common cold’ has same category
‘infectious diseases’. The common cold has a contagious. Meanwhile, common cold
is an infectious disease. Therefore the common cold and the infectious disease have
relevance. So, we can transform to select relevant words (page title) within the same
categories.

2.3  Extracting Semantic Relations between Wikipedia Page Title Words

We extracted relevant words for the given title in section 3.1. Also relevance
categories of the title words are extracted by Formula 1 in section 3.2. In this section,
those relevant words and relevant categories are as input in the following model.
Extracting semantic relationships between relevant words and relevant categories are
calculated by Probabilistic Latent Semantic Indexing (PLSI) model.

The PLSI approach is a statistical latent class model for factor analysis of count
data in [5]. This approach has important theoretical advantages over standard LSI,
since it is based on the likelihood principle, defines a generative data model, and
directly minimizes word perplexity. It can also take advantage of statistical standard
methods for model fitting, over fitting control, and model combination [4].

In this model, document d, word w and category z are as input. The word and
document matrix of PLSI is shown in Fig. 3.

d & & . d, -
wy ddy o dy
Wy - 5
w3 = : X
n(d,w) ;
w, ’

Fig. 3. Word-document matrix of PLSI.

In the Fig. 3, d represents a Wikipedia title, w is the anchor text in page d and z
represents a category of d. In typical PLSI, initial input values for P(d | z) and P(w | z)
are randomly selected. In the case of our problem, we assigned the initial values for
P(d | z) and P(w | z) are as follows.

P(w | 2) = conceptdist(c;, c;)

P(d | z) = Taking the random value between 0 and 1.
In PLSI, an article word 4 and an anchor text w are assumed to be conditionally and
independent selection of a category of z. The equation in [5] is effectively utilized in
order to calculate the joint probability P(d, w) as follows.

P(d,w) = ) PPW|2)P(]2) @

Z€EZ
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P(d),P(d | z) and P(w | z) are estimated by maximizing the log-likelihood function L,
which is calculated as;

L= Z Z n(d, w) log P(d,w) 3)

deD wew
where n(d, w) represents the frequency of word w in article d. L is maximized using

the EM algorithm, in which the E-step and M-step are given below [4][5].

E-Step:
B P(2)P(d|z)P(w|z)
Pl = s PPl @
M-Step:

_ San(d,w)P(zld,w)
Pwlz) = Yo S n(d,w)P(z|d,w") ®)

2wn(d,w)P(z|d,w)
Zdl Zw n(dlﬁ W)P(Zld" W)
n(d,w)P(z|d,w
by = ZaZun(d wPGald, ) -
2 2w n(d,w)
The EM algorithm iterates through these steps until convergence. The example result
of PLSI is shown in Table 3. As shown in Table 3, if the news contains the words
earthquake and house then the category of this news is treated as a disaster. The

words in the category disaster become relevant words of the news. Also if the news
data contains words like earthquake and hypocenter, its category becomes earthquake.

P(d|z) =

(6)

Table 3. The probabilistic table is used Keywords extraction from the news.

Categories - A nchor Texts - —
Hypocenter Landslide Blizzard Tsunami Flood  Acid rain
Earthquake 0.18519 0.02941  0.00000  0.03448  0.00000  0.00000
Tsunami 0.07407 0.05882  0.00000  0.10345  0.00824  0.00028
Natural disasters 0.00345 0.17241  0.14706  0.06897  0.11448  0.22222

3 Cross-lingual Issue News Detection

In this section, we introduce a cross-lingual issue news detection based on Wikipedia
translation knowledge. In order to detect issue news, we use Chinese and Korean
Twitter data. Twitter is a popular real-time micro blogging service that allows its
users to share short pieces of information known as “tweets”. When any new events
occur on a certain day, there might be used of certain terms and the issue related news
URL increase on that day. Kwak et al. [7], classified the trending topics based on the
active period and the tweets and show that the majority (over 85%) of topics are
headline news or persistent news in nature. Because of this, we use the frequency of a
news URL to detect issue news for each issue.
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3.1 Extraction of the Issue News and Keywords

Detecting issue news. In the tweet, the most URLs of website addresses converted to
the shortened URLs. The shorten URLs can convert to the source URLs. In order to
gain news about the issues on the topic in the tweet, we extract all URLs for
converting source URLs and calculate the source URLs frequency. Because many
different shorten URLs are pointing to same source URLs. After the analyzing
Twitter's issues, we have learned the hot issues starting point which is sourced news
URL. Therefore, we used the frequency of source URLSs to extract the issues news.
Extracting issue keywords. After detecting the issue news based on its URL
frequency, we selected the higher URL frequency news as issues news. Then, in order
to extract issue news keyword, firstly, we removed stop words and selected noun and
verb terms by using a POS tagger?3. After the pre-processing, the system calculates
term frequency of the news data. If the term frequency becomes higher relevance
increased respectively. The system selects top 10 words as news keywords.

3.2 Cross-lingual Issue News Detection

We extracted issue news keyword which is described in section 3.1. In order to detect
cross-lingual issue news, we translate issue keyword from source language to target
language. The extracted keywords are translated by Wikipedia based translation
knowledge. From the keywords group via Wikipedia translation knowledge to find
the words pairs of corresponds to each cross-lingual. If the translation knowledge
does not have inter-Wiki links to the target language, we use an MS machine
translator* in [8]. After translation of corresponding issue keywords from source
language to target language, the system retrieves target language issue news URL. If
the target language’s tweet contains 2 or 3 source language’s issue keywords with
news URL, then we select it to the issue news. Following formula calculates the
categorical relation of between source language news word and target language news
word.

relatedwords(w;, w;) = Z ZP(Wi|Z) P(wj|z) ®
AS]

where P(w; | z) represents the probability of category z given source language news
word wjand P(wj | z) is the probability of category z contain the target language word
wi. The result of the relatedwords(w;, wj) is greater than 0. 5 which are defined as the
same issue news for Chinese and Korean

4  Evaluation

We have evaluated the effectiveness of the proposed method on tweet collection.
Three issues are chosen and tweet documents for the issues are collected by Twitter

2 Korean Stemmer (KLT) http://nlp.kookmin.ac.kr/
3 Chinese Segmentation( ICTCLAS50) http://ictclas.org/
4 Microsoft translate API hitp://microsoft.com/en-us/translator/developers.aspx
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API (all issues and tweets are written in Chinese and Korean). Table 4 shows the
number of tweet and number of Wikipedia pages. Each record in this tweet data set
contains the actual tweet body and the time when the tweet was published. The Table
5 shows the comparison experiments of PLSI and weighted PLSI calculated by cross
collection likelihood. The evaluation method is described in [9].

Table 4. Twitter and Wikipedia data set.

Language
Data Chinese Korean Date
Twitter 2,221,805 7,716,455 2013.04.20~2013.04.25
Wikipedia 902,710 369,064 2013.04.27

Table 5. The result of comparison experiments of PLSI and weighted PLSI (P@20).

Language Topics PLSI Weighted PLSI
Earthquake 18 /20 (0.90) 17 /20 (0.85)
Chinese Influenza 13 /20 (0.65) 15/20 (0.75)
Territorial dispute 7/20(0.35) 9/20(0.45)
Earthquake 14 /20 (0.70) 15/20 (0.75)
Korean Influenza 13 /20 (0.65) 17 /20 (0.85)
Territorial dispute 9/20(0.45) 9/20(0.45)
Total 0.61 0.68

The number of extracted Chinese and Korea issue news based on Wikipedia
translation knowledge is shown in Table 6. First, we chose the three international
issue topics then its extracted issue news and issue keyword described in section 4.
Table 7 shows the detailed issue news set clustered by Wikipedia category
information.

Table 6. The extracted Chinese and Korean issue news.

NO Issue topic # of news (Chinese) # of news (Korean)
1 Earthquake 118 95
2 Influenza 125 80
3 Territorial dispute 83 66

Table 7. The probabilistic table is used Keywords extraction from the news.

. # of news # of news .
No Issue topic (Chinese) (Korean) Issue news title

1 Sichuan Earthquake, 80 45 “Sichuan earthquake, which destroyed
China 99 percent of houses in the village”
2 Influenza in China 65 40 From China 'bird ﬂu' emergency '
measures, Seoul...... full strength!
3 g:rrllii;?(rlllallsﬁalfl%ute of 72 23 “Imminent defeat in the Sino-Japanese™

The experimental results for each issue are shown in Table 8. The answer set is
judged by two human assessors for the Chinese news set and the other two human
assessors for the Korean news set. We extracted 5 keywords from the each News.

Table 8. The experimental result of the same topic issue for Chinese-Korean News.

Language Issue 1 Issue 2 Issue 3 Accuracy
Chinese 80/80 (1.0) 65/65 (1.0) 45/72 (0.62) 0.873
Korean 45/45 (1.0) 32/40 (0.80) 13/23 (0.56) 0.786
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As can be seen from the Table 8, the proposed method achieves 83.0% of the
average evaluation for Chinese and Korean issue news.

5 Conclusion

Cross-lingual link discovery is a way of automatically finding potential links between
documents in different languages. In this paper, we propose Chinese and Korean
Cross-Lingual Issue Detection based on translation knowledge of Wikipedia. Firstly,
we built the Chinese and Korean translation knowledge based on the Wikipedia out-
links (anchor text) as well as the Wikipedia category information on the page title.
Secondly, we detected cross lingual issues from Chinese and Korean Twitter data set.
The experimental results on Chinese and Korean Twitter test collection shows 83.0%
of performance. This result indicates that the proposed method based on Wikipedia
translation knowledge is effective for cross lingual issue detection.

Future work includes comparing our approach with existing algorithm and
adapting our work to apply in other languages as well.
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Collision Avoidance Path for Pedestrian Agent
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Abstract. Collision is one of the major problems affecting the flow of
pedestrian in a dense environment. The case study of this research work is the
ground flow of Tawaf area (Mataf) at Masjid Al-Haram, Saudi Arabia. We
propose a spiral model, that simulates the movement of 1000 agents toward a
unify direction while ensuring minimal collision among pedestrians during
Tawaf. Based on our findings the spiral path movement is recommended for
Tawaf movement. Several simulation trials were run. Outcomes such as average
speed, duration and density were computed for different combination of spiral
turn.

Keywords: Tawaf; Pedestrian; Simulation

1 Introduction

Crowd is often defined as large group of populous, individuals, audience, mass,
aggregation etc. sharing a common goal in a given environment. Crowd movement is
very important for management, planning and safety of public places especially in
dense environment consisting of heterogeneous group of pedestrian agents under
normal or panic situation.

Tawaf is an Arabic word which refers to the Islamic rituals performed by Muslims
during Hajj or Umrah at Masjid Al-Haram, where all Muslims around the world turns
towards when performing prayers. During Hajj and Umrah, Muslims are to perform
circumambulatory movements around the Ka’aba seven times, in counter-clockwise.
The circling is believed to demonstrate unity of believers in the worshipping of Allah,
as they move in harmony together around the Ka’aba, while supplicating to Allah.

Annually, approximately around six million Muslim pilgrims perform both Hajj
and Umrah [1]. Basically, Hajj has several stages and is being performed on some
days thus, pilgrims move through different stages. This resulted to high pilgrim
densities during the peak period. During Hajj, about 50,000 pilgrims perform Tawaf
per hour within the Mataf area a place where the Tawaf ritual is being performed [1].
Fig. 1 presents the distribution of pedestrian agents performing Tawaf on Mataf area
of Masjid Al-Haram.
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Fig. 1. Pedestrian agents performing Tawaf at Mataf area of Masjid Al-Haram

Collision avoidance is a basic problem in crowd movement especially for
pedestrians during Tawaf. In this paper, we address a spiral path planning for
optimum flow and less collision among pilgrim agents performing Tawaf. In practice
it is difficult to simulate the behavior of pilgrim agents during Tawaf due to some
factors like complex motion flow, random flow 