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Preface

The first International Conference on Computer Vision and Image Processing
(CVIP 2016) was organized at Indian Institute of Technology Roorkee (IITR)
during 26 to 28 February, 2016. The conference was endorsed by International
Association of Pattern Recognition (IAPR) and Indian Unit for Pattern Recognition
and Artificial Intelligence (IUPRAI), and was primarily sponsored by the Depart-
ment of Science and Technology (DST) and Defense Research and Development
Organization (DRDO) of the Government of India.

CVIP 2016 brought together delegates from around the globe in the focused area
of computer vision and image processing, facilitating exchange of ideas and initi-
ation of collaborations. Among a total of 253 paper submissions, 106 (47 %) were
accepted based on multiple high-quality reviews provided by the members of our
technical program committee from 10 different countries. We, the organizers of the
conference, were ably guided by its advisory committee composed of distinguished
researchers in the field of computer vision and image processing from seven dif-
ferent countries.

A rich and diverse technical program was designed for CVIP 2016 comprising
5 plenary talks, and paper presentations in 8 oral and 3 poster sessions. Emphasis
was given on latest advances in vision technology such as deep learning in vision,
non-continuous long-term tracking, security in multimedia systems, egocentric
object perception, sparse representations in vision and 3D content generation. The
papers for the technical sessions were divided based on their theme relating to low-,
mid- and high-level computer vision and image/video processing and their appli-
cations. This edited volume contains the papers presented in the technical sessions
of the conference, organized session-wise.

Organizing CVIP 2016, which culminates with the compilation of these two
volumes of proceedings, has been a gratifying and enjoyable experience for us.

The success of the conference was due to synergistic contributions of various
individuals and groups including the international advisory committee members
with their invaluable suggestions, the technical program committee members with
their timely high-quality reviews, the keynote speakers with informative lectures,
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the local organizing committee members with their unconditional help, and our
sponsors and endorsers with their timely support.

Finally, we would like to thank Springer for agreeing to publish the proceedings
in their prestigious Advances in Intelligent Systems and Computing (AISC) series.
Hope the technical contributions made by the authors in these volumes presenting
the proceedings of CVIP 2016 will be appreciated by one and all.

Roorkee, India Balasubramanian Raman
Sanjeev Kumar

Partha Pratim Roy

Debashis Sen
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Fingerprint Image Segmentation Using
Textural Features

Reji C. Joy and M. Azath

Abstract Automatic Fingerprint Identification System (AFIS) uses fingerprint seg-
mentation as its pre-processing step. A fingerprint segmentation step divides the fin-
gerprint image into foreground and background. An AFIS that uses a feature extrac-
tion algorithm for person identification will tend to fail if it extracts spurious fea-
tures from the noisy background area. So fingerprint image segmentation plays a
crucial role in reliably separating ridge like part (foreground) from its background.
In this paper, an algorithm for fingerprint image segmentation using GLCM tex-
tural feature is presented. Four block level GLCM features: Contrast, Correlation,
Energy and Homogeneity are used for fingerprint segmentation. A linear classifier
is trained for classifying per block of fingerprint image. The algorithm is tested on
standard FVC2002 dataset. Experimental results show that the proposed segmenta-
tion method works well in noisy fingerprint images.

Keywords Fingerprint + Segmentation + GLCM features * Logistic regression *
Morphological operations

1 Introduction

The increasing interest in security over the last years has made the recognition of peo-
ple by means of biometric features receive more and more attention. Admission to
restricted areas, personal identification for financial transactions, lockers and foren-
sics are just a few examples of its applications. Though iris, face, fingerprint, voice,
gait etc. can be used as a biometric characteristic, the most commonly used one is
the fingerprint. The fingerprint sensors are relatively low priced and not much effort
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2 R.C. Joy and M. Azath

is required from the user. Moreover, fingerprint is the only biometric trait left by
criminals during a crime scene.

A fingerprint is a sequence of patterns formed by ridges and valleys of a finger.
A fingerprint verification system is carried out by four main steps: acquisition, pre-
processing, feature extraction and matching. A fingerprint image is usually captured
using a fingerprint scanner. A captured fingerprint image usually consists of two
parts: the foreground and the background (see Fig. 1). The foreground is originated
and acquired from the contact of a fingertip with the sensor [1]. A ridge is a curved
like line segment in a finger and the region adjacent to two ridges is defined as a
valley. A fingerprint matching is performed by extracting feature points from a pre-
processed fingerprint image. Minutiae (ridge ending and bifurcation) and singular
points (core and delta) are the most commonly used feature points. It is important
that the features should be extracted only from the foreground part for an accurate
matching. Therefore, fingerprint image segmentation plays a crucial role in the reli-
able extraction of feature points.

Several approaches are known in fingerprint image segmentation for years. Bazen
and Gerez [1], used pixel based features like local mean, local variance and coher-
ence for fingerprint segmentation. Then, a linear combination of these features is
taken for segmentation. The coherence feature indicates how well the orientations
over a neighborhood are pointing in the same direction. Since coherence measure is
higher in the foreground than in the background, the combination of these features
is used to characterize foreground and background. But this algorithm is not robust
to noise and also it is costly since it is based on pixel features. Gabor features of
the fingerprint image are used by Alonso-Fernandez et al. [2] for segmentation. It

Fig. 1 A fingerprint image
showing the foreground and Background
the background ' F ¥

-_ 3
i L |
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is known that the Gabor response is higher in the foreground region than that in the
background region. Chen et al. [3] proposed a feature called cluster degree (CluD)
which is a block level feature derived from gray-level intensity values. CluD mea-
sures how well the ridge pixels are clustered in a block and they have stated that this
measure will be higher in the foreground. Harris corner point features are used by
Wau et al. [4] to separate foreground and background. The advantage of this approach
is that it is translation and rotation invariant. It has been stated that the strength of a
Harris point is much higher in the foreground area.

In this paper a fingerprint segmentation algorithm is presented. This proposal is
made on the observation that a fingerprint image can be viewed as an oriented tex-
ture pattern of ridges and valleys. This paper proposes four block level GLCM fea-
tures: Contrast, Correlation, Energy and Homogeneity for fingerprint segmentation.
A linear classifier is trained for classifying each block of fingerprint image into fore-
ground and background. Finally a morphological operator is used to obtain compact
foreground clusters.

This paper is organized in four sections. Section2 describes Gray-Level Co-
occurrence Matrix (GLCM) and the proposed feature extraction method. Section 3
discusses the classification techniques and the proposed classifier. Section4 gives
experimental results and discussion and Sect. 5 draws the conclusion.

2 Fingerprint as Texture

In a fingerprint image, the flow of ridges and valleys can be observed as an oriented
texture pattern [5]. Texture is a repeated pattern of local variations in image inten-
sity. One of the important characteristics is that most textured images contain spatial
relationships. Mutually distinct texture differs significantly in these relationships and
can easily be discriminated by a joint distribution based on their co-occurrences and
orientation channels.

2.1 Co-occurrence Matrix

Gray Level Co-occurrence Matrix (GLCM) is one of the popular methods that com-
pute second-order gray-level features for textural image analysis. GLCM was orig-
inally proposed by Haralick [6, 7]. The co-occurrence matrix is used to measure
the relative probabilities of gray-level intensity values that are present in an image.
A co-occurrence matrix can be defined as a function P(i, ], d, 0) that estimates the
probability of co-occurring two neighborhood pixel values in an image with a gray
level value i and the other with gray level j for a given distance d and direction 6.
Usually, the parameter value for the distance d is taken as d = 1 or 2 and the direc-
tion 6 utilizes values of 0°, 45°, 90° and 135°. The following equations given by [7]
are used to compute co-occurrence matrix:
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P(i,j,d,0°%) = #{((k,]), (m,n)) € (L, X L) X (L, X L,)
k—m=0,|l—n|=d,Ik]) =1il(mn)=j}

e))

P(i,j,d,45°) = #{((k,]), (m,n)) € (L, X L.) x (L, X L)
(k—m=d,l—n=—-dyortk—m=—d,l—n=d) 2)
Ik, D) = i,I(m,n) = j}

P(,j,d,90°) = #{((k,]),(m,n)) € (L, X L) X (L, X Lc)‘ 3)
lk—m|=d,l—n=0,Ik,[)=1iI(m,n) =}

P(i,j,d, 135°) = #{((k,]),(m,n)) € (L, X L,) X (L, X L,)
k—-m=d,l—-n=dyortk—m=—-d,l—n=-d) 4)

I(k,l) = i,I(m,n) =j}

where # denotes number of elements in the set, L, and L, be the spatial domains of
the row and column dimensions.

2.2 GLCM Features

Haralick et al. [6] proposed 14 statistical features from each co-occurrence matrix
computed by the Egs. (1-4). However, in this paper we have used only 4 features that
can successfully separate the foreground and background regions (experimentally
determined) of the fingerprint images for fingerprint segmentation. These are

Contrast : fi= Z|l - jI*pG.j)
ij

Z (= u)(G — upG.)j)

Correlation . f, =

iJ 0i0j
)
Energy L= Zp(i,j)2
i
. p(i.))
Homogeneity : fy = ) —————
gencity o= 21y

where p;, y; are the means and o;, o; are the standard deviations of the row and
column respectively and p(i,j) is the probability of co-occurring i with j using the
chosen distance d.
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2.3 Proposed Feature Extraction Method

Computation of co-occurrence matrix is highly influenced by factors like the gray
levels used and the distance (d). Since a digital image is represented by 256 gray
level values, computing 256 X 256 co-occurrence matrices at all position is compu-
tationally complex. In addition, large variations in the intensity values also fail to
capture the fingerprint image textural patterns. Usually, a gray-level quantized to its
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lower intensity value will be considered for processing. Zacharias et al. [8] states that
the co-occurrence matrix may use false textural information if not used an optimal
value of the parameter distance (d) and would tend to extract false GLCM features.

Extracting GLCM features is performed as follows: Divide the input fingerprint
image into a non-overlapping block size of W X W. From each block compute co-
occurrence matrix in 4 directions with a predefined set of parameters using equations
(Eq. 1-4). From each co-occurrence matrix, 4 set of GLCM features are computed
using the Eq. 5 to form a total of 16 features. To reduce the feature size of the classi-
fier, we have used the summed up values of each feature with respect to 4 directions to
form a 4 feature vector represented as [Contrast Correlation Energy Homogeneity].
In our work, we have used a block size W = 15, fingerprint image is quantized to con-
tain only 8 gray levels and the distance d is taken as 2 for different parameters for
computing a co-occurrence matrix.

To show the usefulness of these block features taken from the fingerprint, we have
shown (see Fig.2) the joint distribution of the combination of two block features
taken from both the foreground and the background area. We have used standard
FVC2002 Db2_b dataset [9] for testing our algorithm.

3 Classification

Fingerprint segmentation is a problem which divides the fingerprint image into fore-
ground and background parts. Essentially this problem can be treated as a classifi-
cation problem to classify a fingerprint image into two classes: class foreground and
class background. For a classification problem there are two main approaches: super-
vised learning and unsupervised learning. In literature, many segmentation algo-
rithms have been reported to have used supervised learning approach [1, 3] and
unsupervised learning approach [10]. In this paper, we are using supervised learn-
ing approach since we already know what could be the features for the samples to
classify them either to class foreground or class background. There are several super-
vised learning algorithms reported in the literature like linear and quadratic discrim-
inant functions, neural networks, K-nearest neighbor, decision trees, support vector
machines etc. [9]. However, in our work we have used a linear classifier called logis-
tic regression as the segmentation classifier since it requires a low computational
cost.

3.1 Logistic Regression

Let a variable y represents the class of a fingerprint sample then, y = 0 means that
the sample belongs to class background and y = 1 means that the sample belongs
to class foreground. Let x; represents jth feature of the sample. A logistic regression
model is defined as:
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9(2) = (6)

1+e
where the function g(z) is known as logistic function. The variable z is usually
defined as

2=0"x =0+ ) 0, )

j=1

where 6, is called the intercept term and 6, 6,, ..., 6, are called the regression coeffi-
cients of x,, x,, ..., x,, respectively. Hence, Logistic regression is an attempt to find a
formula that gives the probability p(y = 1|x, @) that represents the class foreground.
Since only two classes are considered, the probability of the sample representing the
class background is therefore 1 — p(y = 1}x, 8). A logistic regression is modeled as
linear combination of

r/=10g1p =0y + 0,3, + Orxy + - +0,x, )

where 0,, 0, ..., 0, are the optimal parameters that minimizes the following cost
function.

J0) = =113 yilogp, + (1 =y log(1 - py)] ©)
m

i=1
6 = minJ(0) (10)

where m is the total number of samples and y; is the assigned class for the sample x;.
The prediction of the given new sample data x is class label 1 if this criteria is true:
p(y =1|x,0) > 0.5.

3.2 Proposed Classifier

The proposed classifier is linear classifier which tests a linear combination of the
features, given by:

7= 0"x = 0, + 0, Contrast + 0,Correlation + 0;Energy + 6,Homogeneity (11)

where z is the value to be tested, 8 = [, 6, 0, 05 0,]" is the weight vector and x =
[1 Contrast Correlation Energy Homogeneity]” is the feature vector. Then, using the
class w, for the foreground, class @, for the background and & for the assigned class,
the following decision function is applied:
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Fig.3 aBefore Morphology b Boundary showing the regions classified as foreground (blue color)
and background (red color) ¢ After Morphology

. [ @ifg)2 0.5
= { dy if g(z) < 0.5 (12)

3.3 Morphological Operations

Segmenting foreground and background especially from a low quality fingerprint
images is error prone (see Fig.3a). Therefore, it may produce some spurious seg-
mentations where regions of the class background may appear inside the class fore-
ground and vice versa (see Fig. 3b). However, we can group these small regions that
appear inside a larger region to form a meaningful clustered region. This fact can be
seen from Table 2 where 24.5 % is misclassified when a morphological operations is
not used. A number of post-processing methods can be applied to get more mean-
ingful segmentation results. In our work, we have chosen morphological operations
[11] as post-processing method to get an optimal classification estimate. The mor-
phological operations work well to remove these small regions by adding it to form
the part of a larger region, thus creating more compact clusters.

Many fingerprint segmentation methods [1, 3] are reported in the literature that
uses morphological operations as post-processing. First, small isolated clusters that
are incorrectly classified as foreground regions in the background area are removed
using morphological open operation and regions that are incorrectly classified as
background regions in the foreground area are removed based on morphological
reconstruction [12] algorithm. Finally, all small regions outside the large region will
be treated as background. Fig. 3c shows the segmented fingerprint image after the
morphological operations.
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4 Experimental Results

The segmentation algorithm was tested on FVC 2002 Db2_a standard dataset [9]. In
order to quantitatively measure the performance of the segmentation algorithm, ini-
tially we have manually identified the foreground and the background blocks. Eval-
uation is done by comparing the manual segmentation with the segmentation results
given by the classifier. The number of misclassification can be used as a performance
measure.

The misclassification is given by:

(Gor o) = 2t
@ |wy) =
Pl |wg N,
N.
n fe
- r (13)
p(dglwy) Nf
P(@|wy) + p(dg|w,)
permr= 2

where N, is number of background classification error, N, is the total number
of true background blocks in the image and p(®@,|w,) gives the probability that a
foreground block is classified as background. N, is the number of foreground clas-
sification error, N is the total number of true foreground blocks in the image and
p(@y|w,) is the probability that a background block is classified as foreground. The
probability of error p,,,,. is the average of p(@,|w,) and p(@, |w,).

The proposed fingerprint segmentation algorithm has been trained on the 800
block samples from 80 fingerprint images in FVC Db2_b dataset [9] which consists
of 10 equal number of background and foreground block samples and labeled cor-
respondingly to get the optimal values of the regression coefficients. The regression
coefficients of the trained result is

07 = 10,0, 0,0, 0,] =[-2.083 0.2916 1.5393 1.4644 —20191]  (14)

We have used this vector for classifying the fingerprint image into foreground and
background. Table 1 gives the test result of a 10 randomly selected images from
Db2_a dataset with respect to the equation given in Eq. 13.

To quantify the effect of morphological operations as post-processing is quanti-
fied in Table 2 and it consolidates the total error probabilities before and after mor-
phological operations on the same 10 fingerprint images. The results show that the
overall misclassification rate is very less (Fig. 4).

The overall performance measure is also quantified as how well the foreground
region contains the feature parts. Since the fingerprint singular points is one of the
important feature for fingerprint classification and matching, the performance of the
proposed method can be analyzed by finding how well the singular points of the fin-
gerprint images are included by the segmentation algorithm. To conduct this analy-
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Table 1 Result of the logistic regression classifier

Fingerprint | N N, Ne N | p@1100) [ p@]0)) | Paer
Db2_a_04_8.tif | 542 277 7 11 0.0397 0.0129 0.0263
Db2_a_10_1.tif | 568 251 9 7 0.0278 0.0158 0.0218
Db2_a_14_3.tif | 675 144 5 1 0.0069 0.0074 0.0071
Db2_a_26_1.tif | 602 217 8 10 0.0460 0.0132 0.0296
Db2_a_32_5.tif | 353 466 15 4 0.0085 0.0424 0.0254
Db2_a_49_2.tif | 595 224 15 5 0.0223 0.0252 0.0237
Db2_a_51_1.tif | 576 243 15 6 0.0246 0.0260 0.0253
Db2_a_61_6.tif | 590 229 12 10 0.0436 0.0203 0.0319
Db2_a_72_1.tif | 522 297 10 10 0.0336 0.0191 0.0263
Db2_a_77_2.tif | 576 243 15 7 0.0288 0.0260 0.0274

Table 2 Effect of morphological operations as post-processing

Ny Ny Ny, N, P(@, |wy) | p(@y|®1) | Peryor
Before morphology 5599 2591 111 71 0.2818 [0.2083 |0.2450
After morphology 5599 2591 47 34 0.0131 |0.0083 |0.0107
(a) (b) (c) (d)

Fig. 4 Segmentation results of some fingerprint images from FVC2002 Db2_a dataset

sis, out of 800 images in the FVC2002 Db2_a dataset [9], we have excluded 11
images since either the singular point is absent or it is very near to the image border.
Table 3 shows the test result of this analysis. It can be shown even when the segmen-
tation of fingerprint image is moderate, the algorithm is able to include the singular
point region in the foreground area for 98.6 % of images. This shows the efficiency of
our proposed algorithm as singular point is very important for the subsequent stages
of fingerprint identification.
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Table 3 Performance of the
proposed methods based on
detected singular points

Total number of fingerprints in the dataset 800

Total number of fingerprints taken for testing | 789

Successful inclusion of singular points in seg-| 778
mentation

Segmentation accuracy 98.6

5 Conclusion

Accurate segmentation of fingerprint images is important in any of the automatic fin-
gerprint identification system as it is used to reliably separate ridge like part (fore-
ground) from its background. Fingerprint segmentation is crucial since the over-
all performance of an automatic fingerprint identification system using fingerprint
depends on this pre-processing step. It is critical to keep feature parts and discard the
noisy parts of the fingerprint for the accurate performance. In this paper, a method
for fingerprint segmentation is presented. Since a fingerprint image exhibits strong
textural characteristics, this method uses four block level GLCM features, being the
contrast, the correlation, the energy and the homogeneity, that measures the textural
properties of the fingerprint image for segmentation. A logical regression classifier
has been trained for segmentation which classifies each block to either foreground
or background. Morphological operations are applied as post-processing to obtain
more compact regions for reducing the overall classification errors.
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Improved Feature Selection for Neighbor
Embedding Super-Resolution Using Zernike
Moments

Deepasikha Mishra, Banshidhar Majhi and Pankaj Kumar Sa

Abstract This paper presents a new feature selection method for learning based
single image super-resolution (SR). The performance of learning based SR strongly
depends on the quality of the feature. Better features produce better co-occurrence
relationship between low-resolution (LR) and high-resolution (HR) patches, which
share the same local geometry in the manifold. In this paper, Zernike moment is
used for feature selection. To generate a better feature vector, the luminance norm
with three Zernike moments are considered, which preserves the global structure.
Additionally, a global neighborhood selection method is used to overcome the prob-
lem of blurring effect due to over-fitting and under-fitting during K-nearest neighbor
(KNN) search. Experimental analysis shows that the proposed scheme yields better
recovery quality during HR reconstruction.

Keywords Super-resolution * Zernike moment * Luminance norm * Manifold
learning * Global neighborhood selection - Locally linear embedding

1 Introduction

Visual pattern recognition and analysis plays a vital role in image processing and
computer vision. However, it has several limitations due to image acquisition in the
unfavorable condition. Super-resolution (SR) technique is used to overcome the lim-
itations of the sensors and optics [1]. Super-resolution is a useful signal processing
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technique to obtain a high-resolution (HR) image from an input low-resolution (LR)
image. In this work, we have modeled a learning based super-resolution approach to
generate a HR image from a single LR image.

The problem of learning based SR was introduced by Freeman et al. [2] called
example-based super-resolution (EBSR). In their work, a training set has been used
to learn the fine details that correspond to the region of low-resolution using the
one-pass algorithm. Later, Kim et al. [3] extended their formulation by considering
kernel ridge regression which combines the idea of gradient descent and matching
pursuit. Afterward, Li et al. [4] have proposed example-based single frame SR using
support vector regression (SVR) to illustrate the local similarity. However, due to
lack of similarities in local geometry and neighborhood preservation, aliasing effect
is generated during HR reconstruction. To preserve the neighborhood information,
a neighbor embedding based SR (SRNE) was introduced by Chang et al. [5]. There-
after, in [6—10] an extended neighbor embedding based SR is used by considering
different feature selection methods. Chan et al. [8] have proposed a neighbor embed-
ding based super-resolution algorithm through edge detection and feature selection
(NeedFS), where a combination of luminance norm and the first-order gradient fea-
ture is introduced for edge preservation and smoothening the color region. To pre-
serve the edge, Liao et al. [9] have proposed a new feature selection using stationary
wavelet transform (SWT) coefficient. Mishra et al. [10] have emphasized on neigh-
borhood preservation and reduction of sensitivity to noise. Therefore, they have pro-
posed an incremental feature selection method by combining the first-order gradient
and residual luminance inspired by image pyramid. Gao et al. [11] have proposed
a method to project the original HR and LR patch onto the jointly learning unified
feature subspace. Further, they have introduced sparse neighbor selection method to
generate a SR image [12]. Bevilacqua et al. [13] have introduced a new algorithm
based on external dictionary and non-negative embedding. They have used the itera-
tive back-projection (IBP) to refine the LR image patches and a joint K-means clus-
tering (JKC) technique to optimize the dictionary. In [14], a new Zernike moment
based SR has been proposed for multi-frame super-resolution. Due to orthogonal-
ity, rotation invariance, and information compaction of Zernike moment, they have
formulated a new weight value for HR image reconstruction.

However, in practice, preserving the fine details in the image is inaccurate in
embedding space, which is still an open problem. For better local compatibility and
smoothness constraints between adjacent patches, a better feature selection is neces-
sary. Hence, we have proposed a new feature selection method inspired by Zernike
moment [15]. In our work, a feature vector has been generated by the combination
of three Zernike moments and luminance norm. In addition, a global neighborhood
selection method is used to generate the K value for neighborhood search to over-
come the problem of over-fitting and under-fitting. The proposed approach is verified
through the different performance measures. The experimental results indicate that
proposed scheme preserves more fine details than the state-of-the-art methods.
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The remainder of the paper is organized as follows. Section 2 describes the prob-
lem statement. Section 3 presents an overall idea about Zernike moment. Section 4
discusses the proposed algorithm for single image super-resolution using Zernike
moment. Experimental results and analysis are discussed in Sect. 5 and the conclud-
ing remarks are outlined in Sect. 6.

2 Problem Statement

In this section, the objective of single image super-resolution problem is defined
and formulated. Let us consider a set of n low-resolution images of size M X N.
Theoretically each low-resolution image can be viewed as a single high-resolution
image of size DM X DN that has been blurred and down sampled by a factor of D.
A particular low-resolution image X; is represented as

X, = DB(X,,), 1

where X, is a DM X DN high-resolution image, B is 5 X 5 Gaussian blur kernel and
D is the down sampling factor. In the proposed scheme, we consider a neighbor
embedding approach to generate a SR image for a given LR image. Hence, a set of
LR and its corresponding HR training image is required to find out a co-occurrence
relationship between LR and HR patches.

3 Background

In the field of image processing and pattern recognition, moment-based features play
a vital role. The use of the Zernike moments in image analysis was introduced by
Teague [15]. Zernike moments are basically projections of the image information to
a set of complex polynomials, that from a complete orthogonal set over the interior

of a unit circle, i.e. v/x2 +y% < 1.

The two-dimensional Zernike moments of an image intensity function f(x,y) of
order n and repetition m are defined as

+1 *
Zom = = / / Fa)VE (x,y) dxdy, ®)
v Va2+y2<1

1. . . .
where = is a normalization factor. In discrete form Z,,, can be expressed as
T

Zyw= D, DL VE (1Y) V232 <1 3)
x oy
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The kernel of these moments is a set of orthogonal polynomials, where the complex
polynomial V,,, can be expressed in polar coordinates (p, 8) as

Vi (0,0) =R, (p) e, )

where n > 0 and n — |m| is an even positive integer.
In (4), R, (p) is radial polynomial and is defined as

n—=|m|

2 -1 — ! n—2s
Ry = Y — S =9 . 5)

+m| n—|m|
s=0 ! (2 —5)! —-s)!
y ( 2 2

The real and imaginary masks are deduced by a circular integral of complex poly-
nomials. On the whole, edge detection is conducted at the pixel level. At each edge
point, orthogonal moment method is used to calculate accurately gradient direction.
Mostly, the higher-order moments are more sensitive to noise. Therefore, first three
2nd order moments has been employed for feature selection. The real and imaginary
7 x 7T homogeneous mask of M|, and M, should be deduced by circular integral of

Vi, and V3 [16]. Hence, three Zernike moments are Z, R, Z,,/ and Z,,.

4 Neighbor Embedding Based SR Using Zernike Moment

In this section, a new feature selection method is proposed using Zernike moments
for neighbor embedding based super-resolution. The feature vector is generated by
combining the three Zernike moments with luminance norm. Moreover, neighbor-
hood size for K-nearest neighbor (KNN) search is generated by global neighborhood
selection [17]. The overall block diagram of the proposed scheme is shown in Fig. 1.

4.1 Neighbor Embedding Based SR

To perform neighbor embedding based SR, luminance component of each image is
split into a set of overlapping patches. X; = {x?}[il is the training LR image and
Xy = {x;‘l }f: , is the corresponding HR image. To preserve the inter-patch relation-
ship between the LR and HR patch, if the patch size of LR image is s X s then the
patch size of corresponding HR image will be fs X fs, where f is the magnification
factor. The input LR image ¥, = {y?}; and expected HR image Y, = { y;}le pair
should have same number of patches.

In training process, for each LR patch K-nearest neighbors search among all train-
ing LR patches and the optimal reconstruction weight vector W, calculated by min-

imizing the local reconstruction error as



Improved Feature Selection for Neighbor Embedding ... 17

Nuannll i Oy
O | L O i e
training ' ! ' ' training
images > . H : ; . ¥ images
Nennnly i | oo
Lecssunnancnacanand ! Cemmmmeiiiaaaad
Feature vector of Selected K HR. Feature vector of
LR training images patches HR training images
Global neighborhood > Optiomal
*ze selection KNN weight
D::I:‘ YCbCr to RGB
Mean
RGB to YCbCr
_ Feature
I vector
Input Expected
LR image [ | o | ::D HR image
Luminance channel Expected HR image
in YCbCr channel
Chromatic channel
Fig. 1 Block diagram of proposed scheme
2
r__ . 2
€ =min ||y, — E wex | (6)

X EN,

subject to two constrains, i.e., E}fleN, w,, =1 and w,, =0 for any y; € N,. This is
generally used for normalization of the optimal weight vector, where N, is the set of
neighborhood of y] in training set X .

The local Gram matrix G, plays an important role to calculate the weight w, asso-
ciated to yj, which is defined as

G = (1" -x)" (1" -Xx), 7)

where one’s column vectors are considered to match the dimensionality with X. The
dimension of X is D x K, where its columns represent the neighbors of y;. The opti-
mal weight vector W, for y) having the weights of each neighbors w, are reordered
by s. The weight is calculated as

G'1

Wi, ®)
C1TG
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After solving w, efficiently, the high-resolution target patch y;Z is computed as
follows:

Yo=Y wx )
“ENq

Then the HR patches are stitched according to the corresponding coordinates by
averaging the overlapping regions. The detailed procedure of the proposed scheme
is given in Algorithm 1.

Algorithm 1 Neighbor embedding based SR using Zernike feature

Input : Training LR image X, = {x?}; and HR image X, = {x;}il,

Testing LR image Y, = {)f},il

Patch size — s, Up sampling size — f.
Output : Expected HR image.

1. Split X; and Y, into patches of size s X s with overlapping by one pixel.

2. Split X, into patches of size fs X fs with overlapping by f X 1 pixels accordingly.

3. Concatenate the three Zernike moments of X; , X;; and Y; with its corresponding luminance
norm for feature vector.

4. For each testing LR patch y) € ¥;.

(a) Find N, by K-nearest neighbors among all training patches using Euclidean distance.
Here, K is calculated by global neighborhood selection.

(b) Compute optimal reconstruction weights of yj by minimizing the local reconstruction
error.

(c) Compute the high-resolution embedding y; using (9).

5. To generate expected HR image enforce inter-patch relationships among the expected HR
patches by averaging the feature values in overlapped regions between adjacent patches.

4.2 Zernike Moment Based Feature Selection

In this section, an efficient feature selection method for neighbor embedding based
super-resolution method is proposed. In [5, 7, 8], several features are used for bet-
ter geometry preservation in the manifold. But, consistency in structure between the
neighborhood patches embedding still is an issue. To overcome the problem like sen-
sitivity of noise, recovery quality, and neighborhood preservation among the patches,
Zernike moment feature descriptor is used as appropriate feature selection. Due to
robustness to noise and orthogonal properties of Zernike moment, a perfect repre-
sentation of information is done. Basically, the features are selected from the lumi-
nance channel because it is sensitive to the human visual system. Luminance norm
is also considered as a part of the features because it represent the global structure
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of the image. For each pixel, there are four components of a feature vector i.e.,
[LN,Z|R,Z|1,and Z,;]. As the learning based SR perform on the patch, feature
vector of each patch size is 4p?, where p is the patch size.

4.3 Global Neighborhood Selection

Choosing the neighborhood size for locally linear embedding has great influence
on HR image reconstruction because the neighborhood size K determines the local
and global structure in the embedding space. Moreover, fixed neighborhood size
leads to over-fitting or under-fitting. To preserve the local and global structure, the
neighbor embedding method search a transformation. Hence, global neighborhood
selection method is used. The reason for global neighborhood selection is to preserve
the small scale structures in manifold. To get the best reconstructed HR image, well
representation of high dimensional structure is required in the embedding space.

This method has been introduced by Kouropteva et al. [17], where Residual Vari-
ance is used as a quantitative measure that estimate the quality of the input-output
mapping in embedding space. The residual variance [18] is defined as

or(dy.dy) =1~ p] 4 (10)

where p is the standard linear correlation coefficient, takes over all entries of dy
and dy matrices; The element of dy and dy matrices having size m X m represents
the Euclidean distance between pair of patches in X and Y. According to [17] lower
is the residual variance better is the high dimensional data representation. Hence,
optimal neighborhood size K = (k,,,) computed by hierarchical method as

ko = arg mkin(l - pjxydy). (1

The overall mechanism of global neighborhood selection is summarized in
Algorithm 2

Algorithm 2 Neighborhood selection

Input : All patches.
Output : Neighborhood size K.

1. Setk,,,,
2. Calculate the reconstruction error
e=YN, Hxi - EJN=1 w[]-x,_.iH for each ke[1, k,,,]-
3. Find all minimum of &(k) and corresponding k’s which compose the set of s of initial can-
didate.
4. For each kes compute residual variance.

5. Compute K = (kop,) using (11).

as the maximal possible value of k.
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5 Experimental Results

5.1 Experimental Setting

To validate the proposed algorithm, simulations are carried out on some standard
images of different size like Parrot, Peppers, Lena, Tiger, Biker, and Lotus. In this
experiment, a set of LR and HR pairs are required for training. Hence, LR images are
generated from the ideal images by blurring each image using (5 X 5) Gaussian ker-
nel and decimation using 3 : 1 decimation ratio in each axis. A comparative analy-
sis has been made with respect to two performance measures, namely, pick signal to
noise ratio (PSNR) and feature similarity index (FSIM) [19]. The value of FSIM lies
between 0 to 1. The larger value of PSNR and FSIM indicates better performance.

5.2 Experimental Analysis

To evaluate the performance of the proposed scheme, we compare our results with
four schemes namely, Bicubic interpolation, EBSR [2], SRNE [5], and NeedFS [8].

(e) Biker

Fig.2 Test images

Table 1 PSNR and FSIM results for test images with 3X magnification

Images Bicubic EBSR [2] SRNE [5] NeedFS [8] Proposed
Parrot 27.042 28.745 29.623 31.764 32.135
0.8340 0.8458 0.8511 0.8603 0.8693
Peppers 28.756 29.137 30.969 32.111 33.249
0.8397 0.8469 0.8582 0.8725 0.8839
Lena 29.899 30.117 31.826 33.026 34.762
0.8527 0.8702 0.8795 0.8889 0.9023
Tiger 24.549 25.771 26.235 27.909 28.423
0.8239 0.8394 0.8403 0.8519 0.8604
Biker 25.009 26.236 27.169 28.669 29.973
0.8331 0.8481 0.8537 0.8601 0.8715
Lotus 26.829 27.787 28.979 30.276 31.862
0.8338 0.8501 0.8637 0.8756 0.8904
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(a) Z11R (b) Zi1

Fig. 3 Three Zernike moments of Lena image

(e) NeedFS [8] () Proposed method (g) Ground truth image

Fig. 4 Comparison of SR results(3x) of Lena image

The test images are shown in Fig. 2. Table 1 lists the PSNR and FSIM values for all
test images. The 1st row and 2nd row in the table indicates PSNR and FSIM values
respectively. The features generated by Zernike moment for Lena image are shown
in Fig. 3. The visual comparison for Lena and Tiger image are shown in Figs. 4 and
5 respectively. To validate the performance of the proposed scheme, we compare
the results with state-of-the-art approaches with different K value. In SRNE [5], the
K value is fixed which leads to blurring effect in the expected HR image; whereas
in NeedFS [8] two different K values are provided according to the patches having
edge. In our scheme, the K value lies between 1 to 15. Due to global neighborhood
selection, our method gives a better results in terms of both PSNR and FSIM as
shown in Fig. 6. It shows the graph is increased gradually between the K value 5 to
9. However, it gives only good results for a certain K value in the state-of-the-arts.
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(a) LRimage (b) Bicubic interpolation  (c) EBSR [2] (d) SRNE [5]

(e) NeedFS [8] (f) Proposed method (g) Ground truth image

Fig.5 Comparison of SR results(3x) of Tiger image
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Fig. 6 PSNR and FSIM comparison of Lena image

6 Conclusion

In this paper, we have proposed a new feature selection method for neighbor embed-
ding based super-resolution. The feature vector is generated by combining three
Zernike moments with the luminance norm of the image. The global neighborhood
size selection technique is used to find the K value for K-nearest neighbor search.
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Both qualitative and quantitative comparison of the proposed method is carried out
with the state-of- the-art methods. The results show that the proposed method is
superior to the other methods in terms of PSNR and FSIM values. However, for
texture based image edge preservation is still an issue that will be addressed in our
future work.
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Target Recognition in Infrared Imagery
Using Convolutional Neural Network

Aparna Akula, Arshdeep Singh, Ripul Ghosh, Satish Kumar
and H.K. Sardana

Abstract In this paper, deep learning based approach is advocated for automatic
recognition of civilian targets in thermal infrared images. High variability of target
signature and low contrast ratio of targets to background makes the task of target
recognition in infrared images challenging, demanding robust adaptable methods
capable of capturing these variations. As opposed to the traditional shallow learning
approaches which rely on hand engineered feature extraction, deep learning based
approaches use environmental knowledge to learn and extract the features auto-
matically. We present convolutional neural network (CNN) based deep learning
framework for automatic recognition of civilian targets in infrared images. The
performance evaluation is carried on infrared target clips obtained from
‘CSIR-CSIO moving object thermal infrared imagery dataset’. The task involves
four categories classification one category representing the background and three
categories of targets -ambassador, auto and pedestrians. The proposed CNN
framework provides classification accuracy of 88.15 % with all four categories and
98.24 % with only three target categories.

Keywords Thermal infrared imaging - Deep learning - Target recognition -
Convolutional neural network

1 Introduction

With the advancement of computer technology and availability of high end com-
puting facilities, research in the area of recognition is gaining momentum across
wide range of applications like defense [1, 2], underwater mine [3], face recogni-
tion, etc. Target recognition is a crucial area of research from security point of view.
Generalized recognition system consists of two stages, feature extraction stage
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followed by a classifier stage. The feature extraction stage takes the detected target
region and performs computation to extract information in the form of features. This
information is fed to the classifier which categorizes the target to the most relevant
target class. The performance of recognition algorithms is highly dependent on the
extracted features. Imaging systems which capture data in visible spectrum fail to
perform during night time and under dark conditions. It needs strong artificial
illumination to capture data [4, 5]. Thermal infrared imaging systems which work in
the infrared band of the electromagnetic spectrum sense the heat released by the
objects above absolute zero temperature and form an image [6], thereby capable of
working in no light conditions. The heat sensing capability of thermal infrared
imaging make it superior over visible imaging [7, 8]. However, variability of target
infrared signatures due to a number of environment and target parameters, pose
challenge to researchers working towards development of automated recognition
algorithms [9]. In this paper we present a robust recognition framework for target
recognition in infrared images.

2 Related Work

The recent trends in recognition show researchers employing neural network based
approaches. These approaches learn from experience. Similar to human brain
system, the neural networks extract the information from the external environment.
These approaches have been widely applied in character recognition [10], horror
image recognition [11], face recognition [12] and human activity recognition [13].
These methods are providing better performances than the classical methods [14].
We can be broadly classify these methods into shallow learning and deep learning
methods.

Commonly used learning based classifiers such as support vector machine
(SVM), radial basis function neural network (RBFNN), k nearest neighbor method
(k-NN), modular neural network (MNN) and tree classifier are the shallow learning
methods that considers hand engineered features using some of the commonly used
methods local binary pattern [15], principal component analysis, shift invariant
feature transform (SIFT) [16] and histogram of oriented gradients (HOG) [17]. The
feature selection is time consuming process and we need to specifically work
towards identifying and tuning features that are robust for particular application. On
the other hand, deep learning based methods employs learning based feature
extraction using hierarchical layers, providing a single platform for feature
extraction and classification [18]. Convolution neural network which is a deep
learning method has shown state of the art performances in various applications
such as MNIST handwriting dataset [19], Large Scale Visual Recognition Chal-
lenge 2012 [20], house number digit classification [21]. Convolution neural net-
work is also shown to provide more tolerance to variable conditions such as pose,
lightning, surrounding clutter [22].
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The work in this paper is aimed at presenting an infrared target recognition
framework by employing a deep learning approach. The rest of the paper is as
follows; Sect. 3 describes an overview of convolution neural network, Sect. 4
provides a brief about the experimental data, Sect. 5 describes the proposed con-
volutional neural network design and Sect. 6 presents the results and analysis.

3 An Overview of Convolution Neural Network

Convolution neural networks (CNN) are feed forward neural networks having
hierarchy of layers. They combine the two stages of recognition, feature extraction
and classification stages in a single architecture. Figure 1 shows a representative
architecture of deep convolution neural network. Feature extraction stage consists
of convolution layers and subsampling layers. Both layers have multiple planes
which are called feature maps. Typically the networks may have multiple feature
extraction stages. A feature map is obtained by processing the input image or
previous layer image with the kernel. The operation may be the convolution (as in
convolution layer) or subsampling (averaging or pooling, as for subsampling layer).
Each pixel in a feature map is a neuron. A neuron in a convolution layer receives
the weighted sum of inputs (convolved result of the local receptive field of the input
image with kernel) from the previous neuron and a bias, which is then passed

Convolution

L Subsampling
ayer Layer Fully Connected
«— LaYL%
Feature Extraction Classification
Stage Stage

Fig. 1 Deep convolution neural network architecture
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through a linear activation function. A neuron in subsampling layer receives the
weighted value of averages or maximum value from the local region and a bias,
which is then passed to non-linear activation function. The last stage is the fully
connected layer representing the classification stage which is similar to multilayer
perceptron model (MLP). It has hidden and output layer. A neuron in the fully
connected layer has weighted sum and a bias as the input and has a non-linear
activation function. The neurons of the output layer correspond to the one of the
categories of target objects. CNN architecture has three main properties, weight
sharing, spatial subsampling and local receptive field. The neurons of the next layer
feature map use the same kernel to extract the same information from all parts of the
image. Similarly, other kernels extract other information. Weight sharing reduces
the number of free parameters. The kernel performs the computation on the local
regions. The spatial or temporal subsampling reduces the size of the data and makes
the network invariant to small changes [23].

The number of feature maps for first convolutional layer might vary from 3 to
1600. For a given binary image, number of possible binary feature map is given as

2" where r is the receptive field width or kernel width. Number of useful feature
map (lower bound on u) is:

u=nh(r)+s (1)
2+l :

W= o2 ATt @)
5+ 1,if riseven

And s is minimum of A, s is 1. For subsequent feature map
uy=vu;_q (3)

where v is a constant either 2 or 4 [24].

The number of fully connected hidden layer neuron is 2/3 (or 70 % to 90 %) of
the size of the input layer. The number of hidden neurons can be added later on
depending upon the complexity of the data [25].

4 Experimental Dataset

‘CSIR-CSIO Moving Object Thermal Infrared Imagery Dataset’ is used for vali-
dating the performance of the proposed deep learning framework [26]. Detected
target regions obtained from the moving target detection method presented in [9]
are used to train and test the system. It was observed that the detection algorithm
presented some false positives where background was also detected as moving
target. To handle this, in this work, we have designed a four class classifier system,
one class representing background and three classes representing targets—ambas-
sador, auto-rickshaw and pedestrian.
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Fig. 2 Experimental dataset
o

= (1) Ambassador

! (3) Pedestrians
]

(4) Background images

Some representative images of the experimental dataset are shown in Fig. 2. We
have a total of 378 images in four categories having 108 ambassadors, 108 autos,
82 pedestrians and 80 background images having different resolution. The total
dataset is divided into training and testing datasets, 80 % for training and 20 % for
testing. The training dataset has 302 images (89 ambassador, 89 autos, 63 pedes-
trians and 61 background images) and testing dataset has 76 images (19 images of
each category). The data has high inter-class variability due to variations in scale,
pose and temperature of targets.

5 Proposed System Design

The CNN architecture adapted from the LeNet-5 architecture [23] as shown in
Fig. 1 is designed. We have used ten layers in the architecture. Before training of
the neural network, all the experimental dataset is resized into a square of
200 x 200. Also the input image pixel values are normalized to zero mean and 1
standard deviation according to Eq. (4). The normalization improves the conver-
gence speed of the network [27].

x(old) —m

o 4)

x(new) =
where x(new) is the preprocessed pixel value, x(0ld) is the original pixel value, m is
the mean value of pixel from the image and sd is the standard deviation of pixels.
x(new) is the new zero mean and 1 standard deviation value. First the original
image is resized to 200 X 200 and then normalized.
The feature maps of each layer are chosen according to the Eqs. (1) and (3). The
first layer is the dummy layer having sampling rate 1. This is just for the symmetry
of architecture. The second layer is convolutional layer (C2) with 6 feature maps.
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The size of kernel for this layer is 3 X 3. The size of each feature map in C2 layer
is 198 x 198. The third layer is subsampling layer (S3) with 6 feature maps. The
subsample rate is 2. The connections from C2-layer to S3 layer are one to one. The
size of each feature map is 99 X 99. The fourth layer is convolutional layer (C4)
with 12 feature map each of size 96 x 96. The kernel size is 4 X 4. The con-
nections from S3 to C4 layer are random. The fifth layer is subsampling layer (S5)
with 12 feature maps. The subsample rate is 4. The connections from C4 layer to S5
layer are one to one. The size of each feature map is 24 X 24 in S5 layer. The sixth
layer is convolutional layer (C6) with 24 feature map each of size 20 x 20. The
kernel size is 5 X 5. The connections from S5 to C6 layer are random. The seventh
layer is subsampling layer (S7) with 24 feature maps. The subsample rate is 4. The
connections from C6 layer to S7 layer are one to one. The size of each feature map
is 5 X 5 in S7 layer. The eighth layer is convolutional layer (C8) with 48 feature
map each of size 1 X 1. The kernel size is 5 X 5. The connections from S7 to C8
layer are random. The fully connected layer has random number of hidden neurons
which are varied while performing simulation. The output layer has 4 neurons
corresponding to four categories.

The kernel or the weights and bias for convolution layers are initialized ran-
domly. The weights of subsampling layer are initialized with unit value and zero
bias. The activation function for convolutional layer neurons is linear and scaled
bipolar sigmoidal for all other neurons. Scaled activation function is given in

Eq. (5).

. 2
Fin)=1.7159 ((1 +exp(— 1.33%n)) _1> o

where n is the weighted output of neuron. F(n) is the output obtained after applying
activation function. The number of neurons in the output layer are equal to the
number of categories. The neural network is trained in such a way that the true
category neuron corresponds to +1 and others to —1. The bipolar sigmoidal function
is scaled to 1.7159 and the slope control constant is set to 1.33 as used by [23]. The
scaling improves the convergence of the system.

The network is trained with Stochastic Diagonal Levenberg-Marquardt method
[28]. At each kth learning iteration, free parameter wy is updated according to
Eq. (6) stochastic update rule.

Wk(k-}-l)(—Wk(k)— ek% (6)

where wy(k + 1) the weight at k+ 1 iteration, E? is the instantaneous loss function
for pth pattern, €, the step size or adaptive learning constant

n
€= 7
k P-+hkk ( )
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where, 7 is the constant step size which is controlled by the second order error term
p is the hand-picked constant, and Ay is the estimate of the second order derivative
of loss function w.r.t the connection weights u; as given in Eq. (8).

’E
ha=Y % 8
W= 2 o (8)

In the proposed architecture, we used the constant step size n = 0.0005,
1 =0.001, stopping Criterion is average root mean square error per epoch less than
or equal to 0.09 or number of epochs exceeds more than 50 and the loss function is
average root mean square error. The smaller values of u and 1 prevent the step size
from becoming very large [23].

6 Results and Analysis

The development environment of the proposed method is MATLAB® R2014a on a
64 bit, Intel” Core™ i5 CPU 650 @3.20 GHz processor with 2 GB RAM con-
figuration. The performance of the trained system is validated with the test dataset.
Also, the significance of the number of hidden neurons in fully connected layer is
studied by varying them from 28 to 36 while keeping the rest of the architecture
constant.

Figure 3 is the convergence plot between average root mean square error
(RMSE) per epoch versus number of epochs when number of hidden neurons in
fully connected layer are 32. The network is converging after 10 epochs. The
generalization of trained system is verified with the test dataset. Table 1 gives the
confusion matrix. It can be observed that the network is classifying all of the
ambassador and auto targets accurately and one of the pedestrians is misclassified.
However around 40 % of the background images are misclassified and falling into
ambassador category.

RMSE plot
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n
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Fig. 3 Convergence plot
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Table 1 Confusion matrix

Predicted class
Background images | Ambassador | Auto | Pedestrians
Actual class | Background images |11 8 0 0
Ambassador 0 19 0 0
Auto 0 0 19 0
Pedestrians 0 0 1 18

Table 2 Different Architecture Results

Sr. No. | Neurons in fully | Training time | Accuracy with Accuracy without
connected layer (In epoch) background images background images (%)
(%)
28 11 86.84 96.49
32 10 88.15 98.24
36 10 85.53 96.49

Table 2 shows the performance results of different architectures obtained after
varying the hidden neurons in fully connected layer. The accuracy is measured with
and without background images. It can be observed that accuracy is better with 32
hidden neurons architecture. It was observed that the network with 28 units has
underfitting problem while the network with 36 neurons has overfitting problem. The
optimal number of hidden units seems to be 32 for the proposed system. The pro-
posed system with all the architectures is classifying all ambassador and auto targets
accurately and pedestrians with around 90 % accuracy. The misclassified pedestrians
are falling into auto category. Background images are classified with accuracy
around 57 %. The misclassified background images are either falling to ambassador
category or auto category. Misclassification of background images are primarily
because of very low resolution and lack of any distinctive features as compared to
objects. Also, the background information is part of the detected objects leading to
categorise them into one of the target classes. The deep architecture is extracting the
features locally. As more deep the architecture is, it would result in invariant features.
The subtle differences of non-uniform intensity of objects and background might
result in the very similar features as that of ambassador and auto objects. However,
the uniform intensity targets (pedestrians) have noticeable differences from the
background, so background images are not falling into this category.

7 Conclusion and Future Scope

The preliminary results reported in this work, demonstrate that deep learning based
automatic feature extraction and classification system can accurately classify
civilian targets in infrared imagery. The proposed system could classify the
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non-uniform intensity-vehicle and uniform intensity-pedestrian targets with an
accuracy of 98.24 % in different experimental conditions. It is observed that the
accuracy is reduced in case of background images. The rationale behind this might
be due to the low resolution of background images and also due to the correlation
between the non-uniform intensity images and background as the target images
contain information of the background as well. In future work the work shall be
extended to analyze its performance for more complex data set such as physically
occluded, scaled or rotated test data set. Also the system can be designed to cat-
egorize more number of target classes. The real time implementation and opti-
mization of proposed design in terms of processing is also planned.
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Selected Context Dependent Prediction
for Reversible Watermarking with Optimal
Embedding

Ravi Uyyala, Munaga V. N. K. Prasad and Rajarshi Pal

Abstract This paper presents a novel prediction error expansion (PEE) based
reversible watermarking using 3 X 3 neighborhood of a pixel. Use of a good pre-
dictor is important in this kind of watermarking scheme. In the proposed predictor,
the original pixel value is predicted based on a selected set, out of the eight neigh-
borhood of a pixel. Moreover, the value of prediction error expansion (PEE) is opti-
mally divided between current pixel and top-diagonal neighbor such that distortion
remains minimum. Experimental results show that the proposed predictor with opti-
mal embedding outperforms several other existing methods.

Keywords Reversible watermarking < Prediction error expansion
Optimized embedding + Watermarking scheme

1 Introduction

Multimedia has become more popular in modern life with rapid growth in commu-
nication systems. Digital media is widely being used in various applications and
is being shared in various forms with sufficient security. But advancements of sig-
nal processing operations lead to malicious attacks and alterations of these con-
tents. Watermarking is a technique to protect these contents or the ownership of
the contents against such malicious threats. A watermark is embedded in the multi-
media content to achieve the said purpose. Later, the same watermark is extracted to
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establish the ownership or genuineness of the content. Moreover, in case of reversible
watermarking, the original cover media is also restored back from the watermarked
content along with extraction of watermark [1].

Several approaches for reversible watermarking can be found in the literature. A
difference expansion (DE) based reversible watermarking scheme is proposed in [2],
where the differences between pairs of pixels are expanded to insert the watermark.
Later, several extensions of this method have been proposed. For example, water-
mark is embedded in quad of adjacent pixels in [3]. The differences between one pixel
with three neighboring pixels are used to insert the watermark. Moreover, this differ-
ence expansion technique has been extended to vectors [4] instead of pairs of pixels.
A high difference value between adjacent pixels may cause the overflow/underflow
problems during the embedding. The intelligent pairing of pixels to tackle the over-
flow/underflow conditions has been exploited in [5].

In another variation of these difference expansion based approaches, prediction
error is expanded to embed the watermark bits. Basically, the difference between an
original pixel value and a predicted value (based on context of the pixel) is termed
as prediction error. Watermark is hidden in the expansion of prediction error. Close-
ness between the original and predicted pixel values is the strength of this approach.
It reduces the distortion and overflow/underflow cases as compared to previous dif-
ference expansion based approaches. Several approaches of predicting a pixel value
have been adapted in this kind of techniques. For example, upper, left, and upper-left
neighbors of a pixel is used in [6] to predict the value for the pixel. On the contrary,
bottom, right, and bottom-right neighbors of a pixel is used to embed data in [7].
A simple average of four neighboring pixels predicts the center pixel value in [8].
Bilinear interpolation technique using four diagonal neighbors estimates the center
pixel value in [9]. Few other notable approaches include utilizing of weights with
median based prediction in [10] and adaptive prediction in [11].

Recently, it has been found that a gradient based predictor [12] outperforms sev-
eral other methods. Gradients on four directions (horizontal, vertical, diagonal and
anti diagonal) are estimated using 4 X 4 neighborhood. Four predictors estimate the
value of the concerned pixel in each of these four directions. Finally, the weighted
average of two such predicted values, as obtained for the directions of two smallest
gradients, is considered to predict the pixel value. The weights are chosen as propor-
tional to the gradient magnitude in the corresponding directions.

The work in [13] considers the uniformity of the neighborhood for predicting a
pixel value. If four neighbors (two horizontal and two vertical neighbors) are uni-
form, then a simple average of these four pixel values computes the predicted value
for the pixel. Otherwise, the neighbors are grouped into two different pairs (hori-
zontal and vertical). The central pixel value is computed as the average of the more
homogeneous group among these two groups. Unlike none of the above approaches,
in [14], mathematical complexity of a predictor has been reduced by using a predictor
for group of pixels, not for each individual pixel.
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Similar to the work in [13], the proposed work presents a novel predictor based
on the uniformity of the pixels in a neighborhood. But unlike the approach in [13],
it considers eight-neighborhood of a pixel. The neighbors are grouped into four dif-
ferent pairs (horizontal, vertical, diagonal and anti diagonal). A strategy has been
devised to consider some of these groups to predict the center pixel value. Less diver-
sity among the pairs of pixels in each group and closeness between average values
among these groups decide which of these can be considered for prediction. Coupled
with an optimal embedding scheme, this proposed prediction error based reversible
watermarking scheme outperforms not only the four-neighbor based method [13],
but also scores better than the recent gradient based method in [12].

The outline of the paper is as follows: The proposed prediction scheme based
on a select of the 8-neighborhood is depicted in Sect. 2. Proposed optimal embed-
ding scheme is explained in Sect. 3. Extraction of watermark is described in Sect. 4.
Experimental results are presented in Sect.5. Finally, the conclusion is drawn in
Sect. 6.

2 Proposed Selected Context Based Prediction Using Eight
Neighborhood

The proposed uniformity based prediction scheme considers 8-neighborhood of a
pixel as shown in Fig. 1. According to this method, the eight pixels in the neighbor-
hood is divided into four groups containing the pair of horizontal, vertical, diagonal,
and anti-diagonal neighbors. Diversity of the pair of pixels in a group has been mea-
sured by considering the absolute difference of the pixel value in the group. Let d;,,
d,, d;, and d, denote the diversity of the pixels in horizontal, vertical, diagonal, and
anti-diagonal groups. Hence,

d, = |x X

m,n+1 |

mp—1 "
dv = |xm—1,n _xm+1,n| (1)
dy = X1 1 = Xt e |

da = |xm—l,n+l _'xm+l,n—l|

Moreover, averages of the neighbors in any particular direction (horizontal, vertical,
diagonal, and anti diagonal) are computed as:

ITm—1,n—1|Tm—-1,n|*m—1,n+1
Tm,n—1 m,n Tm, n+1
Tm4+1,n—1|Pm4+1,n|Tm+1,n+1

Fig.1 8-neighborhood of a pixel x,,,,
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xm,n—l + xm,n+1
ay = | e
xm—l,n + xm+l,n
a, = |
2)
xm—l,n—l + xm+l,n+1
ag = > J
X141 T Xt 11
a, = e

Only homogeneous (less diverse) groups are considered for predicting the cen-
ter pixel values. Hence, the group of pixels having the least diversity is considered
for estimating the current pixel. Let four diversity values in Eq. | are sorted in non-
decreasing order and let these be denoted as d, d,, d;, and d, (while d, is the smallest
of these four values). Moreover, let the averages in these four directions (as computed
in Eq. 2) be sorted in non-decreasing order of the diversities in respective directions
and let the sorted values be a,, a,, a;, and a,. Here, the a; corresponds to the direction
having diversity d;. Basically, these average values act as a predicted value in their
respective directions. At first, the predicted value a,; according to the least diverse
group (with diversity value d,) is considered to predict the central value. Addition-
ally, the predictions in other directions are considered, only if the predicted (average)
values in those directions are also close enough to the value a,. A threshold T decides
the closeness of these average values to the value a; (The value of T is assumed to
be 1 for our experiments). To focus on the groups of less diverse pixels, closeness of
these average values have been tested iteratively, starting with second least diverse
group. This complete algorithm is mentioned in Algorithm 1, where the iteration
has been broken down using if-else constructs for three other groups (apart from the
least diverse group). Ultimately, if predicted (i.e.,average) values of all four groups
are similar enough, then average of all four prediction values (i.e., average of indi-
vidual groups) predicts the center pixel value.

3 Proposed Optimal Embedding Scheme

Before introducing the proposed scheme, basic principle of difference expansion is
discussed here. Let x be a original pixel and x be the estimated value of original
pixel as computed on the selected 8-neighborhood (N¥) of x using the procedure in
Sect. 2. The prediction error PE is computed as PE = x — x". Let, further w be the
watermark bit which is to be added into the cover image pixel. The original pixel
value x will be replaced by watermarked pixel value X, which is computed as

X:xl+2><(x—x/)+w=2><x—xl+w=x+x—x,+w:x+PE+w 3)

This means that the estimated error and the watermark information are directly
added to the pixel intensity of the cover image. At detection, the estimation of the
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Algorithm 1 Predicting the Original Pixel from 8-Neighbor Context

1: Compute the diversities in various directions [d,, d,, d,, and d,] using equation 1.

2: Compute the averages of two neighbors of various directions [a, a,, a,4, and a,] using equation
2.

: Sort the diversity values in non-decreasing order and store them as [d,, d,, d5, and d,].

: Sort the average values in non-decreasing order of diversities in respective direction and store
them as [a,, a,, a3, and a,].

NN}

5: // Difference (D) between average of first two groups having minimum diversity

6: D = |a; — a,|

7: if D > T then

8 // The second group is not considered.

9 // Estimated value is the average of first group.

100 X =a

11: else

12:  // Difference between average of first and third groups having minimum diversity
13:  D=la; —as|

14: if D > T then

15: // Third group is not considered, only first and second groups are considered.
16: // Estimated value is the average of first and second groups
17: x’:[ﬂgﬁj
18:  else
19: /Il Difference between average of first and fourth groups having minimum diversity.
20: D = |a; — a4l
21: if D > T then
22: // Fourth group is not considered, only first, second, and third groups are considered.
23: // Estimated value is the average of first, second and third groups
24: ! — La1+az+a3J
3
25: else
26: // Estimated value is the average of all groups
27: X = At
28: end if
29:  endif
30: end if

watermarked pixel, should not be changed so that the prediction error is generated
from the watermarked pixels. Based on the estimated value of the watermarked pixel,
the prediction error is determined. Then, the watermark bit w is taken as the least
significant bit of the X — x', namely

X-x

w=X-x)-2x%x(| >

D “4)
Then, the original cover image pixel x is computed as

X+x —w
X=——

> &)
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Let PW = PE + w. From the above discussion (specifically, Eq.3) it can be
observed that the entire value of PW is added into the current pixel. Hence, the
distortion in this pixel is PW.

This paper, similar to [15], proposes to bring down this amount of distortion by
breaking it into two parts. A part of PW is added to the top-diagonal pixel (x,,_ ,,—;)-
This part d of PW is computed as

d=[(LXPW+0.5)]. (6)

where, 0 < L < 1. After inserting some optimal value d into the top-diagonal pixel,
the remaining amount (PW1 = PW — d) is added to its original pixel value.

x=x+PWI1 7

Now the context has been modified due to addition of value d into top-diagonal pixel.
The modified context N, can be written as

Ny = f(N*, d). @®)

Hence, the new predicted value X' is estimated based on the modified context Nj
using the procedure in Sect. 2. Now, in order to extract the watermark data and orig-
inal cover image pixel, the difference between the watermarked pixel and the esti-
mated value must remain same. To prevent the change in this difference, the new
watermarked value X, has to be computed as follows.

X, =X +X-x )

To obtain the optimal fraction value L, the optimization of the embedding error is
determined in [15] based on the minimum square error (MSE).

J
MSE = (x — X,)* + Z(N*(Lj) - NA(i ) (10)

where x and X, are original and watermarked pixel values. Moreover, N, and N)‘CI are
original and modified context. The above equation in proposed case can be rewrit-
ten as

MSE = (x = X)* + (,_ 1y — @y ey + ) (11)

Moreover, as X, is the new watermarked pixel value, the top-diagonal and current
pixels are modified during embedding. Based on the above equation the minimum
value of d is obtained as 1/2PW. Equivalently L = 0.50. Thus, the function f in
Eq. 8 splits the data between the present pixel and its context, whereas L controls
the optimal fraction of d to be embedded in the top-diagonal pixel. The optimal
embedding is used in the pixel locations where the prediction error (PE) falls within
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arange of threshold (-7, Ty). This controls the embedding distortion by embedding
the low values of prediction error (PE). If PE falls in between —T and T, then the
watermark bit is embedded into the prediction error. If the value of PE is greater
than T, then an amount of T is added to the pixel. If PE is less than —T, then an
amount of T is subtracted from the pixel.

Thus, this embedding process (as depicted in Algorithm 2) is repeated for every
pixel in the image in a raster scan sequence.

Algorithm 2 Embedding the Watermark bit in a pixel

1: Input: Cover image pixel x, Predicted pixel value x , Watermark bit w, L=0.5, Threshold Value
Ty
2: PE=x—x
3: if (PE >= —TzandPE <= T}) then
4:  // embedding of watermark is done
PW =PE+w
X=x+PW
d=|(LXPW+0.5)]
PW1 =PW—-d
9: /I PW1 is added to current pixel.
10:  x=x+PWI
11:  // dis added to diagonal pixel.
120 Xy gy = Xy +d
13: The estimated value on the modified context N;; using the prediction scheme mentioned in
the Sect. 2 is X.
14:  // The value of x is changed to X,
15 X, =X +X-x
16: else
17: /I The pixel values are shifted without embedding the watermark.
18: if PE < —T; then

19: // Subtracting an amount of 7% from x.
20: X;=x—-Tg

21:  else

22: if PE > T then

23: /I Adding an amount of T, to x

24: Xy=x+Tg

25: end if

26:  endif

27: end if

4 Extraction of Watermark

As the embedding is carried out in raster scan order, the extraction is performed in
opposite order, from lower right to top left. The estimated value X is computed
using the predictor in Sect.2 from the context of a pixel in watermarked image.
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Then, the reversibility of the modified scheme is immediately follows. The amount
of prediction that can be recovered at detection is

PEl=X,-X (12)
The embedded watermarked data w is computed as follows:

w=@En-2x (12 (13)

The optimal fraction value d can be computed as
d=[(LXPW+0.5)] (14)
where, PW is computed as follows:
PW = (PE1 +w)/2 (15)

The original context can be recovered by inverting the function f at detection as
follows.
N*=f"'(N3.d) (16)

Basically, d is subtracted from top-diagonal neighbor and added to current pixel
Xd(m—l,n—l) = Xd(m—l,n—l) —d (7)

Then, after generating the original context from function f~!' and after computing
PW, the original pixel x can be computed as follows;

x=X,—PW+d. (18)

This extraction procedure is shown in Algorithm 3. If prediction error (PE1) falls
between —2T; and 2T, then, the watermark data and original data will be extracted.
If the prediction error (PE1) is less than —27; then, the same amount of value, which
has been subtracted at embedding, should be added. If prediction error (PE1) is
greater than 27 then, the same amount is subtracted so that the original data is
recovered.

As the extraction process works on a sequence of pixels which is reverse of the
embedding sequence, the extracted sequence of watermark bits is reversed to get the
original watermark data.
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Algorithm 3 Extracting the Watermark bit from a Pixel
1: Input: The watermarked pixel is = X,
2: Estimate the value X' for the watermarked image pixel using the predictor in Algorithm 1
3: The Prediction Error PE1 = X, — X'
4: if PE1 <= 2TzandPE1 >= —2T; then
5:  The watermark bit (w)=(PE1) — 2(|(PE1)/2])

6:  The prediction error expansion PW = (PE1 + w)/2
7: d=|[(LXPW +0.5)]
8: Xion-11-1) = Xdon—1.0-1) — d
9: The original pixel (x)=(X; — PW +d)
10: else
11:  if PE1 > 2T then
12: x=X,—Tg
13: // Subtracted an amount of T from watermarked values
14:  else
15: if PE1 < —2T then
16: x=X,+Tg
17: // Added an amount of T, to watermarked values
18: end if
19:  endif
20: end if

5 Experimental Results

In this section, experimental results for the proposed reversible watermarking based
on eight neighborhood with optimal embedding are presented. Standard four test
images (Lena, Barbara, Mandrill, and Boat) of size 512 x 512 pixels are considered
for evaluation. These images are shown in Fig. 2. Peak-signal-to-noise ratio (PSNR)
between the cover image and the watermarked image is used as evaluation metric. It
quantifies the distortion in the watermarked image due to the watermark embedding.
The outcome of the proposed method is compared with the outcomes of the extended
gradient based selective weighting (EGBSW) [12] and thombus average [13]. The
results are compared for various embedding rates. The proposed method outperforms
both of these methods at various embedding rates as it can be observed from the
values in Table 1. Higher PSNR value indicates better result. The comparison among
these methods using PSNR value at various embedding rates has also been plotted in
Fig. 3. Moreover, it has also been observed that the original image can be perfectly
restored back after extracting the watermark.
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Fig. 2 Test Images (Cover Images (a—d), Watermarked Images (e—h) with embedding rate of 0.8
bpp): Lena, Barbara, Mandrill, and Boat

Table 1 PSNR at various embedding rates

Test image Bit-rate (bpp) Rhombus average | EGBSW [12] Proposed
[13] (dB) (dB) predictor (dB)
LENA 0.2 50.03 50.2 52.30
0.4 45.11 45.32 46.14
0.6 41.17 41.45 41.50
0.8 38.14 38.51 38.98
MANDRILL 0.2 41.31 41.33 45.65
0.4 34.84 35 38.22
0.6 30.51 30.92 33.32
0.8 26.3 27.36 28.04
BARBARA 0.2 48.7 48.94 52.31
0.4 42.54 42.99 45.67
0.6 38.29 38.9 40.69
0.8 33.75 34.66 34.76
BOAT 0.2 46.70 46.94 48.13
0.4 40.54 40.66 41.08
0.6 35.29 35.60 36.92
0.8 31.75 31.80 32.99
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Fig. 3 Embedding rate versus PSNR comparison

6 Conclusion

A novel reversible watermarking based on a selection of context with optimal embed-
ding is proposed in this paper. The proposed approach produces promising result
as it delivered a better prediction scheme based on a selection of context pixels
depending on the diversity and average value of neighboring pixel pairs in a direc-
tion. The optimal embedding procedure also helps to bring down the distortion fur-
ther. It has been experimentally observed that the proposed scheme outperforms the
some state of art techniques as in gradient based approach [12] and rhombus context
based approach [13].
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Cancelable Biometrics Using Hadamard
Transform and Friendly Random Projections

Harkeerat Kaur and Pritee Khanna

Abstract Biometrics based authentication increases robustness and security of a
system, but at the same time biometric data of a user is subjected to various security
and privacy issues. Biometric data is permanently associated to a user and cannot
be revoked or changed unlike conventional PINs/passwords in case of thefts. Cance-
lable biometrics is a recent approach which aims to provide high security and privacy
to biometric templates as well as imparting them with the ability to be canceled
like passwords. The work proposes a novel cancelable biometric template protec-
tion algorithm based on Hadamard transform and friendly random projections using
Achlioptas matrices followed by a one way modulus hashing. The approach is tested
on face and palmprint biometric modalities. A thorough analysis is performed to
study performance, non-invertibility, and distinctiveness of the proposed approach
which reveals that the generated templates are non-invertible, easy to revoke, and
also deliver good performance.

Keywords Cancelable biometrics *+ Hadamard transform + Random projections *
Non-invertible

1 Introduction

Biometrics based authentication is a significant component of current and emerging
identification technologies. Typical examples are physical and online access control
systems in government organizations, banks, and other commercial uses. There are
various security and privacy issues stemming from the widespread usage of bio-
metric systems that needs to be addressed. Ratha et al. [1] identified eight points at
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which a generic biometric system can be attacked. However, amongst many identi-
fied issues, stolen biometric scenario where an imposter is able to spoof by provid-
ing a stolen biometric sample of the genuine user, is the current threat to deal with.
Database attacks leads to permanent template compromise, where an attacker uses
the stored biometric data to obtain illegitimate access. As biometric data is being
increasingly shared among various applications, cross matching of different data-
bases may be performed to track an individual. Unlike passwords or PINs, biometric
templates cannot be revoked on theft. Biometric template are permanently associ-
ated with a particular individual and once compromised, it will be lost permanently.
Moreover, the same template is stored across different application databases which
can be compromised by cross-matching attack. Template data once compromised
for one application renders it compromised and unsafe for all other applications for
entire lifetime of the user. The concept of cancelable biometrics addresses these con-
cerns. Instead of original biometrics, it uses its transformed versions for storing and
matching purposes. In case of any attack, the compromised template can be revoked
and new transformed versions can be easily generated.

The objective of this work is to generate biometric templates which can canceled
like passwords while at the same time provide non-repudiation and perform like
generic biometric templates. Cancelability is achieved by first subjecting the image
to Hadamard transformation (HT) and then projecting it on a random matrix whose
columns are independent vectors having values —1, +1, or 0 with probabilities 1/6,
1/6, and 2/3, respectively. The sample is then subjected to inverse HT followed by a
one-way modulus hashing on the basis of a vector computed in Hadamard domain.
The organization of the paper is as follows. A formal definition of cancelable biomet-
rics and related works is provided in Sect. 2. It is followed by the proposed template
transformation approach explained in Sect. 3. The experimental results are covered
in Sect. 4, and finally the work is concluded in Sect. 5.

2 Cancelable Biometrics

Cancelable biometrics is an important template protection scheme which is based
on intentional and systematic repeated distortions of biometric data to protect user
specific sensitive information. Unlike other protection schemes like cryptosystems
and steganography, the original biometric is never revealed and system operates on
transformed data. The biometric data is transformed using some user-specific para-
meters and transformed template is registered. At authentication, the query template
is distorted using similar constraints, thereafter matched with the reference template.
Same biometric can be enrolled differently by changing the transformation function
and/or parameters for its use in different applications. This prevents cross match-
ing attacks and leads to increase in overall security, privacy, and non-linkability of
biometric data. Biometric salting and non-invertible transformation are two main
template transformation approaches.
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Teoh et al. (2004) proposed BioHashing which salts biometric features by project-
ing them on user-specific random matrices (Random Projection) followed by thresh-
olding to generate binary codes. BioHashing becomes invertible if the binary codes
and user-specific random matrices are compromised and pre-image attack can be
simulated to recover the original data [2]. Sutcu et al. (2005) proposed a nonlinear
transformation based salting technique known as robust hashing [3]. The technique
is non-invertible but the hashed templates tend to compromise on discriminability.
Teoh et al. (2006) proposed BioPhasoring which iteratively mixes biometric features
with user-specific random data in a non-invertible fashion without losing discrim-
inability [4]. To address the invertibility of Biohashing, Teoh and Yaung (2007) pro-
posed salting techniques which involve Multispace Random Projections (MRP) [5].
Further, Lumini et al. (2007) combined Multispace Random Projections, variable
thresholding, and score level fusions to enhance performance [6].

Non-invertible transformations are many-to-one functions that easily transform
biometric data into a new mapping space. Ratha et al. (2007) generated non-invertible
cancelable fingerprint templates by distorting minutiae features using Cartesian,
polar, and surface folding transformation functions [7].Tulyakov et al. (2005) dis-
torted minutiae features using polynomial based one way symmetric hash functions
[8]. Ang et al. (2005) generated cancelable minutiae features using key dependent
geometric transformation technique [9]. Bout et al. (2007) generated revocable bio-
metric based identity tokens from face and fingerprint templates by using one way
cryptographic functions. The technique separates data into two parts, such that the
integer part is used for encryption and the fractional part is used for robust distance
computations [10]. Farooq et al. (2007) and Lee et al. (2009) extracted rotation and
translation invariant minutiae triplets to generate cancelable bit string features [11].

Each of the above mentioned approaches have their own advantages and dis-
advantages. BioHashing and other salting techniques are effective but are subjec-
tive to invertibility. Also their performance degrades considerably in stolen token
scenario. Non-invertible transforms tends to compromise discriminability of trans-
formed biometric in order to achieve irreversibility which degrades the performance.
It is imperative to maintain a balance between non-invertiblity, discriminability, and
performance for a cancelable biometric technique. This work is motivated towards
designing a transformation approach such that the templates are easy to revoke, dif-
ficult to invert, and maintains performance in stolen token scenario.

3 Template Transformation

Along with the basics of Hadamard transform and Random Projection, proposedtem-
plate transformation technique is discussed here.
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3.1 Hadamard Transform

Hadamard transform (HT) is non-sinusoidal and orthogonal transformation which
offers significant computational advantage over Discrete Fourier Transform (DFT)
and Discrete Cosine Transform (DCT). It decomposes an arbitrary input signal into
a set of Walsh functions. Walsh functions are orthogonal, rectangular and can be
generated using Kroneckers product of the Hadamard matrices. Hadamard matrix of
order n is the N X N matrix, where N = 2", generated by the iteration rule given as

Hn = Hl ®Hn—1 (1)
1 |11
Hl = E [1 _1] 2

Since the elements of the Hadamard matrix (H,,) are real containing only +1 and -1,
they are easy to store and perform computations. H,, is an orthogonal matrix. HT has
good energy packing properties, but it cannot be considered a frequency transform
due to its non-sinusoidal nature. The sign change along each row of H, is called
sequence which exhibits characteristics like frequency. HT is fast as its computation
requires only simple addition and subtractions operations. It can be performed in
O(Nlog,N) operations. For a 2-D vector I of dimensions N X N where N = 2", the
forward and inverse transformations are performed using Eqs. 3 and 4, respectively.

F=(H,xIxH)/N 3)

I=H,xFxH,/N @)

3.2 Random Projection

Random projection is a widely used dimensional reduction technique based on John-
son and Lindenstrauss lemma (JL lemma). JL lemma states that a set of d points
in a high dimensional Euclidean space can be mapped down onto a k-dimensional
subspace (k > O(logd/e*), where 0 < € < 1), such that the distances between any
two points before and after projection is approximately preserved [12]. The effect to
which pair-wise distances between points before and after projection are preserved
depends upon the projection vectors. The essential property of the projection matrix
R used in JL lemma is that its column vectors 7; € R are required to be orthogonal
to each other. Gram Schmidt orthogonalization process is a technique that is usually
applied to transform the columns of a random vector into orthogonal ones. Achieving
orthogonality is computationally expensive.

To reduce the computation costs of dimensionality reduction algorithms vari-
ous variants and improvements are proposed by researchers [13]. In a research on
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approximating nearest-neighbor in a high dimensional Euclidean space, Indyk and
Motwani claimed that column vectors of projection matrix need not to be orthogonal
to each other while using random projections [14]. They proved that projection on
a random matrix whose column entries are independent random variables with the
standard normal distribution having zero mean and unit variance is a distance pre-
serving mapping with less computation cost. Dasgupta proposed a similar construc-
tion of random projection matrix in which each row is also rescaled to a unit vector
and proved its distance preserving ability using elementary probabilistic techniques
[15]. Achlioptas replaced the Gaussian distribution with a computationally inexpen-
sive and upto three times faster projection matrix, A, whose columns are independent
vectors defined as [16]

+1, with probability 1/6;
AG,j) = V/3{ 0, with probability 2/3; (5)
—1, with probability 1/6.

This allows computation of projected data using simple addition and subtraction
operations and is well suited for database environments. Detailed proofs and deeper
insights about the distance preservation property of projections using Achiloptas
matrix can be found in [13, 16, 17].

3.3 Proposed Transformation Algorithm

A raw biometric grayscale image [ is acquired and preprocessed by applying his-
togram equalization for illumination enhancement followed by extracting region of
interest. For the sake of applying HT the dimensions of preprocessed image are kept
of the order of power of 2, here N X N pixels, N = 128. Image /7 is obtained by
applying forward HT to the preprocessed image using Eq.3, where size of H, is
N X N,N = 128. A user specific random matrix R of dimensions d X k is generated
using Eq. 5 where d = k = 128. Randomness is introduced by projecting the forward
HT image I on the matrix R as

I*P = " x R/\k (6)

The column wise mean of the projected image matrix I*? is calculated and stored in
a vector M, M € R*. The elements of vector M are transformed as

M(j) = max {256, abs(|[M(j)|) + 1} @)
where abs is absolute value function. Exploiting the energy compaction property of

HT, the coefficients confining to the upper left triangle which gives the basic details
of the image are retained and rest are discarded by equating them to zero. On the
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Fig. 1 Block diagram of the proposed approach

resultant, inverse HT is performed using Eq. 4 to obtain /X. Modulus for each ith
row of I% is separately calculated using vector M.

17, ) = I'P (i, :)mod M(i) (8)

where i varies from 1 to N and the total number of rows and columns being k and N
respectively. After computing the transformed template I7, the vector M is discarded.
Overall I can be written as

1" = (H, x ((H,xIxH,)x R)X H,)mod M ©)

Approximate fractional values of the elements of I7 towards positive infinity. Since
the maximum value of modulus is 256, the resultant transformed template after
approximation possess integral values between 0 to 255. Figure 1 depicts the block
diagram of the proposed approach. Discriminative features are extracted from the
transformed template I7 using Linear Discriminant Analysis (LDA). Matching is
performed by calculating Euclidean distances between the extracted feature vectors
of reference and query biometric templates [18, 19].

4 Experimental Results and Discussion

4.1 Databases Used for Experimentation

The performance is evaluated on two different biometric modalities, i.e., face and
palmprint. To study the functional performance of the proposed system on face
modality, three different standard face databases— ORL, Extended Yale Face Data-
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base B, and Indian face are used. ORL is an expression variant database consisting
of 40 subjects with 10 images per subject capturing different facial expressions [20].
Extended YALE face database is an illumination variant database containing 64 near
frontal images for 38 subjects under various illumination conditions [21]. Out of it
only 10 images per subject having uniform illumination are selected. The Indian face
database is a collection of 61 subjects, 39 males and 22 females with 11 images per
subjects collected by IIT Kanpur for different orientation of face, eyes, and emo-
tions on face [22]. For each database, 3 images are randomly selected for training
database and 7 images for test database. CASIA and PolyU palmprint databases are
used to study the functional performance of the proposed system on palmprint image
templates. CASIA contains 5,239 palmprint images of left and right palms of 301
subjects thus a total 602 different palms [23]. PolyU database includes 600 images
from 100 individuals, with 6 palmprint images from each subject [24]. For palm-
print databases, per subject 2 images for training and 4 images for testing purposes
are randomly selected after extracting the region of interest [25].

4.2 Performance Evaluation on Face and Palmprint Image
Templates

The performance is determined using Equal Error Rates (EER) and Decidability
Index (DI). Decidability Index (DI) is defined as the normalized distance between
means of Genuine () and Imposter distributions (4,;). DI index measures the con-
fidence in classifying patterns for a given classifier. The value is either positive or
negative, according to the score assigned to that pattern. Higher values of DI indi-
cate better decidability while classifying genuine and imposter populations. DI is
calculated as

|MG - ﬂ1|

1/(6% + 0'12)/2

Matching performance of the proposed approach is evaluated in case of stolen
token scenario [18, 19]. It represents the worst case scenario when an attacker is
always in possession of users’ specific data or tokens. The stolen token scenario
is simulated by assigning same random matrix R to each subject in the database.
Matching is performed on transformed templates which are generated using same R
for each subject in every database. It is expected that the system performance must
not regress when it operates on transformed templates under stolen token scenario.
Matching performance is also evaluated on the original (untransformed) templates
using LDA which is used for comparison. Table 1 provides results for matching per-
formance on conventional untransformed biometric templates and transformed tem-
plates using proposed approach under stolen token scenario for various databases.
The ROC curves are shown in Fig. 2.

DI = (10)
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Table 1 Matching performance for face and palmprint templates

H. Kaur and P. Khanna

Modality Database Original Proposed
EER (%) DI EER (%) DI
Face ORL 542 3.133 6.90 3.438
Indian Face 11.11 2.398 11.53 2.352
YALE 10.52 2.612 8.91 2.921
Palmprint PolyU 0.62 7.569 0.56 8.735
CASIA 2.34 5.083 2.50 4.183
50 50
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45 Indian face 45 Indian face
YALE YALE
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Fig.2 ROC curves for matching performance a original domain b transformed domain

It can be observed that the matching performance, i.e., EER of proposed approach
under stolen token scenario is comparable to non-cancelable based technique. The
experimental results validate that the proposed approach transforms biometric tem-
plates while effectively preserving their discriminability and meets the performance
evaluation criteria of cancelability under stolen token scenario. The genuine and
imposter populations in transformed domain is well distributed. DI values obtained
from genuine and imposter mean and variance in stolen token scenario are suffi-
ciently high which indicate good separability among transformed templates. The per-
formance in case of legitimate key scenario, when each subject is assigned different
random matrix R results in nearly 0 % EER for all modalities and databases.

4.3 Invertibility Analysis

Consider the scenario, when the transformed template I7 and projection matrix R are
available simultaneously. The inverse operation (decryption) requires the projection
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of I” over the inverse of random matrix R~! as
™l = H ox (H,xI" xH)XR™)x H, (1)

The next step requires an attacker to have the exact values over which modulus is
computed for each row, i.e., the mean vector M, which is discarded immediately
after transformation. Hence, it cannot be inverted. Yet, we consider a scenario where
the exact vector M is approximated by the attacker using intrusion or hill climbing
attacks. Then the inverse template should be computed as

(i, 2) = I'™-P(i, YymodM (i) (12)

To decrypt the information, inverse or psuedo-inverse of matrix R needs to be com-
puted. However, for lossless recovery from encrypted data, the matrix R should be
selected such that the elements of inverse matrix R~ posses non-negative integral
values. In our case the key space is restricted to random Achlioptas matrices com-
prising of +1, 0, or —1. It is possible to compute inverse or psuedo-inverse of these
matrices but the inverted matrices are always found to possess non-integral and neg-
ative values. It makes the recovery of information very noisy on decryption and does
not reveal original template.

4.4 Distinctiveness Analysis

To evaluate distinctiveness, ten different transformed templates corresponding to the
same biometric are generated for each database by changing user-specific parame-
ter (random projection matrix R). Mutual information content between each pair of
transformed templates, C,, is calculated using Eq. 13.

C.,.1,) = 224 -1k -1 (13)

(I, =1 + (I, - b)?

where I,,I, represents the mean of templates I;, I,, respectively. The correlation
index (CI) is the mean of all collected C, values. Table 2 provides CI values between
transformed templates for different modalities and databases. For example, average
value of I = 0.121 means that two templates generated from the same biometric sam-
ple using different random matrices share 12.1 % of mutual information and are dif-
ferent to each other by 87.9 %. It is observed from Table 2 that CI values are low.
This indicates that the proposed approach offers good revocability and diversity.



56

H. Kaur and P. Khanna

Table 2 Correlation index values for different databases

Modality Face Palmprint

Database ORL Indian face YALE PolyU CASIA
CI 0.121 0.132 0.112 0.095 0.134
5 Conclusion

The proposed approach successfully meets an important requirement of achieving
good recognition rates in transformed domain and addresses stolen token scenario.
Non-invertiblity being an important requirement is also ascertained without giving
up on performance. The compaction of energy using HT before random projection
allows mean vector M to coincide for templates belonging to same user. This way
templates belonging to the same user are tend to have similar M. The ability to gen-
erate various transformed templates by changing the transformation parameter is
evaluated in distinctiveness analysis which supports revocability and diversity.
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A Semi-automated Method for Object
Segmentation in Infant’s Egocentric Videos
to Study Object Perception

Qazaleh Mirsharif, Sidharth Sadani, Shishir Shah,
Hanako Yoshida and Joseph Burling

Abstract Object segmentation in infant’s egocentric videos is a fundamental step
in studying how children perceive objects in early stages of development. From
the computer vision perspective, object segmentation in such videos poses quite a
few challenges because the child’s view is unfocused, often with large head move-
ments, effecting in sudden changes in the child’s point of view which leads to fre-
quent change in object properties such as size, shape and illumination. In this paper,
we develop a semi-automated, domain specific method, to address these concerns
and facilitate the object annotation process for cognitive scientists, allowing them to
select and monitor the object under segmentation. The method starts with an anno-
tation of the desired object by user and employs graph cut segmentation and optical
flow computation to predict the object mask for subsequent video frames automati-
cally. To maintain accurate segmentation of objects, we use domain specific heuris-
tic rules to re-initialize the program with new user input whenever object properties
change dramatically. The evaluations demonstrate the high speed and accuracy of
the presented method for object segmentation in voluminous egocentric videos. We
apply the proposed method to investigate potential patterns in object distribution in
child’s view at progressive ages.
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Keywords Child’s egocentric video * Cognitive development * domain specific
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1 Introduction

Infants begin to learn about objects, actions, people and language through many
forms of social interactions. Recent cognitive research highlights the importance of
studying the infant’s visual experiences in understanding early cognitive develop-
ment and object name learning [1-3]. The infant’s visual field is dynamic and char-
acterized by large eye movements and head turns owing to motor development and
bodily instabilities which frequently change the properties of their visual input and
experiences. What infants attend to and how their visual focus on objects is structured
and stabilized during early stages of development has been studied to understand the
underlying mechanism of object name learning and language development in early
growth stages [1, 4-6].

Technological advancement allows researchers to have access to these visual
experiences that are critical to understanding the infant’s learning process first hand
[1, 7]. Head cameras attached to the child’s forehead enables researchers to observe
the world through child’s viewpoint by recording their visual input [2, 8]. However,
it becomes very time consuming and impractical for humans to annotate objects in
these high volume egocentric videos manually.

As discussed in [9], egocentric video is an emerging source of data and informa-
tion, the processing of which poses many challenges from a computer vision perspec-
tive. Recently, computer vision algorithms have been proposed to solve the object
segmentation problem in such videos [10, 11]. The nuances of segmentation in ego-
centric videos arise because the child’s view is unfocused and dynamic. Specifically,
the egocentric camera, (here, the head camera) is in constant motion, rendering the
relative motion between object and background more spurious than that from a fixed
camera. In addition, the random focus of a child causes the objects to constantly move
in and out of the view and appear in different sizes, and often the child’s hand may
occlude the object. Examples of such views are shown in Fig. 1a, b and c. Finally, if
the child looks towards a light source, the illumination of the entire scene appears
very different, as shown in Fig. 1d.

In this paper, we develop an interactive and easy to use tool for segmentation of
objects in child’s egocentric video that addresses the above problems. The method
enables cognitive scientists to select the desired object and monitor the segmentation
process. The proposed approach exploits graph cut segmentation to model object
and background and calculate optical flow between frames to predict object mask in
following frames. We also incorporate domain specific heuristic rules to maintain
high accuracy when object properties change dramatically.

The method is applied to find binary masks of objects in videos collected by
placing a small head camera on the child as the child engages in toy play with a



A Semi-automated Method for Object Segmentation ... 61

(b)

Fig.1 a Size variation. b Entering and leaving. ¢ Occlusion. d I[llumination variation. e Orientation
variations

parent. The object masks are then used to study object distribution in child’s view
at progressive ages by generating heat maps of objects for multiple children. We
investigate the potential developmental changes in children’s visual focus on objects.

The rest of the paper is organized as follows: We describe the experimental setup
and data collection process in Sect. 2. The semi automated segmentation method is
explained in detail in Sect. 3. Results are presented and discussed in Sect. 4. Finally
Sect. 5 will conclude the present study and highlights the main achievements and
contributions of the paper.

2 The Experimental Setup

A common approach to study infant’s cognitive developmental process is to inves-
tigate their visual experience in a parent-child toy play experiment. In the current
study we extract the infant’s perspective by placing a head camera on the child and
recording the scene as it engages in tabletop toy play sitting across from the mother.
Each play session is around 5 min where the mother plays with toys of different col-
ors and sizes including bunny, carrot, cup, cookie and car. A transparent jar was
initially among the toys, but was removed from the study as the proposed method
does segment such objects accurately. The mother plays with the toys one by one
and names the toys as she attempts to bring the infant’s attention to that toy. Multiple
toys may sit in the view at the same time. The videos are recorded at progressive ages
including 6, 9, 12, 15 and 18 months. In this paper we have used 15 videos which
consist of three videos from each age. From each video, we extracted approximately
9500 image frames. The image resolution is 480 to 640 pixels.

3 The Proposed Approach

In this section we explain our proposed method in detail in three main steps namely,
initialization and modeling of the object and background, object mask prediction for
next frame, and performing a confidence test to continue or restart the program. The
flow diagram for the method is shown in Fig. 2. We use a graph based segmentation
approach [12, 13] to take user input, for initialization and also when recommended
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Fig. 2 Flow diagram of the proposed approach

by the confidence mechanism (Sect. 3.3). For each user input we model the object and
save the features as a KeyFrame in an active learning pool, which is used as ground
truth data. We then use optical flow [14] to estimate the segmentation mask for the
next frame and subsequently refine it to obtain the final prediction mask (Sect. 3.2).
The obtained segmentation result is then evaluated under our confidence test (Sect.
3.3). If the predicted mask is accepted by the test, the system continues this process
of automatic segmentation. When the confidence test fails, the system quickly goes
back and takes a new user input to maintain the desired accuracy in segmentation.

3.1 Initialization, User Input and Object Model

We initialize the segmentation algorithm with a user seed manually encompassing
the object in a simple polygon. We then use an iterative Graph-Cut [12] based seg-
mentation approach to segment the desired object. Given that we work with opaque
objects this method suits well to our requirement of accuracy. We calculate the min-
imum cut of the graph whose nodes are each of the pixels. Each of the nodes (pixels)
are given a foreground f; and background prior b;. For the initial frame this prior
is calculated from the user seed, and for each subsequent frame the prior is calcu-
lated from the model of the foreground and background of the previous frame. In
our approach we use a Multivariate Gaussian Mixture Model (GMM) of the RGB
components in the image, as our model for the object as well as the background.

Along with the prior term we use a normalized smoothness cost term S;, which
is a penalty term if two adjacent pixels have different assignments. As mentioned
in [12], a normalized gradient magnitude obtained from the sobel operator is used
for the same. We run the Graph-Cut algorithm [12] iteratively until the number of
changes in the pixel assignments between two consecutive iterations falls below a
certain acceptable threshold. The Multivariate GMM is updated in each iteration
using kmeans clustering. The mask along with the Multivariate GMM define the
combined model of the object and are the starting point of the prediction of the
mask for the next frame.
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3.2 Segmentation Prediction for Next Frame

We begin our prediction with the calculation of dense optical flow between the pre-
vious frame and the current frame. Since the two frames are consecutive frames of
an egocentric video, we can assume there isn’t a drastic change in the characteristics
of the foreground or the background. Using optical flow we predict pixel to pixel
translation of the mask. This initial calculation provides a starting estimate of the
mask.

(x’ y)CurrenzMask = (xv y)PreviousMask + V()C, y)
(x,y) € Pixel Coordinates of Foreground ,
v(x,y) = Optical Flow of Pixel(x,y) €))]

Some refinement in this mask is required to maintain the accuracy for the follow-
ing reasons. Firstly, the pixel to pixel transformation using optical flow is not a one to
one but a many to one transformation i.e. many pixels in the previous frame may get
translated to the same pixel in the current frame. Secondly, if part of the object is just
entering the frame from one of the boundaries, optical flow by itself cannot predict
if the boundary pixels belongs to the object or not. Lastly, under occlusion, as is the
case in many frames when the mother is holding the object or the child’s hands are
interacting with the object, flow estimates the mask fairly well at the onset of occlu-
sion but fails to recover the object once the occlusion has subsided thus leading to
severe under segmentation (Fig. 3)

To refine this initial estimate of the mask, we define a region of uncertainty around
this initial estimate of the mask, both inwards and outwards from the mask. If the
object happens to be near one of the edges of the frame, we define areas along the
right, left, top, or bottom edges as part of the uncertain region based on the aver-
age flow of the object as well as the local spatial distribution of the object near
the edges. We then input this unlabeled, uncertain region into the earlier Graph-Cut
stage to label these uncertain pixels as either foreground or background. This helps
in obtaining a more accurate, refined segmentation mask (Fig. 4).

This segmentation result is now compared against the learnt ground truth from
the user, stored in the active learning KeyFrame Pool based on a confidence test

(a)

Fig. 3 Need for refinement. a Error due to optical flow. b—¢ Occlusion of object by the child’s
hand in successive frames. d Predicted mask
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(a) (b) (c) (d)

Fig. 4 Steps in segmentation prediction. a User seed. b First estimate of next mask using opti-
cal flow. ¢ The uncertain region. d Final mask using graph cut (Bunny moved downwards, legs
expanded)

(explained in the next section). If the segmentation result is accepted by the confi-
dence test, we go on to predict the mask for the next frame using this mask. If the
result fails the confidence test, we go back and take a new input from the user.

3.3 Confidence Test, Learning Pool, Keyframe Structure

We define Keyframes as those frames in which the segmentation mask has been
obtained from user input. This represents the ground truth data. For each keyframe
we save the following parameters:

« Size of The Segmentation Mask in Pixels

o Multivariate GMM parameters for foreground and background (Centers, Covari-
ances, Weights)

» The amount of acceptable error in the centers of the Modes of the GMM

These three parameters are utilized to test the validity of the predicted segmenta-
tion mask. Firstly, we check if the size of the mask has increased or decreased beyond
a certain fractional threshold of the size of the mask in the most recent keyframe. This
test is introduced as a safeguard to maintain the reliability of segmentation because
when the child interacts with the object, brings it closer or moves it away, the object
may suddenly go from occupying the entire frame to just a small no. of pixels. We’ve
implemented to flag 39 % variation, but anywhere between 25-50 % can be chosen
depending on the sensitivity of the results required.

SlZeCurrentFrume < 0.61 = SlZeKeymee (Or)

Size cyprentrrame = 1.39 * Sizeg,yprame s Confidence = False 2)

Secondly, we look to flag under segmentation, mostly during recovery of the
entire segment after occlusion. To detect under segmentation we assume that the
background cluster of the current frame moves closer or is similar to the foreground
cluster of the most recent keyframes to account for the presence of the incorrectly
labelled foreground pixels as background. We hypothesize that the background clus-
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ter that moves closer to the foreground does so very slightly as it still must account
for the background pixels but the length of the projection of the eigen vectors along
the line joining the centers of this background—foreground cluster pair increases.

DBFiKey = m]m ”BCi,Key - F'Cj,Key”2
3)
2
- FCcypll

i,Curr ,Curr

Dgricurr = Hbin [IBC;
From the above two distances, the first one being for the keyframe clusters and the
second for the current frame, we can find which background cluster moved closer
to which foreground cluster. After which we calculate the projections of the eigen
vectors of the Background Cluster that moved closest to the Foreground Cluster onto
the line joining the centers of these two clusters, in the keyframe and the current
frame.

3 3

PKey = Z IlE'Veck,Key ' CC}',Keyl' ’PCurr = Z ||E'Veck,Curr : CCj,Curr” “)
k=1 k=1

If this increase is greater than 25 % then we can reliably conclude under segmen-
tation.

Lastly, the object may appear differently in different orientations or in different
illumination conditions, for which we compare the GMM for the predicted segment
against all the Models in the Keyframe. We do this by checking if the average distance
between corresponding centers in the two segments is within the acceptable error for
that GMM, and if so, are the difference in weights of these corresponding centers also
within a certain acceptable threshold. The latter threshold is set manually depending
on the number of modes and the desired sensitivity. The former is obtained using
standard deviation of the RGB channels

3
Thresh For Avg Dist For Centeri = () Std;;)/3
2,5 )

where k € (R, G, B the 3 Channels)

If this criteria is not met then we take a new user input and it becomes a keyframe
in the learning pool.

4 Results and Discussions

We use the method to extract multiple objects from videos and compare the result-
ing object masks with their corresponding manual annotation provided by experts.
Further, the performance of the algorithm in terms of run time and amount of user
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Table 1 Performance measures (Note The above values are average over 300 frames)

Object Total time | Optical Processing | Image size | % Area User input | Accuracy
(s) flow time | time (s) (px) (per 300 | (%)
(s) frames)
Bunny 8.7002 8.0035 0.6967 199860 65.00 11 97.76
Cup 8.1156 7.6534 0.4622 47261 15.38 9 98.43
Carrot 7.9513 7.5180 0.4333 32080 10.44 9 99.71
Car 7.9237 7.6320 0.2917 10872 3.54 10 99.35
Cookie 7.9421 7.6145 0.3276 27653 9.00 13 98.10

interaction, for each of these objects is reported in Table 1. The run time of the
method consists of the time taken for optical flow calculation and the processing
time required by the proposed method. We see clearly that over a large number of
frames the average total time would easily outperform the time required in man-
ual segmentation. We also observe that the processing time varies directly with the
(image size) area occupied by the object. Lastly we observe how frequently the algo-
rithm requires user input. We let the method run for a large number of frames (300
frames, a subset of the entire video) and count the number of user input requests. It
is important to note that we have set the method to take user input every 50 frames,
so even in case of no errors we would take 6 user inputs. Hence the additional user
inputs required, due to uncertainty in prediction, are 5, 3, 3, 4, 7 on average, respec-
tively. In any case this is a significant reduction in the amount of user involvement
as only 3 % of the frames require user input on average.

As with any automated approach to segmentation, user interaction and processing
time is reduced, what is traded off is the accuracy of the automated segmentation as
compared to manual segmentation. To evaluate this we take 30 randomly picked
frames and have them manually annotated by 5 different people. We calculate the
DICE similarity between automated masks versus the manually annotated masks
and then the DICE similarity between the manually segmented masks for each of
the frames for each pair of people. The mean and standard deviations of which are
noted in Table 2. We see that, on average, we lose only 3.21 % accuracy as compared
to manual segmentation. Note: DICE similarity is measured as the raio of twice the
no. of overlap pixels to the sum of the no. of pixels in each mask.

In our application, under segmentation is not tolerable but slight over segmen-
tation is. We see that our approach doesn’t undersegment any worse than manual
segmentation would, as can be seen from the recall values in the two columns. On
the other hand, our algorithm consistently, but not excessively (as we see from the
DICE measurements), oversegments the object, as can be seen from the precision
values in the two columns. Thus we see that the proposed approach significantly
reduces time and user interaction with little loss in accuracy as compared to man-
ual segmentation. Note: Precision is the proportion of mask pixels that overlap with
manual segmentation and Recall is the proportion of the manual segmentation pixels
that are part of the predicted mask.
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Table 2 DICE similarity coefficient and precision and recall values

‘DICE’ Our algorithm versus manual | Manual versus manual
Mean 0.9248 0.9569
Std 0.043 0.0167
‘Precision and recall’ Our algorithm versus manual | Manual versus manual
Precision 0.8746 0.9532
Recall 0.9567 0.9734

We use the results obtained from segmentation to investigate how objects are dis-
tributed in the child’s view at progressive ages. We look to study potential regularities
in object movement patterns and concentration in child’s view with age. To visualize
the areas where infants focus and fixate on objects we plot the heat maps of object
for each video. To see which locations have been occupied by objects most recently,
we give each pixel of the object a weight W; for each object mask and accumulate
the results in time. The final output stores the following values for each image pixels:

L
ny,Output = Z Wi * ny,ObjectMusk s Wi = l/L (6)

i=1

where i is the frame number and L is the total number of frames in video (usually
around 9500).

From the heat maps, we can see that object movement in 6 months infants is large
and does not follow any specific pattern. The object concentration region changes
across infants and their visual focus on objects are not stabilized. However after
9 months, the object distribution pattern becomes more structured and the object
concentration area moves down toward the middle-bottom part of the visual field.
This region seems to be the active region where child interacts with object most
of the time. For 18 months old children, object movements increase and the pattern
change across the children. However the concentration point is still in the bottom area
very close to child’s eyes. The results might be aligned with previous psychological
hypothesis which discusses an unfocused view in 6 month old infants and increasing
participation of child in shaping his visual field with age [15]. 18 month old infants
are able to make controlled moves and handle objects. This study is still at early
stages and more investigation of other factors such as who is holding the object is
required to discover how child’s visual focus of attention is shaped and stabilized
over the early developmental stages and who is shaping the view at each stage. The
results demonstrate a developmental trend in child’s visual focus with physical and
motor development which might support a controversial psychological hypothesis
on existence of a link between physical constraint and language delay in children
suffering from autism (Fig. 5).
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Fig. 5 Heatmaps of objects for infants at progressive ages (a, b) 6 months infants (c, d) 9 months
infants (e, f) 12 months infants (g, h) 15 months infants (i, j) 18 months infants

5 Conclusions

We proposed a semi-automated method for object segmentation in egocentric videos.
The proposed method uses domain specific rules to address challenges specific to
egocentric videos as well as object occlusion and allows researchers to select the
desired object in the video and control the segmentation process. The method dra-
matically speeds up the object annotation process in cognitive studies and maintain
a high accuracy close to human annotation. We applied the method to find object
masks for a large number of frames and studied object movement and concentra-
tion patterns in child’s visual field at progressive ages. We found a developmental
trend in child’s visual focus of attention with age and movement of active region
toward middle bottom region of child’s visual field. The current study is one step
toward understanding the mechanism behind early object name learning and cogni-
tive development in humans.
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A Novel Visual Secret Sharing Scheme Using
Affine Cipher and Image Interleaving

Harkeerat Kaur and Aparajita Ojha

Abstract Recently an interesting image sharing method for gray level images using
Hill Cipher and RG-method has been introduced by Chen [1]. The method does
not involve pixel expansion and image recovery is lossless. However, use of Hill
Cipher requires a 2 X 2 integer matrix whose inverse should also be an integer matrix.
Further, to extend the method for multi-secret sharing, one requires higher order
integer matrices. This needs heavy computation and the choice of matrices is also
very restricted, due to integer entry constraints. In the present paper we introduce
an RG-based Visual Secret Sharing Scheme (VSS) scheme using image interleaving
and affine cipher. Combined effect of image interleaving and affine transformation
helps in improving the security of the secret images. Parameters of the affine cipher
serve as keys and the random grid and encrypted image form the shares. No one can
reveal the secret unless the keys and both the shares are known. Further, as opposed to
the method in [1], the present scheme does not require invertible matrix with integer
inverse. The scheme is also extended for multi-secret sharing.

Keywords Image interleaving * Pixel correlation * Affine cipher

1 Introduction

Enormous growth in multimedia communication and its applications in various
fields such as banking, military surveillance, medical imaging, biometric etc. have
led to significant development in the field of information security and cryptogra-
phy. Whereas research on plaintext cryptography for secure information communi-
cation has been matured and standard protocols exist for such applications, research
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on secure visual and multimedia information communication is of relatively recent
origin. One of the first visual secret sharing (VSS) scheme was proposed by Naor and
Shamir [2] in 1994, in which a secret image was transformed to n meaningless image
shares and decryption was performed by stacking k out of n shares (k < n), so that
the revealed image could be recognized by human visual system (HVS) only. This
brought a revolution in the field of image information security and many researchers
started working on VSS schemes. The method proposed by Naor and Shamir required
a comprehensive codebook to encode black and white pixels of secret image into
shares. Moreover, each pixel was transformed to more than one (sub) pixels. Pixel
expansion and low contrast of the reconstructed image were the major drawback
of the scheme. Nonetheless, the innovative idea of VSS attracted the attention of
a large number of researchers in the field and numerous VSS schemes have been
proposed and implemented in various applications over the last two decades. Most
of these methods are focused one or more of the following aspects (i) minimizing
pixel expansion (ii) contrast enhancement (iii) multi-secret sharing (iv) reversible
data hiding (v) probabilistic visual secret sharing schemes (vi) color image cryp-
tography and (vii) image authentication and repairing. A detailed account of VSS
schemes may be found in [2].

In recent years many improved VSS techniques have been proposed which are
focused on enhancing the security, visual quality and/or minimizing pixel expansion
and other important aspects. Kafri and Keren [3] introduced the concept of random
grids (RG) as a low-cost and simple technique for encryption of images [3]. Com-
pared to previous schemes, RG-based visual cryptography scheme does not require
any code book and lossless recovery of the secret is possible without any pixel expan-
sion. These important features attracted the attention of researchers working in the
field and several techniques have been proposed based on random grids. Shyu [4]
has devised a simple VSS scheme for gray scale and color images using random
grids by generating two shares of an image. For a long period, people proposed only
(2,2) RG-based VSS schemes, until the first (k, n)—threshold scheme was proposed
by Chen and Tsao in the year 2011 [5]. However, the scheme suffered from low
contrast problem in the decrypted image. To address this issue, very recently an
improved (k, n)—threshold RG-VSS has been proposed by Guo et al. [6]. Their
claims are validated by experimental results and contrast quality is significantly
improved. Wu and Sun [7] have also presented a VSS scheme that encodes a given
secret image into n random grids using the concept of general access structure.
While the qualified set of participants can decrypt the secret using HVS, it remains
unrevealed to others. Furthermore, a cheating prevention method is also devised to
enhance the security.

Wei-Kuei Chen [1] has recently proposed an interesting image sharing method for
gray level images using Hill Cipher and RG-method. He first employs Hill Cipher
to divide the secret image into two sub-images. Then the concept of random grid
is applied to construct the share images. The method does not involve pixel expan-
sion and image recovery is lossless. However, use of Hill Cipher requires a 2 X 2
integer matrix whose inverse should also be an integer matrix. Further, to extend
the method for multisecret sharing, one requires higher order integer matrices. This
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needs heavy computation and the choice of matrices is also very restricted, due to
integer entry constraints. In addition, it has been observed in [14] that a small guess
of diagonal entries of the 2 X 2 matrix reveals the secret, especially when the matrix
is diagonally dominant. This motivated us to study image encryption using other
affine transformations. A RG-based VSS scheme is proposed in the present paper
for multi-secret sharing using image interleaving and affine cipher. Combined effect
of image interleaving and affine transformation helps in improving the security of
the secret images. Given secret image is divided into four sub-images and all the
sub-images are packed within each other using interleaving. To enhance the secu-
rity, an affine cipher is applied on the resulting image followed by XOR operation
with a given random grid of the same size. Decryption is performed by applying the
same operations in the reverse order. Parameters of the affine cipher serve as keys
and the random grid and encrypted image form the shares. No one can reveal the
secret unless the keys and both the shares are known. Further, as opposed to the
method by Chen [1], the present scheme does not require invertible matrix with inte-
ger inverse. The scheme is also extended for multi-secret sharing. Rest of the paper
is organized as follows. Section 2 introduces the preliminaries. Section 3 is devoted
to the proposed encryption and decryption process. In Sect. 4, experimental results
are presented. The proposed technique is also compared with the Hill Cipher based
encryption method proposed in [1].

2 Preliminary

Image interleaving is a well-known concept in computer graphics and image process-
ing. The scheme is briefly discussed in the following section.

2.1 Image Interleaving

Interleaving is an approach of permutation in which pixels from alternate rows/
columns of an image are inserted between rows/columns of another or the same
image. The output image is a regular interwoven pattern of all the input pixels.
Thus, the adjacent pixel values become no longer remain correlated in contrast to
the original image, in which adjacent pixels are mostly highly correlated. In the
present paper, an interleaving scheme is proposed that takes as input, a 2m X 2n
image S = (Si‘i)ffl’ii - It first breaks the image into four sub-images or quadrants of
equal size. The sub-images S; = (S; )7 _,, S, = (5, J-)W"Z" Sy =(S; J)zm'”

i=1j=1" i=1j=n+1" i=m+1,=1"

S =(S; J)l.zfyifu:nﬂ are then interleaved as follows.
S, and S, are interleaved by inserting the jth column of S; after the n + jth column
of §, forj=1,...,n . Let the resulting image be denoted by S, ,. Similarly, S; and

S, are interleaved to create S;4. This completes the column interleaving. Similar
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operation is then performed row wise on the two images S, , and S5 4. Let the final
interleaved image be denoted by S ;5 4. The image is then transformed to another
intermediate image using affine cipher discussed in the next section.

2.2 Affine Cipher

Affine cipher is a one-to-one mapping, where a given plaintext is transformed to a
unique cipher-text [8, 9]. In affine cipher, relationship between the plaintext and the
cipher text is given by the following equations

C = (K,P + K,) mod N 1)
P =K;'(C-Ky) mod N ()

where C stands for the cipher text, P for the plaintext and N = 255 for gray scale
images. The key K, and K, are selected in the range [0, 255], so that decryption
can be ensured. The function C = (K,P+K)modN defines a valid affine cipher if K
is relatively co-prime to 256, and K|, is an integer between 0 and 255 (both values
inclusive).

3 Proposed Method

3.1 Image Encryption

A stepwise process consisting of interleaving and ciphering is described as follows:

Step 1. Divide Image: Partition the secret image S into four equal sub-images
(quadrants) (Fig. 1a).

Step 2. Interleave Image: Let the columns of the first quadrant S; of the image be
labeled as 1, ..., |[n/2] , |n/2]| + 1, ..., n and that of the second quadrant S, be denoted
asn+1,..,(3n/2],[3n/2] + 1, ...,2n. Perform the image interleaving of and by
arranging the columns in the sequence: 1, |n/2]| + 1l,n+ 1, |3n/2| + 1,2, |n/2] +
2,|n+2],|3n/2] +2,...|n/2]| ,n,|3n/2] ,2n.

Label the output as § ,. Similarly generate S; 4. Finally use column interleaving
between §;, and §;, to generate S ,5,. Figure 1b, ¢ exhibit the results of inter-
leaving upper quadrants S, and S, (S;,) and lower quadrants S5 and S, (S;4). The
resulting images shown in Fig. 1b, c are again interleaved row wise to generate the
final interleaved image S , 5 4 (Fig. 1d).

Step 3. Apply Affine Cipher: Choose the appropriate keys kg, k; and apply the
affine cipher on each of the pixels of the image using Eq. (1). After all the pixels are
transformed, the intermediate encrypted image is generated and labeled as (Fig. 1e).
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(d) (e) () (g)

Fig. 1 Encryption process for Lena image a divided image, b & ¢ column wise interleaving of
the upper and lower two quadrants respectively, d row wise interleaving b and c, e affine cipher, f
random grid R, g XORed image

Step 4. XOR Operation Generate arandom grid of the same size as that of the orig-
inal image (2m X 2n) and perform XOR operation to get the final encrypted image
I=E®R.

Figure 1g shows the final encrypted image obtained after following the above
steps. It may be worthwhile to mention here that the security property is satisfied
here, since the image cannot be revealed without the keys, and the random grid. Fur-
ther, image interleaving makes it too difficult to decipher the image content even if
the parameters are known. The decryption process is discussed in the next section.

3.2 Image Recovery

The recovery of the image requires the following inputs. The encrypted image /, the
random grid R and the secret keys K, K. The first step involves XOR operation
of the random grid with the encrypted image /, to obtain the interleaved and affine
encrypted image E = I @ R (Fig. 6a). We now apply the inverse affine cipher (2) to
each pixel of the image I. This gives us the intermediate image (Fig. 6b) which is then
de-interleaved to obtain by applying the reverse process of the process explained in
Step 2 of the encryption process. This reveals the original image (Fig. 6¢).

4 Extention to Multi-secret Sharing

The scheme can easily be extended to share multiple secrets by considering the orig-
inal image to be composed of more than one secret image. Number of secret images
can be even or odd. For example to share four secret images of the same size, a new
image is composed with four quadrants consisting secret images (refer Fig.4) and
for sharing three secrets any two quadrants can be selected to fit in the first secret
image and, second and third secret images can be fitted in the remaining two quad-
rants (refer Fig.5). Hence, the number of images per quadrant can be adjusted as
required to share multiple secrets without any change in the encryption and recovery
procedures.
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5 Experimental Results and Discussion

For performing experimentation we use MATLAB version 7 as the platform sup-
ported by Windows 7. To analyze the performance of the proposed method, tests
were performed on three different kinds of images—a dense image (Lena), a sparse
image (Dice) and a text image as shown in Figs. 1, 2 and 3. Figures 4 and 5 demon-
strate extension of the proposed method for sharing multiple secret images. In each
of figures shown below part (a) depicts the secret image (grayscale, size 400 X 400)
to be shared divided into four equal quadrants, part (b) depicts the column wise
interleaving of upper two quadrants, part (c) depicts the column wise interleaving of
lower two quadrants, part (d) depicts the result obtained after row wise interleaving
of part (b) and part (c). The finally interleaved image as shown in part (d) success-
fully dissolves all the four quadrants by altering horizontal and vertical correlations
between the pixels without any change in the original dimensions. The process is
followed by performing encryption using affine cipher. Result after encryption is
shown in part (e). Part (f) shows the random grid of the same size as that of the
original image (400 X 400) obtained using a random number generating function.
Part (e) depicts the final encrypted image obtained after performing pixel wise XOR
operation between the interleaved image and Figs. 4 and 5 show similar operations
for multiple secrets. Results obtained after the first step of recovery process followed
by decryption of affine cipher and de-interleaving operations are shown in Figs. 5, 6
and 7 for Lena, Dice and Text Image respectively.

Fig. 2 Encryption process for Dice image a divided image, b & ¢ column wise interleaving of
the upper and lower two quadrants respectively, d row wise interleaving b and ¢, e affine cipher,
f random grid R, g XORed image

(a) (b) (d) (e) () (2

HOrfo| B TR
T

Fig. 3 Encryption process for Iext image a divided image, b & ¢ column wise interleaving of
the upper and lower two quadrants respectively, d row wise interleaving b and c, e affine cipher,
f random grid R, g XORed image
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Fig. 4 Encryption process for four images a divided image, b & ¢ column wise interleaving of
the upper and lower two quadrants respectively, d row wise interleaving b and ¢, e affine cipher,
f random grid R, g XORed image

(a) (b) () (e) _— (2)

i bt
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Fig. 5 Encryption process for three images a divided image, b & ¢ column wise interleaving of
the upper and lower two quadrants respectively, d row wise interleaving b and c, e affine cipher, f
random grid R, gXORed image

(c)

Fig. 6 Recovery of Lena image: a XOR operation with R, b decrypting affine cipher,
¢ de-interleaved image

(a) (b) (c)

Fig. 7 Recovery of Dice image: a XOR operation with R, b decrypting affine cipher,
¢ de-interleaved image
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T
W

Fig. 8 Recovery of Text image: a XOR operation with R, b decrypting affine cipher,
¢ de-interleaved image

(

(a) (b)

i

Fig.9 Recovery results obtained after XOR operation for Chens method: a & b subshares for Lena
image, ¢ & d subshares for Dice image, e & f subshares for Text image

The experimental results show that interleaving operations in the proposed method
provides extra layer of security. The main reason for interleaving is to protect the
information even if the encryption keys are compromised. The proposed scheme pro-
vides a three layer security for sharing a secret image. The random grid technique
provides security at first level and also renders a noisy appearance to the image. In
case of Chens scheme the security of the shared information is breached if the ran-
dom grid is available as the sub-images recovered after decryption tends to reveal the
secret as shown in Fig. 9. As compared to the above results the recovered shares after
XOR operation using the proposed method are much secured as shown in Figs. 6, 7
and 8.

The Hill cipher algorithm used by Chen [1] suffers from the problem of limited
key space of matrices which have integral inverse. To overcome the problem, at the
second level affine cipher is used to encrypt the information. Various techniques
in literature suggest it is possible to partially obtain the information if the attacker
guesses the keys or has partial known secret keys. To deal with such attacks, inter-
leaving provides an extra third layer of security.

Even if the random grid and the encrypting keys are compromised, the revealed
information will be the interleaved image and hence will not provide any guess about
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Table 1 Comparison results for a few multi-secret sharing schemes

Author(s) No. of secrets Contrast Pixel expansion | Recovery
Shyu et al. [10] 2 1/4 2 Lossy

4 1/8 8 Lossy
Wu and Chen [11] |2 1/4 4 Lossy
Feng et al. [12] 2 1/6 6 Lossy

4 1/12 12 Lossy
Hsu et al. [13] 2 1/2 4 Lossy
Proposed 2 1 1 Lossless

4 1 1 Lossless

the original secret image. A comparison of the proposed scheme with some of the
recent multiple secret sharing schemes is provided in Table 1.

6 Conclusion

In this paper, a novel secret sharing scheme is presented which is based on affine
cipher, image interleaving and random grids. The scheme provides a solution to the
security flaws observed in Hill cipher-based method introduced in [1]. As opposed
to the Hill cipher-based method [1] where two layers of security is proposed, the
scheme provides three layers of security. Further, the matrix used in Hill cipher-based
method is required to have an integer inverse matrix, which is a major constraint not
only in the construction, but also in extending the method to multi-secret sharing.
The proposed method is easily extended to multi-secret sharing without making any
major modifications. The scheme provides lossless recovery and is also not having
any pixel expansion issues. Numerical results demonstrate robustness of the method.
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Comprehensive Representation and Efficient
Extraction of Spatial Information for Human
Activity Recognition from Video Data

Shobhanjana Kalita, Arindam Karmakar and Shyamanta M. Hazarika

Abstract Of late, human activity recognition (HAR) in video has generated much
interest. A fundamental step is to develop a computational representation of interac-
tions. Human body is often abstracted using minimum bounding rectangles (MBRs)
and approximated as a set of MBRs corresponding to different body parts. Such
approximations assume each MBR as an independent entity. This defeats the idea that
these are parts of the whole body. A representation schema for interaction between
entities, each of which is considered as set of related rectangles or what is referred
to as extended objects holds promise. We propose an efficient representation schema
for extended objects together with a simple recursive algorithm to extract spatial
information. We evaluate our approach and demonstrate that, for HAR, the spatial
information thus extracted leads to better models compared to CORE9 [1] a compact
and comprehensive representation schema for video understanding.

1 Introduction

Human activity recognition (HAR) deals with recognition of activities or interac-
tions that include humans within a video [2]. This involves automated learning of
interaction models, i.e. generalized descriptions of interactions. These models are
then used for HAR in video [3]. Figure 1 shows an example of a kick activity from
the Mind’s Eye dataset.! By learning an interaction model for the activity, one is
expected to recognize the kick activity in any video thereafter.
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Fig. 1 Kick activity from the Mind’s Eye dataset

Qualitative spatio-temporal reasoning (QSTR) has been used for description of
interactions—the interrelations between humans and objects involved in an activity.
Use of qualitative features for description of video activities abstracts away noise
and video specific details generating conceptually stronger models [1]. In QSTR
approaches for HAR, humans are often abstracted as bounding boxes; this also
abstracts away a lot of interaction details involving body parts. Human interactions
are better described when the human body is viewed as a collection of parts [4].
However, most works that use such a part-based model of the human body view
body parts as independent entities; this is counter-intuitive to the notion of body-
parts being part of a whole body. Herein lies our motivation of developing a repre-
sentation for extended objects. We define extended objects as entities having multiple
components, approximated as a set of discrete rectangles.

Existing representation models for extended objects are either too restricted or too
rich for HAR [5, 6]. CORE9 is a compact representation for various spatial aspects of
a pair of rectangle objects [1] but is ineffective when discussing relations of extended
objects. This paper proposes an extension of CORE9 to deal with extended objects,
focusing on the topological and directional aspects.

2 QSTR for Activity Recognition in Video

Knowledge Representation and Reasoning (KR& R) is concerned with how sym-
bolic knowledge, instead of quantitative information, can be used in an automated
system for reasoning. KR& R methods in the area of video understanding are gain-
ing popularity because they lead to more conceptual and generic models [7]. Logic-
based learning has been used for learning models of video events as first-order logic
formulae [3]. Human activities have also been described using first-order logic pred-
icates [2] in a grammar based approach for HAR. It is worth noting, that most
KR& R formalisms use qualitative abstractions of space-time for representation of
knowledge pertaining to activities in the video [3].

Qualitative Reasoning within KR&R is concerned with capturing common-sense
knowledge of the physical world through qualitative abstractions. Given appropriate
reasoning techniques, the behaviour of physical systems can be explained without
having to fall back on intractable or unavailable quantitative models [8]. QSTR pro-
vides formalisms for capturing common-sense spatial and temporal knowledge. Such
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formalisms, notable for the ability to capture interactive information, are often used
for description of video activities [3]. Topology and direction are common aspects
of space used for qualitative description. Topology deals with relations unaffected
by change of shape or size of objects; it is given as Region Connection Calculus
(RCC-8) relations: Disconnected (DC), Externally Connected (EC), Partially Over-
lapping (PO), Equal (EQ), Tangential Proper Part (TPP) and its inverse (TPPI), and
Non-Tangential Proper Part (nTPP) and its inverse (nTPPI) [9] (Fig. 2). Directional
Relations are one of the 8 cardinal directions: North (N), NorthEast (NE), East (E),
SouthEast (SE), South (S), SouthWest (SW), West (W), NorthWest (NW)—or as a
combination [6]. Figure 3 shows cardinal direction relations for extended objects.

2.1 COREY9

CORED is a compact and comprehensive representation schema that allows quali-
tative topological, directional, size, distance and motion relations to be obtained by
maintaining the state of nine cores of the region of interest (Rol) [1].

Given objects A and B, the Rol and nine cores are obtained as shown in Fig. 4.
The state information (SI) of core; (A, B) is state; (A, B) and can have values:
(1) AB if the core is a part of A N B (ii) A if the core is a part of A — B (iii) B if
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Fig. 4 The Rol and 9 cores of CORE9 [1]

the core is a part of B — A (iv) [] if the core is not a part of A or B (v) ¢ if the
core is only a line segment or point. The state of objects A and B in Fig. 4 is the 9-
tuple [A, A, ¢,A,AB, B, B, ¢, B, B]. From this Sl it is possible to infer that the RCC-8
relation between A and B is PO, because there is at least one core that is part of both
A and B.

2.2 COREY for Extended Objects

In COREDY, objects are assumed to be single-piece; whereas, by definition, extended
objects have multiple components/pieces. Within COREDY, there are two ways to deal
with extended objects:

a. Approximate whole entity as single MBR: We write this as CORE9y,. The prob-
lem with CORE9y, is it cannot distinguish between configurations shown in
Fig. 5; this is because all components of A and B are abstracted away with a
single MBR.

b. Treat components as individual single-piece entities approximated using a sin-
gle MBR: We write this as CORE9.. The problem with COREY,. is it fails to
recognize the relation between entities A and B as a whole. Additionally, it com-
putes all "*"C, relations (where m and n are the number of components in A and
B respectively). All intra-entity component relations are included despite being
relatively uninteresting, especially for human interactions; for example in a kick
activity it is interesting to note the sequence of relations between one person’s foot
with the object or another person’s body part rather than the relations between the
person’s foot and his/her own hand.
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®)

Fig. 5 Indistinguishable to CORE9y,

3 Extended CORE9

Consider a pair of extended objects, say A and B, such that a,,a,, ...,a,, are m
components of A and b, b,, ...,b, are n components of B, i.e., A = U;';l a; and
B = U?:l b;. The MBR of a set of rectangles, MBR(q,, a,, ..., a,), is defined as the
axis-parallel rectangle with the smallest area covering all the rectangles. To extract
binary spatial information between A and B, we first obtain MBRs of A and B, i.e.
MBR(A) = MBR(a,, a,, ..., a,,) and MBR(B) = MBR(b, b,, ..., b,). In Fig. 5, M, is
MBR(A), where extended object A = a; U a,; similarly My is MBR(B). The nine
cores of the extended objects A and B is obtained from MBR(A) and MBR(B) as
defined in [1]. For each of the nine cores we store an extended state information
(ESI) which tells us whether a particular core has a non-empty intersection with any
of the components of the extended objects.

For each core,,(A,B) x,y € {1..3} of the whole MBRs of A and B, the ESI,
axy(A, B), is defined as,

n

0(A,B) = kU(ak N core,y(A, B)) U kU(bk N core, (A, B)) (1)
=1 =1

and can have the following values:
{ail,aiz, "‘aik’bjl’bjz’ "'bjk}’ where i}, i,,....i; € {l.m}, j,jo, ..J; € {1..n}
if Ji_, (@ N core (A, B)) U ,_,(b; N core, (A, B)) # ¢
O = {¢}, if U, (a N core (A, B)U UJ,_, (b N core, (A, B)) = ¢
@, if core, (A, B) = NULL
The ESI of the the objects, o(A, B), is defined as-

615(A,B) 6,5(A,B) 6;35(A,B)
G(AvB) = GI,Z(A, B) 62,2(A’ B) 0-3,2(A9B) (2)
O-I,I(AsB) 0-2,1(A’B) 0-3,1(A»B)

In a human interaction, component relations are the relations between body parts
of one person with body parts of another person/object. The overall relation between
the interacting person(s)/object is obtained as a function of these component rela-
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tions; we term this as whole-relation. Using the ESI, we are interested in computing
the whole relations and inter-entity component relations.

3.1 Component Relations

Component relations are the relations between parts of one entity with parts of the
other entity. We give a general recursive algorithm, Algorithm 1, to find all inter-
entity component relations, R(a;, b;). We focus on topological relations expressed as
RCCS8 relations [9] and directional relations expressed as cardinal directions [6]; the
algorithm is valid for both topological and directional relations. The algorithm takes
advantage of the fact that when two components are completely in different cores, the
topological relation between two such components can be immediately inferred to
be DC (a, and b, in Fig. 5a). On the other hand, the directional relation between two
such components in different cores can be inferred following the cardinal directions:

VcoreXy(A,B), a; € O'xy(A,B) A bj €0 (A, B)ANy>z— aiij
Veore,,(A,B),a; € 0, (A,B)Ab; € 6,,(A,B)Ay <z — a;Sb;
Vcore,,(A,B),a; € 6, (A,B)Ab; € 6,,(A,B)AXx >z > a,ED;
Veore,,(A,B),a; € 6,,(A,B) Ab; € 6,,(A,B) Ax <z — a;Wb;
Vcore, (A, B),a; € 0,(A,B) Ab; €6, (A,B)Ax <zZAy <w = a;SWb;
Vcorexy(A,B),ai € axy(A,B) A bj €0, AB)AX>ZAYy<W—> aiSEbj
Vcorexy(A,B),ai € axy(A,B) A bj €0, AB)AX<ZAY>W—> aiNij
Veore, (A, B),a; € 0,(A,B) Ab; € 6, (A,B)Ax >z Ay >Ww — a;NWb;

An llustrative Example: Consider the extended objects A and B (A =a, Ua, Ua,
and B = b, U b, U bs) as shown in Fig. 6. In the highest level of recursion, level 0 in
Fig.7, ESI of A and B will be:

Fig. 6 The objects in the first three levels of recursion and the base case
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Algorithm 1: boolean Rel(c(A, B)), Recursive algorithm to find R(a;, b)Vi €
{1..m},Vj € {1..n}
Input: 6(A, B)
Output: boolean
begin
if Vcore (A, B) 0, (A,B) N {a;,b;} = ¢ then
L R(a b)) = > W € R, where R is a set of spatial relations

else if Vcore, (A, B), 30,,(A,B) — {a;,b;} = ¢ then
L Compute R(a;, b;) using CORE9 NE

else if Vcore, (A, B), 30,,(A, B) — {a;,b;} = {a;,..a;.b;,..b; } # ¢ then
A = MBR(a, N - )
B = MBR(b; b b )
newr <« Rel(a(A’ B’ )) > Recursively find relations using the ESI
if newr = FALSE then

forall the i € {i,i,,...iy} G j € {ji,jr, i} do
| Compute R(a;, b)) using CORE9 S1

else
return FALSE > no new relations are computed
p
| return TRUE > at least one new relation is computed

{as} {as} O
o0(A,B) =|{a,,ay,a3} {ay,a5,b,,b,} {b;,b,}
O {by} {by, b5}

From this ESI, we can infer R(a,, b,), R(a,,b,), R(a,, b;), R(a,, bs), R(as, b;) are
DC. Rest of the relations are recursively obtained from new objects A’ = a, U a5 and
B’ = b, Ub, (wWhere a,,a;,b,,b, € core,,(A, B)) as shown in Fig. 6; this happens at
level 1 in Fig. 7. The ESI of A’ and B’ will be:

{(13} {a3} O
o(A',B) =|{a,,a3} {ay,as,b,} {b,}
O {b,} {b,}

From this ESI, we further infer that R(a,, b,), R(as,b,) are DC. For the rest of
the relations we recursively compute A” = a, U a3 and B = b, (where a,, as,b, €
corey,(A’, B')) as shown in Fig. 6; this is level 2 in Fig. 7.

{as} {as} O
c",B") = {ay,a3} {ay,a3,b,} {b}

{a,} {a} O

At this stage, no new information is obtained using the EST; hence CORE9 Sl is used
to infer R(as, b,) and R(a,, b;) as PO. This is the base case and level 3 in Fig. 7. The
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Rel(a(4, B)) — ~— Level 0
Rfa; by
R(a:. by <no relations> Rel(o(4', B')) Level 1
Rfa, by
R(a, by
R(a; bs)
R(a;, b,) : »w pn . Level 2
Rloy By} <no relations> | | Rel(a(4”, B")) e

Rel(state(as, by))
Relfstate(a,, b))

<no relations> <no relations> Level 3

Fig. 7 The tree of recursive calls by Algorithm 1 on A and B of Fig. 6

recursive algorithm ensures that the number of computations is minimal for a given
pair of extended objects.

Theorem 1 Extended CORE9 is linear in the number of overlappings between com-
ponents of the two objects.

Proof Algorithm 1 computes only the most important (from the point of HAR) m X n
opportunistically, requiring a computation only if there is an overlap between com-
ponents. When components belong to different cores it is possible to immediately
infer the spatial relation between them using ESI. In the worst case, if all compo-
nents of A overlap all components of B the number of computations required would
be mn. [ |

For extended objects, A and B (say m and n components), COREY could use either
of the two variants CORE9,, and CORE9,. for representation. In CORE9, the num-
ber of computations is quadratic in the total number of components of A and B, i.e.
O((m + n)?). Note that CORE9y;, has constant number of computations, this is at the
expense of information loss (as detailed in Sect.2.2). Whereas number of compu-
tations required to obtain all relations using ExtCORES9 is linear in the number of
overlaps between components of A and B.

3.2 Whole-Relations

We derive whole relations between the extended objects, for both topological and
directional aspects, from the component relations computed previously. The topo-
logical whole relation between A and B (R(A, B)), is obtained as follows:
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if Va,, bj,i e {l..m},je {1...n},R(ai,bj) =pthen R(A,B) =p
where p € {PO, DC, EC, EQ, TPP, nTPP, TPPI, nTPPI}

if Va,,b;,i € {1..m},j € {1..n},R(a;,b;) = EQV TPP v nTPP
then R(A, B) = TPP

if Va,, b;,i € {1..m},j € {1..n},R(a;, b)) = EQV TPPI v nTPPI
then R(A, B) = TPPI

else R(A,B) = PO

The set of relations computed using Extended CORE9 include the set of inter-entity
component relations and the whole relation; we write this as ExtCORE9,,. For com-
parison, we also consider a variant that includes only the component-wise relations
without the whole-relations; we write this as ExXtCORE9,...

4 Human Activity Classification: Experimental Results

For classification we use Latent Dirichlet Allocation (LDA) which is a generative
probabilistic model for discrete data [10]. Although LDA was originally designed
for clustering text corpora into topics, it has been effectively used for clustering
other forms of discrete data in the field of computer vision and image segmenta-
tion. Specifically, it has been used for human action classification [11, 12] and scene
categorization [13] within the field of computer vision.

To evaluate effectiveness of ExtCOREYy;, and ExtCORE9. against COREY for
HAR, we compare the respective activity classification results. For experimenta-
tion, we follow an approach similar to what was adopted by [12]. We extract the
qualitative topological and directional relations amongst the interacting entities for
each activity sequence. The qualitative relations thus obtained are treated as a bag
of words describing the activity within a video; each video is treated as a document
and the activity classes as topics that LDA is to model.

We experimented on short video sequences from the challenging Mind’s Eye
dataset. For our experiments we choose 10 videos each for five different actions:
approach, carry, catch, kick and throw. We use the keyframes of the videos® and
manually label the humans and objects involved in each of the keyframes. We evalu-
ated ExtCORE9y;, using an implementation of LDA with Gibbs Sampling [14]. The
videos are clustered into K different topics/activities; here K = 5. The LDA parame-
ters @ and g were set 10 and 0.1 respectively.

Table 1 shows clustering results obtained using features through ExtCORE9y,.
Each cluster is assigned the activity class corresponding to the highest number of
examples. We compute the precision, recall and fI-scores. The results are shown in
Table 2. Recall values for activities approach, catch and throw are low because of
the nature of these activities. In all of these activities, there is one entity that exists
in the scenes throughout the video while the other entity either arrives in the scene
at some later point in the video or leaves the scene midway through.

2We use I-frames obtained using the tool ffinpeg as keyframes, http://www.ffmpeg.org.
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Table 1 Clustering results for ExtCORE9y,

S. Kalita et al.

Class 0 Class 1 Class 2 Class 3 Class 4
Approach 2 2 3 0 3
Catch 4 1 1 3 1
Carry 0 0 0 10 0
Kick 1 7 1 0 1
Throw 1 0 1 4 4
Table 2 Quantitative evaluation

Precision Recall F1-score
Approach 0.5 0.3 0.375
Catch 0.5 0.4 0.44
Carry 0.58 1 0.73
Kick 0.7 0.7 0.7
Throw 0.44 0.4 0.42

Similar LDA clustering experiments were performed using topological and direc-
tional features obtained using (a) CORE9y, (b) CORE9. (c) ExtCORE9y, and (d)
ExtCORE9.. A comparison of the f-measures is given in Fig. 8. For all activities
used in the experimentation, the qualitative features obtained using ExtCORE9y,
provide a much better feature set for the activity compared to that obtained from
COREYy,. This is because CORE9y;, fails to recognize many interesting interaction
details at the component level.

ExtCORE9y, performs better for most activities compared to CORE9,.. In case of
CORE9,, even though all interaction details involving components are considered,
a lot of unimportant intra-entity component-wise relations are incorporated as well,
while losing out on the more interesting inter-entity whole relations. An interesting

Fig. 8 Fl-scores of a
COREYy,, b CORE9, ¢

ExtCORE9y,, d ExtCOREY
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02
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DCORED
ECOREI
BEXtCORED,
WEXCORES

Throw
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result is seen in case of the activity throw where CORE9 - achieves the best perfor-
mance. We believe, this is because of the nature of the throw activity in which entities
tend to be overlapping for the most part in the beginning and move apart suddenly;
the entity being thrown is no longer in the scene and there is less evidence within
the feature set of the activity regarding the moving apart phase. However, CORE9
utilizing the full set of inter-entity and intra-entity component relations as features
provide a better description.

A similar case is seen in case of ExtCORE9.. For most activity classes, per-
formance results of ExtCORE9y, is better; this emphasizes the importance of the
inter-entity whole relations as computed by ExtCORE9,,. However, for the activity
class throw ExtCOREY performs marginally better. This shows that for activities
in which there is less evidence of interaction amongst entities, using the inter-entity
whole-relation only aggravates the classification results.

5 Final Comments

The part-based model of the human body obtained during tracking is easily seen as
an extended object. ExXtCOREY, leads to better interaction models by focusing on
component-wise relations and whole relations of these extended objects. A recur-
sive algorithm is used to opportunistically extract the qualitative relations using as
few computations as possible. ExtCCORE9};, assumes components are axis-aligned
MBRs. For single-component objects that are not axis-aligned, more accurate rela-
tions can be obtained [12]. Adapting ExtCORE9, such that objects and components
are not axis-aligned is part of an ongoing research.
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Robust Pose Recognition Using Deep
Learning

Aparna Mohanty, Alfaz Ahmed, Trishita Goswami, Arpita Das,
Pratik Vaishnavi and Rajiv Ranjan Sahay

Abstract Current pose estimation methods make unrealistic assumptions regarding
the body postures. Here, we seek to propose a general scheme which does not make
assumptions regarding the relative position of body parts. Practitioners of Indian
classical dances such as Bharatnatyam often enact several dramatic postures called
Karanas. However, several challenges such as long flowing dresses of dancers, occlu-
sions, change of camera viewpoint, poor lighting etc. affect the performance of state-
of-the-art pose estimation algorithms [1, 2] adversely. Body postures enacted by
practitioners performing Yoga also violate the assumptions used in current tech-
niques for estimating pose. In this work, we adopt an image recognition approach to
tackle this problem. We propose a dataset consisting of 864 images of 12 Karanas
captured under controlled laboratory conditions and 1260 real-world images of 14
Karanas obtained from Youtube videos for Bharatnatyam. We also created a new
dataset consisting of 400 real-world images of 8 Yoga postures. We use two deep
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learning methodologies, namely, convolutional neural network (CNN) and stacked
auto encoder (SAE) and demonstrate that both these techniques achieve high recog-
nition rates on the proposed datasets.

Keywords Pose estimation * Deep learning *+ Convolutional neural network -
Stacked auto encoder

1 Introduction

The current state-of-the-art pose estimation methods are not flexible enough to
model horizontal people, suffers from double counting phenomena (when both left
and right legs lie on same image region) and gets confused when objects partially
occlude people. Earlier works on pose estimation [1, 2], impose a stick-man model
on the image of the body and assume that the head lies above the torso. Similarly,
shoulder joints are supposed to be higher than the hip joint and legs. However, these
assumptions are unrealistic and are violated under typical scenarios shown in this
work. As an example, we show how one state-of-the-art approach [1] fails to estimate
the pose correctly for an image taken from the standard PARSE dataset as shown in
Fig. 1a, b. The images of Indian classical dance (ICD) and Yoga too have such com-
plex configuration of body postures where current pose estimation methods fail as
shown in Fig. Ic, d. There exists a set of 108 dance postures named Karanas in the
original Natya Shastra enacted by performers of Bharatnatyam. Yoga too is popular
as a system of physical exercise across the world. Several challenges such as occlu-
sions, change in camera viewpoint, poor lighting etc. exist in the images of body
postures in dance and Yoga. The proposed ICD and Yoga dataset have such complex
scenarios where the head is not necessarily above the torso, or have horizontal or
overlapping people, twisted body, or objects that partially occlude people. Hence,
we also tested Ramanan et al. approach [1] on the proposed dataset and the results
are depicted in Fig. 1c, d. The results of another recent technique using tree models
for pose estimation proposed by Wang et al. [2] on our dataset are also reported in
Sects. 6.1 and 6.3.

()

I head | r.leg
torso lL.arm
l.leg r.arm

Fig. 1 Failure of state-of-the-art approach [1] on few images from PARSE [3] and our datasets.
a and b represents failure results of [1] on PARSE dataset. ¢ and d represent failure results of [1]
on our ICD and Yoga datasets. Failure cases emphasise the lacuna of approach in [1] to model
horizontal people as in (a) and it’s inability to handle partially occluded people as shown in (b).
The color assignment of parts is depicted in (e)
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Deep learning has recently emerged as a powerful approach for complex machine
learning tasks such as object/image recognition [4], handwritten character recogni-
tion [5] etc. The ability of deep learning algorithms to not rely on the hand crafted
features to classify the images motivated us to use it for pose identification in typical
situations wherein pose estimation algorithms such as [1, 2] fail due to unrealistic
assumptions. Since there is no publicly available dataset on ICD we created our own
dataset containing images of twelve dance postures collected in laboratory settings
and a dataset of fourteen poses from videos on Youtube. We also created a dataset
of eight Yoga poses to show the efficacy of a trained CNN model and a SAE in
identifying postures dance and Yoga.

Because of limited labeled data we used data augmentation and transfer learning.
We used a pre-trained model which is trained with a large dataset such as MNIST [5].
Interestingly, we observe a significant reduction in time taken to train a pre-trained
network on our datasets and also improvements in accuracy.

2 Prior Work

There are several works in literature pertaining to the identification of poses. Mallik
in their work in [6] tried to preserve the living heritage of Indian classical dance.
However, unlike our work, they do not identify body postures of the dancer. To clas-
sify ICD a sparse representation based dictionary learning technique is proposed in
[7]. In the literature there are very few significant works addressing the problem of
recognition of postures in ICD but a vast literature on general pose identification of
humans exists. Initial works for 2D pose estimation in the images/video domains is
[8]. Entire human shapes have been matched in [9].

Discriminatively trained, multi scale, deformable part based model for pose esti-
mation is proposed in [10]. This idea is also used for object detection in [11]. Felzen-
szwalb et al. [12] describe a statistical framework for representing the visual appear-
ance of objects composed of rigid parts arranged in a deformable configuration. A
generic approach for human detection and pose estimation based on the pictorial
structures framework in [13] is proposed by Andriluka et al.

Very recently, a deep learning approach using CNNs has been used for estimating
pose in [14] but it does not deal with complex datasets like ICD and Yoga as in this
work. Recently several models which incorporated higher order dependencies while
remaining efficient in [15] have been proposed. A state-of-the-art method for pose
estimation using tree models is given in [2]. A new hierarchial spatial model that
can capture an exponential number of poses with a compact mixture representation
is given in [16]. Still images were used for estimating 2D human pose by Dantone
et al. by proposing novel, nonlinear joint regressors in [17]. A method for automatic
generation of training examples from an arbitrary set of images and a new challenge
of joint detection and pose estimation of multiple articulated people in cluttered sport
scenes is proposed by Pischchulin et al. [18]. Eichner et al. [19] are capable of esti-
mating upper body pose in highly challenging uncontrolled images, without prior
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knowledge of background, clothing, lighting, or the location and scale of the person.
A learning based method for recovering 3D human body pose from single images
and monocular image sequences is given by [20]. An efficient method to accurately
predict human pose from a single depth image is proposed by Shotton et al. [21].

3 Deep Learning Framework for Pose Identification

3.1 CNN: Architecture

The general architecture of the proposed CNN is shown in Fig.2a. Apart from the
input and the output layers, it consists of two convolution and two pooling layers.
The input is a 32 X 32 pixels image of a dance posture.

As shown in Fig. 2a, the input image of 32 X 32 pixels is convolved with 10 filter
maps of size 5 X 5 to produce 10 output maps of 28 x 28 in layer 1. The output
convolutional maps are downsampled with max-pooling of 2 X 2 regions to yield 10
output maps of 14 X 14 in layer 2. The 10 output maps of layer 2 are convolved with
each of the 20 kernels of size 5 X 5 X 10 to obtain 20 maps of size 10 X 10. These
maps are further downsampled by a factor of 2 by max-pooling to produce 20 output
maps of size 5 X 5 of layer 4. The output maps from layer 4 are concatenated to form
a single vector while training and fed to the next layer. The quantity of neurons in
the final output layer depends upon the number of classes in the database.

3.2 Stacked Auto Encoder (SAE): Architecture

Auto-encoder is an unsupervised learning approach for dimensionality reduction.
Auto-encoder can be used for encoding which can then be followed by a decoder

(a) s (b)

5°5*20 (7

2
(a)
4

Subsampling maps
Convolution maps

. Ingust Hidden Output input layes  HIAED  giymberof
Comoltion maps  subcampling Layer Layer of ofNN layerol  giances

NN
mags

| Auto-Encoder | Neusal netwark a5 3 classifier |

Fig.2 a Architecture of the proposed CNN model used for pose and Yoga classification. b Detailed
block diagram of the proposed SAE architecture used for pose and Yoga classification
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(neural network) to classify the input [22]. The architecture of the proposed SAE
is shown in Fig. 2b. In SAE the image inputs are fed to the hidden layer to extract
features as seen in Fig. 2b. Then the features are fed to the output layer of SAE to
reconstruct back the original input. Output of the last layer is treated as input to
a classifier. We use a neural network as a classifier, training it to map the features
extracted to the output labels. We used an input of 784 nodes followed by a hidden
layer of 100 nodes before 784 number of output nodes. This SAE is followed by a
neural network having 784 input nodes, 100 hidden nodes and output nodes identical
to the number of classes as shown in Fig. 2b.

4 Data Augmentation

It has been shown in [4] that data augmentation boosts the performance of CNNs.
We performed data augmentation for the Yoga dataset so as to increase the number
of labeled data. We did not augment the synthetic and Youtube based pose databases
since the number of images was substantial. The Yoga pose database has only 8
classes with 50 images per class. We performed data augmentation of the training
data by five-fold cropping and resizing images to original size. Of the 50 images per
class we used 40 images per class for training which we augmented 5 times to 200
images per class. The test images were 10 per class. Hence, we obtained a total of
1600 training images and 80 test images for all 8 classes.

5 Transfer Learning

Because of limited labeled training data, the proposed CNN is pre-trained from ran-
domly initialized weights using MNIST [5] which contains 50,000 labeled training
images of hand-written digits. The CNN is trained for 100 epochs with this data
yielding an MSE of 0.0034 and testing accuracy of 99.08 % over 10,000 images.
The convereged weights of the trained network are used to initialize the weights of
the CNN model to which our dataset of dance poses and Yoga dataset were given
as input. We obtained much faster convergence during training with a pre-trained
network and improved accuracies on the test data.

6 Experimental Results

6.1 CNN Model: Pose Data

Training Phase: Synthetic Case The onstrained database used for training the pro-
posed CNN architecture described in subsection 3.1 consists of 864 images which
were captured using Kinect camera originally at 640 X 480 pixels resolution. We
used images of 12 different poses as shown in Fig. 3a enacted 12 times by 6 different
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Fig. 3 a A snapshot of twelve Karanas collected in constrained environment. b A snapshot of
fourteen Karanas extracted from Youtube videos

volunteers. The training set is composed of 10 images of each pose enacted by 6
different persons leading to a total of 720 photos. The test set is made up of the rest
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Fig. 4 a Mean squared error (MSE) versus epochs for the CNN trained on the synthetic pose
dataset. b MSSE versus epochs plot for pose data from Youtube videos. ¢ Effect of pre-training on
synthetic pose data using a CNN pre-trained with MNIST data. d Effect of pre-training on real
world pose data using a pre-trained model

of 144 images. There is no overlap between the training and the test datasets. All
images are down-sampled to 32 X 32 pixels before feeding to the CNN.

The weights of the proposed CNN are trained by the conventional back-
propagation method using the package in [23]. The total number of learnable para-
meters in the proposed CNN architecture is 6282. We have chosen batch size as 4
and constant learning rate @ = 1 throughout all the layers. The network is trained
for 300 epochs using random initialization of weights on a 3.4 GHz Intel Core i7
processor with 16 GB of RAM. The variation of the mean square error (MSE) ver-
sus epochs during the training phase is shown in Fig. 4a and the final MSE during
training is 1.53 % in 300 epochs. Interestingly, by using a pre-trained MNIST model
to initialize the weights of a CNN we could achieve an MSE of 1.74 % in only 15
epochs as represented in Fig. 4c.

Testing Phase For the testing phase, we give as input to the trained CNN model
images from the test dataset. Given a test image, the output label with maximum
score is chosen at the output layer of the CNN. The accuracy for 144 images is
97.22 %. By using transfer learning we could achieve an improved accuracy of
98.26 % in only 15 epochs as compared to 97.22 % with 300 epochs in case of random
initialization of weights as shown in Table 1.
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Table 1 Performance of the proposed CNN method on our proposed pose dataset of synthetic
pose (ICD), real-world pose (ICD) and Yoga dataset

Data No. of Training | Testing a Batch Epochs | MSE Proposed | Transfer

classes | set size approach | learning
(%) (%)

Synthetic | 12 720 144 05 |5 300 0.0153 |97.22 98.26

pose (15 epochs)

(ICD)

Real- 14 1008 252 05 |4 200 0.0258 |93.25 99.72

world (2 epochs)

pose

(ICD)

Yoga 8 1600 80 05 |5 500 0.0062 | 90.0

data

Training Phase: Real-World Data We downloaded some dance videos from the
Youtube. The extracted frame is then re-sized to 100 x 200 pixels. We created a
dataset of such real-world images for 14 different poses performed by 6 different
dancers extracting 15 frames per pose for each dancer. A snapshot of the 14 postures
is depicted in Fig. 3b. To create the training set, we used 12 frames per pose for each
of the 6 performers leading to 1008 images. The testing set consisted of the rest 252
images. Similar to the synthetic case, there is no overlap between the training and
testing sets. All images were further re-sized to 32 X 32 pixels before feeding to the
CNN.

The CNN model was trained for 200 epochs using random intial weights with
batch size as 4 and constant learning rate @ = 0.5 throughout all the layers. The
variation of the mean square error (MSE) versus epochs during the training phase is
shown in Fig. 4b. By using a pre-trained MNIST model to initialize the weights of a
CNN we could achieve an MSE of 0.37 % in only 2 epochs as represented in Fig. 4d.
The first layer filter kernels for an image from the Youtube pose dataset (in Fig. 5a)
is shown in Fig. 5b and the convolved outputs at the first layer are shown in Fig. Sc.

Testing Phase The test set containing 252 images is input to the trained CNN and
yields an overall accuracy of 93.25 %. By using transfer learning we could achieve
an improved accuracy of 99.72 % in only 2 epochs as compared to 93.25 % with
200 epochs for the random initialization of weights as shown in Table 1. The exist-
ing state-of-the-art methods for pose estimation [1, 2] work well for the standard
datasets, but fail to perform on our proposed dataset due to the complexity in our
dataset involving illumination, clothing and clutter. The failure cases of the state-of-
the-art approaches [1, 2] on the proposed dataset is shown in Fig. 6a, b. The strong
performance of the proposed CNN architecture shows that it is an apt machine learn-
ing algorithm for identifying dance postures (Karanas).
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(b)

Fig. 5 a Original input image to a CNN. b First layer filter kernels in the Youtube pose dataset of
a CNN. c First layer convolved output in Youtube pose dataset. d The input Yoga pose. e First layer
filters of the SAE for the Yoga data. f The reconstructed output of the SAE for the Yoga pose in (d)

Fig. 6 Comparision with state-of-the-art: a Some images of Karanas from our proposed dataset
where the approach proposed by Ramanan et al. [1] fails. b Failure results of Wang et al. [2] due to
the complexity of our dataset with regard to illumination, clutter in the background, clothing etc.
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Table2 Performance of the proposed SAE method on our proposed pose dataset of synthetic pose,
real-world pose and yoga dataset

Data No. of Training Testing set | @, Batch a, Batch Testing
classes size, Epochs | size, Epochs | accuracy

of auto- of neural (%)
encoder network

Synthetic 12 720 144 0.5, 4, 1000 | 0.5, 4, 1000 |86.11

pose (ICD)

Real-world | 14 1008 252 0.5,4,200 |0.5,4,200 |97.22

pose (ICD)

Yoga data 8 1600 80 0.09, 5, 500 |0.09, 5, 500 | 70.0

6.2 SAE Model: Pose Dataset

As explained earlier, our SAE consisting of three layer along with a neural network
is used to classify images of both ICD and Yoga data-sets. The accuracy obtained by
using a stacked auto encoder for the synthetic pose data is 86.11 % and for the real-
world pose data is 97.22 %. The details of using the stacked auto encoder is reported
in Table 2.

6.3 CNN Model: Yoga Dataset

Training Phase We downloaded 50 images per class for 8 Yoga postures and re-sized
them to 100 X 100 pixels. A snapshot of these 8 Yoga postures is depicted in Fig. 7.
To create the training set, we used 40 images per pose. The testing set consisted of
the rest 10 images per pose. There is no overlap between the training and testing
sets. Then we performed data augmentation by cropping successively and resizing
to original size. All images were further re-sized to 32 X 32 pixels before feeding to
the CNN. The CNN model was trained for 500 epochs from random initial weights
with batch size as 5 and constant learning rate a = 0.5 throughout all the layers.

Testing Phase The test set containing 80 images as input to the trained CNN and
yields an overall accuracy of 90 %. The existing state-of-the-art methods for pose
estimation [1, 2] fail to perform on our proposed dataset due to poor illumination,

Fig.7 A snapshot of ten Yoga poses from our dataset
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Fig. 8 A snapshot of Yoga poses extracted from our proposed dataset a where the state-of-the-art
approach proposed by Ramanan et al. [1] fails and b where Wang et al. [2] fails due to the complexity
associated with our dataset i.e. twisted body, horizontal body etc

clothing on body parts and clutter in the background. Importantly, note that the
assumption of the head being above the torso always is not satisfied for these images.
The failure of the existing state-of-the-art methods of [1, 2] on the complex Yoga
dataset is represented in Fig. 8a, b respectively.

SAE Model: Yoga Data Auto encoders were stacked as in case of pose data to
use it for initialising the weights of a deep network which was followed by a neural
network to classify the poses. An image depicting Yoga posture is input to the SAEs
is shown in Fig. 5d. The 100 filters in the first layer of the SAE is shown in Fig. Se.
The reconstructed output of the SAE for the Yoga dataset for a single Yoga posture
is shown in Fig. 5f. The accuracy obtained by using a stacked auto encoder for the
Yoga dataset is 70 %. The details regarding the proposed SAE is reported in Table 2.

7 Conclusions

The state-of-the-art approaches [1, 2] are not robust enough for estimating poses in
conditions such as bad illumination, clutter, flowing dress, twisted body commonly
found in the images in the proposed datasets of ICD and Yoga. Hence, a deep learn-
ing framework is presented here to classify the poses which violate the assumptions
made by state-of-the-art approaches such as the constraint that the head has to be
above the torso which is not necessarily maintained in ICD or Yoga. The proposed
CNN and SAE models have been demonstrated to be able to recognize body postures
to a high degree of accuracy on both ICD and Yoga datasets. There are several chal-
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lenges in the problem addressed here such as occlusions, varying viewpoint, change
of illumination etc. Both ICD and Yoga has various dynamic poses which we aim to
classify by analyzing video data in our future work.
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A Robust Scheme for Extraction of Text
Lines from Handwritten Documents

Barun Biswas, Ujjwal Bhattacharya and Bidyut B. Chaudhuri

Abstract Considering the vast collection of handwritten documents in various
archives, research studies for their automatic processing have major impact in the
society. Line segmentation from images of such documents is a crucial step. The
problem is more difficult for documents of major Indian scripts such as Bangla
because a large number of its characters have either ascender or descender or both and
the majority of its writers are accustomed in extremely cursive handwriting. In this
article, we describe a novel strip based text line segmentation method for handwrit-
ten documents of Bangla. Moreover, the proposed method has been found to perform
efficiently on English and Devanagari handwritten documents. We conducted exten-
sive experimentations and its results show the robustness of the proposed approach
on multiple scripts.

Keywords Handwritten document analysis * Line segmentation ° Piecewise
projection profile + Connected component

1 Introduction

Segmentation of text lines from offline handwritten document images is a major
step in Optical Character Recognition (OCR) task. The difficulties arise mainly due
to various idiosyncracies of the writing styles of its writers such as widely varying
inter-line distance, presence of irregular skew, touching and overlapping text-lines
etc. Line segmentation of offline handwritten documents is more challenging than
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its online counterparts due to the availability of less information. Although several
studies [1-5] of this problem can be found in the literature, it still remains an open
field of research. That is why several handwriting text line segmentation contests
have been held recently in conjunction with a few reputed conferences [6].

In this article, we present a novel and simple method based on certain divide
and conquer strategy for line segmentation of textual documents irrespective of the
script. We simulated the proposed approach on a standard dataset and the recognition
results are comparable with the state-of-the-art approaches.

The remaining part of this paper is organized as follows: Sect. 2, provides a brief
survey of the existing works. The proposed approach has been described in Sect. 3.
Results of our experimentation have been provided in Sect. 4. Conclusion is drawn
in Sect. 5.

2 Previous Works

In anumber of reports [1, 2, 7] of line segmentation of handwritten documents, exist-
ing approaches have been categorized into a number of classes. These are projection
profile-based [3, 8], smearing-based [1, 9], Hough transform-based [10], thinning-
based [11] approaches.Among the other proposed methods Lothy et al. [12] used a
hidden Markov model while LiE and Zheng [13] used a boundary growing approach.
Yin and Liu [14] used the variational Bayes method, Brodic and Milivojevic [15] pro-
posed the use of an adapted Water flow algorithm and Papavassiliou et al. [3] used
the binary morphology algorithm. Dinh et al. [16] employed a voting based method
for this text line segmentation problem.

3 Proposed Segmentation Strategy

The proposed scheme is based on a divide and conquer strategy. Where the input
document is first divided into several vertical strips and text lines in each strip are
identified. Next, the individual text lines of a strip are associated with the corre-
sponding text lines (if any) of the adjacent strip to the right side. This association
process starts from the two consecutive leftmost strips of the document and is ter-
minated at the two consecutive rightmost strips. Finally, the text lines of the entire
document get segmented. The overall flow of the process is shown in Fig. 1. Specific
strategies are employed for (i) consecutive text lines which vertically overlap within
a strip or (ii) touching texts in vertically adjacent lines.
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Fig.1 Block diagram of proposed line segmentation method

3.1 Preprocessing

The input raw image is first subjected to a few preprocessing operations. These
include mean filtering with window size 3 X 3 followed by binarization using a
recently proposed method [17]. The minimum bounding rectangle of the binarized
image is computed for further processing. The text portions of the processed image
is black against white background.

3.2 Estimation of Strip Width

Since neither the words in a text line nor the consecutive text lines in a handwritten
document are expected to be properly aligned, the binarized document is first verti-
cally divided into several strips. The width of these strips are intelligently estimated
so that it is not be too small or too large. The horizontal projection profile plays a
major role in the proposed approach. If the width is too large, the separation between
two consecutive lines inside a strip often may not be signalled by its horizontal pro-
jection profile. On the other hand, if the width is too small, the horizontal projection
profile may frequently indicate false line breaks. Here we estimate the width of the
vertical strips as follows.

Step 1: Divide the document into a few (here, 10) vertical strips of equal width.
Step 2: Compute horizontal projection profile of each strip.

Step 3: Identify the connected components of horizontal projection profile in each
strip.

Step 4: Decide the horizontal segment bounded by the upper and lower boundaries
of each such connected component as a text line inside the strip.

Step 5: Compute the average height (H,,,) of all such text lines in the input docu-
ment.

Step 6: Similarly, compute the average height (LS,,,
secutive text lines.

Step 7: Obtain the Strip Width estimate S,, = 3 * (H,

V8

) of the gaps between two con-

v T LSqyg)-
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Next, we obtain certain rough estimation of text lines in each individual strip of
width §,, as described in the following section.

3.3 Initial Separation of Lines Within the Strips

Horizontal projection profile of a document provides significant information for the
line segmentation as long as the lines are free from skew, touching, overlapping etc.
However, a handwritten documents rarely follow such an ideal structure. It contains
touching or overlapping characters/words between consecutive lines. Such docu-
ments are often affected by skewed or curved lines, touching lines, vertically overlap-
ping words etc. For efficient segmentation of text lines we divide the input document
image into a number of vertical strips of width §,, and obtain a rough segmentation
of text lines inside each strip. This is achieved by executing the following steps.

Step 1: Divide the input image into vertical strips of equal width S,,.

Step 2: Compute an image P which consists of horizontal projection profiles of all
vertical strips of input document.

Step 3: Obtain connected components of P and compute the average height (H,
of these connected profile components.

vg)

Step 4: Initially, ignore all profile components of P whose height is less than %
Step 5: Obtain horizontal line segments at the top and bottom of the remaining pro-
file components inside respective vertical strips.

Step 6: Thus, a rough segmentation of text lines is obtained.

In Fig. 2 portion illustrations of different stages of initial separation of text lines
are shown. Next, we concentrate on associating text lines in one strip to its neigh-
boring strip.

3.4 Segmentation of Touching and Overlapping Lines

The segmentation of touching and overlapping lines is described in a stepwise fash-
ion as follows. Here, we scan all the vertical strips of thebibliography input document
from left to right. We start at the leftmost strip and stop at the rightmost one. In each
vertical strip, we scan from top to bottom.

Step 1: Consider the next strip and verify its initial segmented lines from top to
bottom until there is no more strip.

Step 2: If the height of the next line in the current strip is less than 2H,,,,, then we
accept it as a single line and move to the next line in the strip until we reach the
bottom of the strip when we go to Step 1. If the height of a line exceeds the above
threshold, we move to the next step (Step 3).
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Fig. 2 [Initial separation of text lines: a Part of a handwritten manuscript of poet Rabindranath
Tagore, b horizontal line segments are drawn at the top and bottom of each profile component
inside individual vertical strips, ¢ estimated line segments barring the line of small height, d initial
vertical strip-wise separation of text lines of the image shown in (a)

Step 3: Find the connected components in the current segmented line and if the
height of all such components are less than (2H,,,,), we move to Step 4. Otherwise,
we decide that this component consists of touching characters of two vertically con-
secutive lines. We use the projection profile component of this line and find its min-
imum valley around the middle of the region. We segment the component at a point
where the horizontal straight line segment through this valley intersects the compo-
nent. As illustrated in Fig. 3 the initial line is now segmented into two lines above
and below this horizontal straight line segment. Next, move to Step 2.

Step 4: It is a case of vertically overlapping lines and the leftmost strip of Fig.3a
shows an example. Here we find the valley region at the middle of the projection
profile of the current segmented line. Usually, in similar situations, a small contigu-
ous part of the profile can be easily identified as the valley instead of a single valley
point. We consider the horizontal line through the middle of this valley region and
the components, major parts of which lie above this horizontal line are considered to
belong to the upper line and other components are considered to belong to the lower
line. Figure 3c illustrates this and the segmentation result is shown in Fig. 3d. Next,
move to Step 2.

3.5 Association of Lines of Adjacent Strips

The lines of individual strips have already been identified in Sect.3.4. Now, it is
required to associate the lines in a vertical strip with the corresponding lines of the
adjacent strips, if any. Here, at any time we consider a pair of adjacent strips. We
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Fig. 3 Tllustration of segmentation of vertically overlapping and touching lines: a Part of a hand-
written manuscript; its leftmost and rightmost strips respectively contain vertically overlapping and
touching lines, b the minimum valley around the middle region of the horizontal projection pro-
file component corresponding to the touching line is identified and shown by a blue circle, ¢ the
overlapping region around the valley of its projection profile is shown by a dotted dark red col-
ored rectangle and the segmentation site of the touching component is shown by a blue colored
oval shape, d the initial line of each of the leftmost and rightmost strips is now segmented into two
separate lines

start with the left most two strips and finish at the rightmost pair. The strategy used
here is described below in a stepwise fashion.

Step 1: Seti=1.

Step 2: Consider the pair of i-th and (i + 1)-th strips until there is no more strip.
Step 3: Consider the next line of (i + 1)-th strip. If there is no more line, increase i
by 1 and go to Step 2, else move to the next Step.

Step 4: If the current line consists of no component which has a part belonging to a
line of the i-th strip, then move to the next Step. Otherwise, associate the current line
of (i + 1)-th strip with the line of i-th strip which accommodates a part of one of its
components. If there are more than one such component common to both the strips
and they belong to different lines of i-th strip, then we associate the present line with
the line of the i-th strip corresponding to the larger component. Go to Step 3.

Step 5: We associate the current line with the line of the i-th strip having the maxi-
mum vertical overlap. If there is no such line in the i-th strip, then we look for similar
overlap with a another strip at further left. If any such strip is found at the left, then
the two lines are associated and otherwise, the current line is considered as a new
line. Go to Step 3.

The above strategy of association of text lines in adjacent strips is further illus-
trated in Fig. 4 using part of the document shown in Fig. 2.
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Fig. 4 Association of text lines of adjacent strips: a Initial segmentation into different lines of the
left strip is shown in color, b lines of initial segmentation of the 2nd strip are associated with the
lines of 1st strip, ¢ lines of initial segmentation of the 3rd strip are associated with the lines of 2nd
strip, d segmented lines of the 4th strip are associated with the lines of 3rd strip

Fig. 5 Final segmentation
result (after postprocessing)
of the example of Fig. 2. O
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3.6 Postprocesing

During initial segmentation of text lines in individual strips described in Sect. 3.3, we
. . . . H,, .
ignore all text components with their profile height less than —%. Here, we consider
the above components and associate them to the lines nearest to them. In the example
shown in Fig. 2, there were 3 such small components which are now associated with

their respective lines. The final segmentation result of this example is shown in Fig. 5.

4 Experimental Results

We simulated the proposed algorithm on the dataset of ICDAR 2013 Handwriting
Segmentation Contest [6]. This data set contains 150 English and Greek (Latin Lan-
guages) and another 50 Bengali (Indian Language) handwritten document images.
We used the evaluation tool provided by the ICDAR 2013 Line Segmentation Con-
test for comparative studies of the proposed algorithm with the methods participated
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Fig.6 Comparative performance evaluation result of the proposed method provided by the ICDAR

2013 line segmentatio

(a)

Y O 5

n contest

O @y Y O
8 @ Bavvani 515 2

Fig. 7 Two peculiar scenarios where the algorithm worked perfectly

(a)

Bl FRIme F 4o S a anfe 4 TEL L e
FEEIT @ 6w @iy doowr A FE B il
79

o4 A figar o
T A E IR

T :-{—:\: Q{l— zyrarer o=

s g9 WE T

e
nyé" 202t

Gr

S erEEnF @ e ol

srfufor 3 FT W Hnr .
3 o 5 FeeeT * 7

ity AT %

e IR |

e=t g e T S

graderr & 2h '4’7;5:%‘%, YARIET o Fw

qmden & FFE T
£ .‘:‘faaj-ﬂ;vr GRS
el |

(c)

fraforeé o T P S

O arloupno euniBms S PESps Tre  BpBuTe aicw et AF
NS cluohpuks  BRIETowpeTIu weneyERR , Trlouestuy Shun ™
% AlSwpe, OuaToRMiui qou motehma AMATIoU  &TRY outh Tm B
Guponins wer obwAr 7oy aheine ans evrw GGUoim  napxy
Ul wTe jrouEr 6T onTIMeIS Qlpaur v I B dshegh 2
bt 10 cuoipud tm Besum . Sve AREnps o Tepim Teus
BIPoTE TO0 wo HBO nX, wstebediouiss A Tm viTie EANE
Ldebeovm e e beprorie puies nw WAsHemer TV Bépiw o0
Alov o petpe ee Bnlbuenes, shNa_xguina 0 ieepi v ®
BUOpE T GRS Teer LetTeie e ARALTHT To ovidiers sl
Npoduubr ®Ne by Jeviveten AposnsPems Wlrowm M L3
Sckobiv b tav  Ausodn, abos Subbiow ble1s o EEF

pingov 1e Anbbuenin e busiiua Bipleve T dhadebis

5

Se%

Sl R
wfreis HTZ e

e "'

=S
- é%?%?ﬁr@ﬁ

ppar A

Cull

Fig.8 A few line segmented handwritten documents of different scripts by the proposed algorithm
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in this contest. The result of this comparison is shown in Fig. 6. The comparison is
provided by the Performance Metric (PM) defined in terms of the measures Detec-
tion Rate (DR) and Recognition Accuracy (RA) as follows:

_ 2(DR X RA) _ 020 RA 020

~ (DR+RA) N’ M’

where 020 is the number of one-to-one matches between result image and ground
truth, N and M are respectively the counts of ground truth result elements.

From Fig. 6, it can be seen that the accuracy of the proposed method on ICDAR
2013 dataset is 97.99 %. Examples of a few difficult situations where the proposed
algorithm performed efficiently are shown in Fig. 7.

In Fig. 8, we show some more results of line segmentation on Devanagari, Ben-
gali, Greek and English handwritten documents

5 Conclusions

In this article, we presented a novel method based on a simple strategy for line seg-
mentation of handwritten documents of different Indian scripts. Its performance on
“ICDAR 2013 Line Segmentation Contest” dataset is quite impressive. The method
works equally efficiently on different types of scripts and can handle various peculiar
situations of handwritten manuscripts. The only situation where we observed con-
sistent failure of the present algorithm is the use of a caret to insert a line just top of
another line of the input document. A few examples of such situations are shown in
Fig. 9.
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Fig. 9 A few failures of the proposed algorithm
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Palmprint Recognition Based on Minutiae
Quadruplets

A. Tirupathi Rao, N. Pattabhi Ramaiah and C. Krishna Mohan

Abstract Palmprint recognition is a variant of fingerprint matching as both the
systems share almost similar matching criteria and the minutiae feature extraction
methods. However, there is a performance degradation with palmprint biometrics
because of the failure of extracting genuine minutia points from the region of highly
distorted ridge information with huge data. In this paper, we propose an efficient
palmprint matching algorithm using nearest neighbor minutiae quadruplets. The
representation of minutia points in the form of quadruplets improves the matching
accuracy at nearest neighbors by discarding scope of the global matching on false
minutia points. The proposed algorithm is evaluated on publicly available high res-
olution palmprint standard databases, namely, palmprint benchmark data sets (FVC
ongoing) and Tsinghua palmprint database (THUPALMLAB). The experimental
results demonstrate that the proposed palmprint matching algorithm achieves the
state-of-the-art performance.

Keywords Palmprint recognition * k-Nearest neighbors + Minutiae and quadruplets

1 Introduction

Due to the growing demand of human identification for many ID services, biomet-
rics has become more attracting research area. Fingerprint recognition system is
more convenient and accurate. Palmprints can be considered as a variant of finger-
prints which shares the similar feature extraction and matching methodology. Palm
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Fig. 1 Palm print image. a Interdigital, b hypothenar, ¢ thenar

consists friction ridges and flexion creases as main features. Due to folding of the
palm the flexion creases will be formed. The palmprint is having three regions
namely hypothenar, thenar and interdigital (see Fig. 1).

In many instances, examination of hand prints like fingerprint and palmprint was
the method of differentiating illiterate people from one another as they are not able to
write. The first known automated palmprint identification system (APIS) [1] devel-
oped to support palmprint identification is built by a Hungarian company. There
are mainly two different approaches in palmprint matching on high resolution palm-
prints, namely, minutiae based [2], ridge feature based [3]. Minutiae based palmprint
matching methods find number of minutiae matches between the input palmprint
(probe) and the enrolled palmprint (gallery). This is the most popular and widely
used approach. In ridge feature-based palmprint matching, features of the palm-
print ridge pattern like local ridge orientation, frequency and shape are extracted
for comparison. These features may be more reliable for comparison in palmprint of
low-quality images than minutiae features. The matching of the palmprint match-
ing algorithm is correct when there are genuine matches (true accepts) and genuine
rejects (true non-matches). The matching is wrong when there are impostor matches
(false accepts) and impostor non matches (false rejects).
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In this paper, a hybrid palmprint matching algorithm is proposed based on k-
nearest neighbor and minutiae quadruplets. The rest of the paper is organized as
follows: the related work is discussed in Sect. 2. In Sect. 3, palmprint feature extrac-
tion is presented. The proposed palmprint matching algorithm is presented using
the representations of quadruplets in Sect. 4. Experimental setup and results for the
proposed algorithm are discussed in Sect. 5. Conclusions are given in Sect. 6.

2 Related Work

Palmprint recognition research mainly concentrates on low-resolution palmprint
images that are captured through low cost cameras [4-8]. These images are usually
captured in a contactless way, the quality is very low. With such low quality, match-
ing will be based on minor and major creases, as the ridges can not be observed. In
[9, 10], researchers tried to explicitly extract and match major creases. In [11], Jain
and Feng et al. proposed a palmprint recognition based on minutiae by segment-
ing the palmprint into multiple sub regions to achieve the acceptable accuracy. In
[12], Dai and Zhou et al. proposed a multi-feature based palmprint recognition sys-
tem, where multiple features including orientation field, density map, major creases
and minutia points are extracted to get higher accuracy. There are few problems in
large-scale palmprint applications. Few of the important problems are skin distor-
tion, diversity of different palm regions and computational complexity.

The existing minutiae based palmprint techniques depend on segmentation to
reduce the time complexity. The enrolled palmprints are divided into equal segments.
As some segments in palmprints are very distinctive, it is possible to discard many
non-mated reference palmprints by comparing the distinctive segments. In this paper,
aminutiae based matching with out segmenting the palmprint is proposed to improve
the accuracy of matching.

3 Feature Extraction

Palmprint feature extraction is challenging problem, in extracting of robust features.
Palmprint image quality is low due to the wide creases (principal lines) present and
more number of thin creases. The size of palmprint image is very large. Full fin-
gerprint at 500 dpi is about 256 kB, where as a full palmprint at 500 dpi is about
4 megapixels. A palmprint feature extraction that is robust enough to deal with the
average quality is not easy to design. The following are the steps involved in feature
extraction of palmprint:

1. Smooth: Smoothing is a simple and frequently used image processing operation
to reduce the noise of the image.
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2. Binarization: In this step, the image is converted to complete black and white
pixels from gray scale.

3. Thinning: Binarized image ridges are converted to one pixel thickness. Which
will be useful for extracting of minutiae.

4. Minutiae Extraction: Minutiae extraction is done on thinned image. When tra-
versing pixel by pixel on a thinned image where the pixel find one neighbor is
End point and three neighbors is bifurcation point.

5. Spurious Minutiae Removal: This is final stage of feature extraction, where the
spurious minutiae due to ridge cuts, border minutiae, bridges, lakes are removed.

The Fig. 2 shows the various phases involved in feature extraction and their cor-
responding output images of palmprint.

4 Proposed Palmprint Matching Algorithm

In this section, the proposed palmprint matching algorithm is explained. The quadru-
plet details are given first and then the k-nearest neighbor matching and global minu-
tia matching using quadruplets is described.

4.1 Quadruplets

Let A be the set of palmprint minutiae and the n-quadruplets can be computed as
follows: The k-nearest neighbors from the set A are computed for all m € A in order
to find all n-quadruplets which have m and three of its nearest minutiae which is
tolerant to the low quality. Figures 3 and 4 illustrate the sample quadruplet represen-
tation of minutiae points. In Fig. 3, ab, bc, cd, ad, bd and ac are euclidean distances
between each pair of minutiae. Each minutia point has mainly 3 characteristics x,
v, Direction. Figure 4 illustrates each minutiae pair features for matching, ab is the
Euclidean distance, b is direction at B, a is direction at minutiae A.

Fig. 