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Preface

The first International Conference on Computer Vision and Image Processing
(CVIP 2016) was organized at Indian Institute of Technology Roorkee (IITR)
during February 26 to 28, 2016. The conference was endorsed by International
Association of Pattern Recognition (IAPR) and Indian Unit for Pattern Recognition
and Artificial Intelligence (IUPRAI), and was primarily sponsored by the Depart-
ment of Science and Technology (DST) and Defense Research and Development
Organization (DRDO) of the Government of India.

CVIP 2016 brought together delegates from around the globe in the focused area
of computer vision and image processing, facilitating exchange of ideas and initi-
ation of collaborations. Among 253 paper submissions, 119 (47 %) were accepted
based on multiple high-quality reviews provided by the members of our technical
program committee from 10 different countries. We, the organizers of the confer-
ence, were ably guided by its advisory committee comprising distinguished
researchers in the field of computer vision and image processing from seven dif-
ferent countries.

A rich and diverse technical program was designed for CVIP 2016 comprising
five plenary talks, and paper presentations in eight oral and three poster sessions.
Emphasis was given to the latest advances in vision technology such as deep
learning in vision, non-continuous long-term tracking, security in multimedia
systems, egocentric object perception, sparse representations in vision, and 3D
content generation. The papers for the technical sessions were divided based on
their theme relating to low-, mid-, and high-level computer vision and image/video
processing and their applications. This edited volume contains the papers presented
in the technical sessions of the conference, organized session-wise.

Organizing CVIP 2016, which culminates with the compilation of these two
volumes of proceedings, has been a gratifying and enjoyable experience for us.

The success of the conference was due to synergistic contributions of various
individuals and groups including the international advisory committee members
with their invaluable suggestions, the technical program committee members with
their timely high-quality reviews, the keynote speakers with informative lectures,

v



the local organizing committee members with their unconditional help, and our
sponsors and endorsers with their timely support.

Finally, we would like to thank Springer for agreeing to publish the proceedings
in their prestigious Advances in Intelligent Systems and Computing (AISC) series.
Hope the technical contributions made by the authors in these volumes presenting
the proceedings of CVIP 2016 will be appreciated by one and all.

Roorkee, India Balasubramanian Raman
Sanjeev Kumar

Partha Pratim Roy
Debashis Sen
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Background Modeling Using
Temporal-Local Sample Density Outlier
Detection

Wei Zeng, Mingqiang Yang, Feng Wang and Zhenxing Cui

Abstract Although researchers have proposed different kinds of techniques for
background subtraction, we still need to produce more efficient algorithms in terms
of adaptability to multimodal environments. We present a new background mod-
eling algorithm based on temporal-local sample density outlier detection. We use
the temporal-local densities of pixel samples as the decision measurement for
background classification, with which we can deal with the dynamic backgrounds
more efficiently and accurately. Experiment results have shown the outstanding
performance of our proposed algorithm with multimodal environments.

Keywords Background modeling ⋅ Temporal-local sample density ⋅ Outlier
detection

1 Introduction

Background modeling methods are very important and essential for many appli-
cations in the fields like computer vision and pattern recognition. More and more
researchers have put their interests in this particular topic, and numerous back-
ground modeling methods have appeared in recent literature. Many of them utilize
parametric models to describe pixel locations and we classify them as parametric
methods. Others we call them samples-based methods which establish their models
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using the set of the previously observed values. Most existing methods can output a
relatively good result when the background only includes a static scene, but when
dealing with scenes containing dynamic background, they often struggled.

A novel background modeling method based on sample density outlier detection
is proposed in this paper. Specifically, we do not estimate the probability density
function of a pixel, instead we utilize the set of previously observed sample values
as the initial background model of the pixel. Then the classification process utilizes
the local background factor (LBF) of a sample to describe the degree of being
background instead of a binary property. Finally, we compare the LBFs of newly
observed values to their nearest neighbors and update the background model. Our
proposed algorithm considers the background classification from a more
temporal-local perspective and experiments have shown that our method outper-
forms other existing algorithms when the scenes contain dynamic backgrounds and
in some color-similar situations.

2 Pixel Model

For each pixel location, we use N to represent the number of the background
samples. In the well-known algorithm, visual background extractor method (ViBE)
[1], to classify a newly observed value, the algorithm compares it with its nearest
values among the background samples by defining a fixed radius and a constant
threshold, which in general, considers background classification from a more global
perspective. Nevertheless, for many stimulating real-world situations, we must
classify the pixels relatively to their local neighborhoods.

To demonstrate, think about the following example given in Fig. 1. This kind of
distribution of background samples may happen very often in scenes with dynamic
backgrounds (tree leafs, water wave, and so on). It should be noted that the dis-
tribution in real world is always in three-dimensional color space while here we
demonstrate to you in two-dimensional space just for perceptual intuition.

Fig. 1 A general sample
distribution of dynamic
backgrounds

2 W. Zeng et al.



In our paper, o, p, and q are used to denote the background samples in a model.
The notation d(p, o) is used to represent the distance between samples p and o. As
to the set of samples, we use C to denote. In this example, both o1 and o3 should be
classified as outliers, which is a terminology in data mining means considerably
different from other samples, whereas o2 should be considered to belong to cluster
C1 even though C1 is much sparser. If measured by the methods using
distance-based classification, o1 can be classified easily as an outlier, o2 may be
misclassified as an outlier depending on the given global parameters. Meanwhile,
o3, which may stand for a color-similar foreground sample, cannot be classified
unless some of C1 are misclassified.

Aiming to solve this notorious and universal problem, we utilize the
temporal-local sample density to describe the degree of a sample being background,
with which we can significantly change the current struggling situation.

3 Framework of Our Proposed Method

First we initialize the background model by the N most recently gained pixel
values, as did in [2]. For each newly observed pixel, we compare the LBF to its
neighborhood to decide whether it belongs to the background or not. That is the
core of our proposed method. The LBF is a description of the possibility of being
background, by comparing the local density of the pixel to its nearest neighbor-
hoods. The LBF measures the degree of possibility instead of a binary property,
which combines the advantage of parametric techniques to the samples-based
methods. At the updating stage, after comparing the LBFs of the newly observed
pixels to the average value of their nearest neighborhoods’ LBFs and determining
whether they belong to background or not, we only update those pixels that are
currently background, and perform this update with the probability t = 1/T, in
which T is the update rate. In order to ensure the spatial consistency of our
background modeling algorithm, we also update (with the probability t = 1/T) one
of the neighboring pixel with its own current pixel value.

4 Local Background Factor

The local background factor is based on the outlier detection model [3] in data
mining, with which we describe the degree of being background for each pixel in
our proposed algorithm. Based on the distance between sample p and an arbitrary
sample o ∈ C, first we define the k-distance of sample p as

• At least there are k samples o′′ ∈C which satisfy the constraint that
dðp, o′Þ≤ dðp, oÞ

• At most there are k − 1 samples o′′ ∈ C\{p} which satisfy the constrain that
dðp, o′Þ< dðp, oÞ
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Having the k-distance of p, we define the k-distance neighborhood of p as the
region including all the samples whose distances from p are smaller than its k-
distance

NkðpÞ= fq∈C\fpgjdðp, qÞ≤ k − distanceðpÞg ð1Þ

In order to reduce the statistical fluctuations of d(p, o) when we calculate the
local density, we define the reachability distance of sample p as

reach − distkðp, oÞ=maxfk − distanceðoÞ, dðp, oÞg ð2Þ

Our goal is to compare the k-distance neighborhood samples’ temporal-local
densities with the newly observed value, which means that we have to calculate the
temporal-local densities of samples dynamically. So we define the temporal-local
reachability density (TLRD) of p as

TLRDkðpÞ=1 ̸
∑

o∈NðpÞ
reach − distkðp, oÞ

NkðpÞj j

2
64

3
75 ð3Þ

Note that the TLRD can be ∞ if the summation of all the distances is 0. If this
situation happens, we can definitely label this sample p as a background pixel.

Finally, the LBF of p is defined as

LBFkðpÞ=
∑

o∈NkðpÞ
TLRDkðoÞ
TLRDkðpÞ

NkðpÞj j ð4Þ

The LBF of sample p describes to what extent we call p a background sample. It
is the mean of the ratio of the TLRD of newly observed value and those of its k-
distance-closest neighbors. We can easily see that if the TLRD of p is lower, and the
TLRDs of p’s k-closest neighbors are higher, the LBF value of p is definitely
higher.

Getting the LBF of a sample offers many advantages. First and the most
important thing is we consider the background classification process from a more
local perspective. We can handle multimodal situations more easily and accurately
with dynamic thresholds according to the neighborhoods instead of a fixed global
parameter. At the updating stage, since we get the LBFs of the samples, we can
purposefully choose the pixels with largest LBFs to be replaced by the new con-
firmed background pixels to ensure the correct update trend, rather than using a
first-in first-out strategy or a random scheme like most other samples-based tech-
niques do.
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5 Experiments and Results

A series of experiments based on data set Wallflower sequences [4] are conducted
to evaluate our proposed method. The algorithm can deal with different categories,
especially scenes with dynamic backgrounds, more accurately and efficiently
comparing to most other existing methods. First we determine our parameters k and
N using the percentage of correct classification (PCC), which is defined as

PCC =
TN +TP

FN +FP +TN +TP
ð5Þ

where TN is short for the true negatives, TP represents the number of true positives,
FN stands for the false negatives, and FP is defined as the false positives.

To choose the best value for k, the evolution of the performance of our proposed
method is computed for k ranging from 1 to 20. Figure 2 shows that when deter-
mined k = 3 and k = 4, we can obtain the best PCCs. As we know, the larger the
value of k is, the slower the computational speed of LBF is. So we determine the
optimal number of k to k = 3. Figure 3 shows PCCs obtained for N ranging from 2
to 100. It is clear from the results that a bigger N provides a better PCC. But it tends
to saturate when numbers are bigger than 20. In our algorithm we select N = 20 as
our optimal value of N to induce the computational cost.

Figure 4 shows some intuitive situations with dynamic backgrounds and the
output of our proposed method. Figure 4a shows a man walks in front of the camera
with shaking trees behind him and Fig. 4b shows the output we get through our

Fig. 2 Determination of parameter k
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method. Figure 4c deals with the similar situation with a man standing in front of a
waving water surface and Fig. 4d shows the result of our method. We find that,
using our proposed method we could get relatively accurate binary maps of fore-
ground objects. Figure 4e demonstrates one kind of situation that the foreground
object has the similar color with the background, for example, the silvery car on the
cement road. Using parametric techniques or distance-based algorithms usually
cannot distinguish the background from the foreground well, but we can get rela-
tively good results using our proposed method because using the local density as
the measurement of decision, we can magnify the difference between the samples.
Figure 4f is the output of the state-of-art algorithm ViBe [1], which shows the
representative output of most existing methods, and Fig. 4g shows the result of our
method. We can see that our algorithm can get more accurate output.

In Table 1, we also give values of average recall, precision, PCC, and
F-measure, of some state-of-the-art methods, using the public dynamic background
data set [5] provided on the website of CDNET (ChangeDetection.NET). The
metrics used are as follows:

Recall =
TP

FN + TP
ð6Þ

Precision =
TP

FP+ TP
ð7Þ

Fig. 3 Determination of parameter N
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F −Measure =
2* Precision * Recall
Precision +Recall

ð8Þ

Table 1 shows that our proposed method outperforms other methods when
dealing with dynamic backgrounds. The average precision has a great improvement
against ViBe. Although the PCC is at the average level, the average F-Measure of
our method gains a significant performance improvement.

Fig. 4 Results of our proposed method dealing with scenes with dynamic backgrounds and
color-similar situation
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6 Conclusion

In this paper, we propose a novel background modeling based on temporal-local
sample density outlier detection. We calculate the LBF of each sample and classify
the newly observed values by comparing their LBFs with their nearest neighbor-
hoods. The proposed method can deal with scenes containing dynamic backgrounds
more efficiently and get more accurate results compared to other existing methods.
Future work will be focused on the modification of the determination rules and the
improvement of the computational speed.
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Analysis of Framelets
for the Microcalcification

K.S. Thivya and P. Sakthivel

Abstract Mammography is used commonly to detect the cancer in breast at the
early stage. The early stage of breast cancer detection helps in avoiding the removal
of breast in women and even the death caused due to breast cancer. There are many
computer aided softwares that are designed to detect breast cancer but still only
biopsy method is effective in predicting the exact scenario. This biopsy technique is
a painful one. To avoid this, a novel classification approach for classifying
microcalcification clusters based on framelet transform is proposed. The real -time
mammography images were collected from Sri Ramachandra Medical Centre,
Chennai, India in order to evaluate the performance of the proposed system.
The GLCM features (contrast, energy and homogeneity) are extracted from the
framelet decomposed mammograms with different resolution levels and support
vector machine classifier is used to classify the unknown mammograms into normal
or abnormal initially and then further classifies it as benign or malignant if detected
as abnormal. The result shows that framelet transform-based classification provides
considerable classification accuracy.

Keywords Framelet transform ⋅ Support vector machine ⋅ GLCM features
(contrast, energy and homogeneity) ⋅ Microcalcifications and Mammography

1 Introduction

As per the medical research reports, one of the important criterion for death in
women, is due to breast cancer. Microcalcification which is a major indicator of
breast malignancy is classified by many methods. A matrix consisting of wavelet
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coefficients of each image is used; then by selecting the threshold the Euclidian
distance is maximized by the columns and the classification is done by using the
features which are nothing but the selected columns [1]. DT CWT is used for
decomposing the mammograms for different levels and SVM is used for the clas-
sification of breast cancer [2]. Two-stage wavelet transforms is applied for detecting
and segmenting the granular microcalcifications [3]. Skewness and kurtosis prop-
erty is used for detecting the microcalcification [4]. Texture features were extracted
and the SVM is used for classification purpose [5].

Curvelet transform is employed in extracting the features of texture [6]. The Split
Bregman method is used to sort out the resulting minimization problem [7]. Lin-
earized Bregman iteration is proposed and analyzed for image deblurring in tight
frame domains [8]. For image fusion, framelet transform is used [9]. Segmentation
and surface reconstruction is done by using wavelet frame models [10].

Neural network is used as a classifier and the equivalent regularization properties
has been discussed [11]. For detecting microcalcification automatically several
state-of-the-art machine learning methods are discussed [12]. An automatic detec-
tion method for both the microcalcification and masscalcification is explained by
using a feed forward neural network [13]. Different textural features are extracted
and neural network is employed to classify the mass automatically [14]. Gabor
wavelet features of textural analysis are discussed [15].

The scheme proposed for the classification of mammogram as normal/abnormal
and benign/malignant for microcalcification is shown in Fig. 1. The GLCM features
from framelet decomposed mammogram are extracted and fed to SVM classifier
linear kernel. The flow of the paper is as follows. The explanation of the flow

Fig. 1 Flow chart of analysis of framelets for the microcalcification
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diagram of the proposed system is discussed in Sect. 2. An explanation of material
used in the propose system and the ROI extraction from the mammograms is
discussed in Sect. 2.1. The details of feature extraction using framelet transform are
given in Sect. 2.2. Section 3 deals with the demonstration of the proposed system
and Sect. 5 gives the classification rate results and concludes the proposed system.

2 Methodology

The proposed method is used to classify whether the given mammogram is a
normal or abnormal one. If any abnormality is detected, then the second stage of
classification is done to identify whether it is benign or malignant. To do this, a
two-phase operation is involved. In the first phase, the system is trained with the
images to detect whether it is normal or abnormal, for processing this, a framelet
transform is applied. Framelet transform is used because it can be much more
directionally selective for image processing and has shift invariant property. It is
also less sensitive to corruption.

At various levels of decomposed framelets the GLCM features are extracted. The
feature that shows the similarity is grouped to a same class and is used as reference
for classification. In the second phase the similar steps are repeated to construct
another database for classifying benign and malignant. For both the stages, separate
SVM linear kernel is used to classify by making use of the two different databases
created for the two phases mentioned above.

2.1 Material Used

The real-time digital mammogram images were collected from Sri Ramachandra
Medical Centre, Chennai. The size of the image is 1024*1024. Half of the image
contains only the background information; therefore, a manual cropping is done to
remove the background information. This is done by aligning the centre of ROI
with the given centre of abnormality by the database provided. The cropped ROI
size is 256*256. Generally, a mammogram can be filmed in four different angles. In
the proposed system, the MLO view images are only considered because it covers
most of the upper quadrant breast and also the arm pit area. The training set images
for benign and malignant classification is presented as a tabular column below for
an overview of how the database was constructed from the collected data (Table 1).

2.2 Framelet Feature Extraction

The framelet transform is applied for the images which will in turn provide us the
framelet decomposition. For different levels of decomposed framelets feature
extraction is done. In this proposed method, GLCM features are classified.
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Table 1 Tabular column of the collected database to train the proposed system

No MLO Zoomed MLO Us report Histopathology
report

1 Spiculated,
microlobulated
masses with nipple
retraction and
probable malignant
right axillary
lymphadenopathy—
right breast (BIRADS
VI)

Positive for
malignant cells

2 Focal macro
calcification left
breast {BIRADS II)

Cytology is
suggestive of a
benign breast
lesion

3 Fibroadenoma with
cystic degeneration
and calcific foci in the
left breast—BIRADS
III

Features are that
of benign lesion

4 Hypo echoic lesion in
left breast subareolar
region at 8–9 o’clock
position. The lateral
aspect of the lesion
appears well defined,
while the medial
aspect appears
ill-defined with
speculated margins.
Calcific specks noted
within.-f/s/o
malignant mass

Cytology is
positive for
malignant cells
suggestive of
invasive ductal
carcinoma

5 Irregular spiculated
mass lesion with
group of
microcalcification
within the mass—
right breast with
multiple right axillary
lypmh nodes showing
loss of fatty hilum.
(birads v)

Positive for
malignant cells

(continued)
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The GLCM features are contrast, energy and homogeneity. These features are
calculated by the formulae given below in [16].

ið ÞHomogeneity angular secondmomentð Þ−ASM= ∑
G− 1

i = 0
∑
G− 1

j = 0
fP(i, j)g∧ 2 ð1Þ

iið ÞContrast = ∑
G− 1

n= 0
n∧ 2 ∑

G

i= 1
∑
G

j= 1
P i, jð Þ

( )
, ji− jj=n ð2Þ

iiið ÞEnergy= ∑
2G− 2

i = 0
iPx+yðiÞ ð3Þ

Table 1 (continued)

No MLO Zoomed MLO Us report Histopathology
report

6 Features are
suggestive of
multicentric breast
carcinoma—right
breast (birads 5)

Positive for
malignant cells

7 Cyst with thin septa
—left breast (u -3)

Benign breast
tissue

8 Hypoechoic lesion at
12’o clock position in
the right breast—
birads iii

Histology shows
features of a
benign breast
lesion

9 Spiculated,
microlobulated
masses with nipple
retraction and
probable malignant
right axillary
lymphadenopathy—
right breast (birads vi)

Positive for
malignant cells

10 Simple cyst in right
breast-birads ii

Features are in
favour of benign
proliferative
breast disease
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The extracted features are used for reference and are created as a database. Two
sets of databases are created, one for normal and abnormal and the second one is for
benign and malignant. Using the database, the two-stage SVM classifier classifies
the image type at each level.

3 Demonstration of the Proposed System

The prototype of proposed breast cancer diagnosis system discussed in the previous
section is established in this section. It allows the radiologists to have easy access to
the system and helps them in diagnosing breast cancer using digital mammograms.
A PC platform is required to run the proposed system. Figure 2 shows the complete
generalized frame of the proposed system.

In order to display the acquired digital mammogram, a larger window is
designed inside the frame. Also, a small window is designed for displaying the ROI
region. The right side of the frame contains a toolbar for accessing the various
functions of the proposed system such as selection of input images, ROI extraction,
saving the extracted ROI and classification processes. Initially, only the “Input
Image” pushbutton is enabled for selecting the mammogram for diagnosis. All other
functions are disabled. The “Input Image” pushbutton allows the user to select the
digital mammogram for diagnosis. As soon as the mammogram is selected, it will

Fig. 2 A complete generalized frame window of the proposed system
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be displayed in the larger window of the frame which is shown in Fig. 3. Also the
“Extract ROI Image” pushbutton is enabled.

When the “Extract ROI Image” pushbutton is clicked, the first module of the
system, i.e. ROI extraction is executed that allows the user for selecting the sus-
picious region from original mammogram image. Figure 4 shows the screenshot of
the ROI extraction module. The user has to click the approximate centre of the
abnormality or the ROI that has to be diagnosed. This produces an ROI of size
256 × 256 pixels around the centre of abnormality as shown in Fig. 5. The “save
ROI” pushbutton enables the user to save the extracted ROI for further analysis.
After ROI extraction, the system is ready to analyze the abnormality in the ROI. To
ease the analysis, the other modules of the proposed system such as feature
extraction and classification stages are integrated into a single step.

To execute the stage I classification ‘Normal/Abnormal’ pushbutton and for
stage II classification, “Benign/Malignant” pushbutton is designed. If the diagnosis
of the given ROI is abnormal then only the stage II classification is enabled and the
user has to click the “Benign/Malignant” pushbutton to find the abnormality of the
ROI. Finally, the diagnosis report is also generated in the “Diagnosis Report” page.
The progress bar in the frame visualizes the progression of the proposed cancer
diagnosis system. Figures 6 and 7 show the entire system output for normal and
abnormal cases, respectively.

Fig. 3 A selected mammogram in the larger window
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Fig. 4 Screenshot of ROI extraction process

Fig. 5 Acquired digital mammogram and the selected ROI in the respective windows
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Fig. 6 Entire system output: normal mammogram

Fig. 7 Entire system output: abnormal mammogram
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4 Classification Accuracy Based on Framelet Transform

The framelet transform is used to represent the mammogram in multi-scale repre-
sentation. The size of ROI extracted from the original mammogram image is
256*256. Up to eighth level the decomposition is available for the given image. In
each level, the GLCM features extracted from each subbands are used as the feature
vector of the corresponding mammogram (Table 2).

5 Conclusion

The proposed system performs well with the real time data collected from the
hospital. In each fold, two-third of the total images are randomly selected to train
the classifier while the remaining images are employed for testing. It can be con-
cluded from the table that the extracted features based on piecewise cubic framelet
produces higher accuracies than Haar and piecewise linear. The satisfying highest
classification accuracies obtained are 98 % and 100 % for stage 1 and 2 classifier,
respectively.

In order to take the work to next level, the application of the proposed system on
all the four views of mammographic images can be done. In the feature extraction
stage, other multiresolution and multidirectional analyses such as Shearlet trans-
form, Contourlet transform can be used. In addition to GLCM feature extraction,
other features such as statistical features, geometry features, etc., can also be cal-
culated to create a more accurate database for reference thereby increasing the
classification accuracy. By employing the above-mentioned changes, the biopsy
method can be fully eliminated through helping the patients from pain and mental
stress.

Table 2 Classification accuracy of the proposed microcalcification system using ROI

Framelet filter Stage Classification rate (%)
Decomposition level
1 2 3 4 5 6 7 8

Haar I 81 81 85.13 85.54 87 88.53 86 93
II 85 85 90.12 91 93 93 95.16 96.17

Piecewise linear I 93 90 89.76 93 96 94 90 90
II 96.83 100 100 100 97 97 94.31 94.31

Piecewise cubic I 93 95.84 98 98 97 98 93.41 91
II 100 100 100 95 94 93.24 91 91.32

20 K.S. Thivya and P. Sakthivel



References

1. Ibrahima Faye and Brahim Belhaouari Samir, “Digital mammograms Classification Using a
Wavelet Based Feature Extraction Method”, IEEE conference on Computer and Electrical
Engineering, 2009, pp 318–322.

2. Andy Tirtajaya and Diaz D. Santika, “Classification of Micro calcification Using Dual-Tree
Complex Wavelet Transform and Support Vector Machine”, IEEE International Conference
on Advances in Computing, Control and Telecommunication Technologies, December 2010,
pp 164–166.

3. R.N. Strickland & H.I. Hahn, “Wavelet Transform for detecting micro calcification in
Mammograms”, IEEE Transactions on Medical Imaging, Vol. 15, April 1996, pp 218–229.

4. K. Prabhu Shetty, Dr. V. R. Udupi, “Wavelet Based Microcalcification Detection on
Mammographic Images”, IJCSNS International Journal of Computer Science and Network
Security, vol. 9 No. 7, July 2009, pp. 213–217.

5. Sara Dehghani and Mashallah Abbasi Dezfooli, “Breast Cancer Diagnosis System Based on
Contourlet Analysis and Support Vector Machine”, World Applied Sciences Journal, vol.
13 (5), 2011, pp 1067–1076.

6. Mohamed Meselhy Eltoukhy and Ibrahima Faye, “Curvelet Based Feature Extraction Method
for Breast Cancer Diagnosis in Digital Mammogram”, IEEE International Conference on
Intelligent and Advanced Systems, June 2010, pp 1–5.

7. Jian-Feng Cai, Hui Ji, Chaoqiang Liu and Zuowei Shen, “Framelet-Based Blind Motion
Deblurring From a Single Image”, IEEE Transactions on Image Processing, vol. 21, no. 2,
February 2012.

8. Jian-Feng Cai, Stanley Osher and Zuowei Shen, “Linearized Bregman Iterations for Frame
Based Image Deblurring”, SIAM Journal on Imaging Sciences vol. 2, no. 1, January 2009.

9. M. J. Choi, D. H. Lee and H. S. Lim, “Framelet-Based Multi Resolution Image Fusion with an
Improved Intensity-Hue-Saturation Transform”, The International Archives of the Pho-
togrammetry, Remote Sensing and Spatial Information Sciences, vol. 37, Part B7, 2008.

10. Bin Dong and Zuowei Shen, “MRA Based Wavelet Frames and Applications: Image
Segmentation and Surface Reconstruction”, Proceedings of the International Society of Optics
and Photonics”, 2012.

11. Smola A. J., Scholkopf B., and Muller K. R., “The connection between regularization
operators and support vector kernels”, Neural Networks New York, vol. 11, November 1998,
pg 637–649.

12. Liyang Wei, Yongyi Yang, Robert M. Nishikawa and Yulei Jiang,” A Study on Several
Machine –Learning Methods for Classification of Malignant and Benign Clustered
Microcalcifications”, IEEE Transactions on Medical Imaging, vol 24, No. 3, March 2005.

13. De Melo, C. L., Costa Filho, C. F., Costa, M. G & Pereira, W. C, “Matching input variables
sets and feed forward neural network architectures in automatic classification of microcal-
cifications and microcalcification clusters”, 3rd International Conference on Biomedical
Engineering and Informatics (BMEI), Vol. 1, pp. 358–362, 2010.

14. Cascio, D. O. N. A. T. O., Fauci, F., Magro, R., Raso, G., Bellotti, R., De Carlo, F & Torres,
E. L, “Mammogram segmentation by contour searching and mass lesions classification with
neural network”, IEEE Transactions on Nuclear Science, Vol. 53, No. 5, pp. 2827–2833,
2006.

15. B. S. Manjunath & W. Y. Ma (1996), “Texture feature for browsing and retrieval of image
data”, IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. No. 18(8), pp:
837–842.

16. Steve R. Gunn,”Support Vector Machines for Classification and Regression”, Technical
report, University of Southampton, 10 May 1998.

Analysis of Framelets for the Microcalcification 21



Reconfigurable Architecture-Based
Implementation of Non-uniformity
Correction for Long Wave IR Sensors

Sudhir Khare, Brajesh Kumar Kaushik, Manvendra Singh,
Manoj Purohit and Himanshu Singh

Abstract Infra Red (IR) imaging systems have various applications in military and
civilian sectors. Most of the modern imaging systems are based on Infra Red Focal
Plane Arrays (IRFPAs), which consists of an array of detector element placed at focal
plane of optics module. Performance of IRFPAs operating in Medium Wave Infra
Red (MWIR) and Long Wave Infra Red (LWIR) spectral bands are strongly affected
by spatial and temporal Non-Uniformity (NU). Due to difference in the photo
response of detector elements within the array, Fixed-Pattern Noise (FPN) becomes
severe. To exploit the potential of current generation infrared focal plane arrays, it is
crucial to correct IRFPA for fixed-pattern noise. Different Non-Uniformity Correc-
tion (NUC) techniques have been discussed and real-time performance of two-point
non-uniformity correction related to IR band is presented in this paper. The proposed
scheme corrects both gain and offset non-uniformities. The techniques have been
implemented in reconfigurable hardware (FPGA) and exploits BlockRAMmemories
to store the gain and offset coefficients in order to achieve real-time performance.
NUC results for long-range LWIR imaging system are also presented.

1 Introduction

Infrared (IR) imaging systems are widely used in a variety of applications like
remote sensing, surveillance, medical, fire and mine detection, etc. Largely, Infrared
imaging systems are based on the Infra Red Focal Plane Array (IRFPA) [1], which
consists of an array of infrared detector elements aligned at focal plane of the
imaging system [2, 3]. Recently, there has been an increasing research in IR
detector technologies that resulted in realization of large detector formats like

S. Khare (✉) ⋅ M. Singh ⋅ M. Purohit ⋅ H. Singh
Instruments Research and Development Establishment,
Dehradun 248008, India
e-mail: sudhir_khare@hotmail.com

B.K. Kaushik
Indian Institute of Technology, Roorkee 247667, India

© Springer Science+Business Media Singapore 2017
B. Raman et al. (eds.), Proceedings of International Conference on Computer Vision
and Image Processing, Advances in Intelligent Systems and Computing 459,
DOI 10.1007/978-981-10-2104-6_3

23



640 × 512, 1024 × 768, etc., having smaller pitch and better thermal sensitivity.
The performance of IR detector is strongly affected by several degrading factors
such as the lens diameter causing blurred image, detector’s photo response resulting
in intensity loss, under sampling because of limited active area of each detector
(limited pixel size), Poisson (shot) noise and the additive Johnson noise generated
by the electrons. One of the most challenging and degrading effect is caused by
random spatial and temporal photo response non-uniformity of photodetectors.
Since each individual detector in the array has a different photo response under
identical irradiance, due to mismatch of fabrication process, it results in
fixed-pattern noise (FPN) or non-uniformity [4] superimposed on the true image.
These fluctuations between pixels leads to degradations such as 1/f noise associated
with detectors, corresponding readout input devices and the nonlinear dependence
of the detector gain. This non-uniformity changes slowly in time with change in the
FPA temperature, bias voltages, and scene irradiance. These changes reflect in the
acquired image in the form of a slowly varying pattern superimposed on the image
resulting in reduced resolving capability. NUC techniques normally assume a linear
model for the detectors, characterizing thus the non-uniformity response problem as
a gain (responsivity) and offset (detector-to-detector dark current) estimation
problem.

2 Non-Uniformity Correction (NUC): Concepts

The non-uniformity arises due to number of factors, prominent among which are the
large variation in responsivity (gain) and detector-to detector dark current (offset).
The magnitude of the offset and gain variation depends on the two things: (i) the
active material of IRFPA and (ii) the technology used to fabricate the FPA detector.
The responsivity variations is the least (∼1 %) in case of PtSi Schottky barriers, but
may be quite large (∼10 %) in case of MCT-based detectors.

Each detector element is associated with a fixed offset which is different for the
different elements which is known as Fixed-Pattern Noise (FPN) offset. Gain of
each detector element is not ideal (Gain = 1). It differs from pixel to pixel, due to
which there will be variation in output of the particular element. These variation
needs to be compensated. Non-uniformity between pixels values is represented by
equation of line shown in Fig. 1.

Gain of detector element is represented as slope of the line (i.e., m1) passing
through origin (assuming zero FPN offset) thus for m1 = 1 no correction is required
to the detector output. For gain other than unity the detector output will have to be
multiplied by the reciprocal of the gain value for that element to get correct pixel
value. Similarly FPN offset in the detector output represented as b, i.e., offset of the
line with reference to origin on y-axis. Hence, to get the correct pixel value, the
FPN offset will be subtracted through the detector output. Thus, the NUC includes
both offset and gain compensation.
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Several NUC techniques have been tried out to overcome the problem of
fixed-pattern noise in IR detector array. Keeping vast application area of infrared
imaging system, a continuous development is in progress to improve the NUC
techniques. Mainly there are two types of NUC techniques: (i) Calibration
method-based [5] NUC techniques (ii) Scene-based [6–8] NUC techniques.

2.1 Calibration-Based Techniques

To correct for non-uniformities, simplest and most accurate methods is
calibration-based method. Single point correction (SPC), two-point correction
(TPC) and multiple point correction (MPC) methods are common method which
fall under calibration-based techniques. Parameters like gain and the offset are
estimated by exposing FPA to a uniform IR radiation source at one or more tem-
peratures. The response of the individual pixels is recorded simultaneously to
calculate gain and the offset coefficients. In case of TPC and MPC, two and more
temperatures are used, respectively, to compute gain and offset coefficient. These
coefficients are stored in suitable format and then used to compensate for the
non-uniformity using associated sensor on-board electronics. The performance of
the present method is optimal when the detector response varies linearly and is time
invariant between the calibration temperatures.

2.2 Scene-Based Non-uniformity Compensation

The scene-based non-uniformities compensation [9] uses different image processing
algorithms by exploiting change in the actual scene-related features or the motion in
order to compute coefficients of scene temperature per detector. The true image from
the fixed-pattern noise-affected scene is generated by compensating these
scene-based coefficients. Statistically, the temperature diversity provides a reference
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point which is common to all detectors. The detectors response can be normalized
for the non-uniformity based upon this reference point calculation. These algorithms
are difficult to implement in real time and they do not provide the required radio-
metric accuracy. Since the scene-based NUC algorithms normally use motion as one
of the criteria for separating the true image from the FPN, these algorithms usually
leave artifacts in the image due to presence of non-moving objects, which are
required to be corrected algorithmically.

3 The Mathematical Model of Calibration-Based
Techniques

In order to provide completeness, calibration-based NUC been presented. Com-
putational complexity and implementation strategy of these models have also been
presented.

3.1 Single Point Correction (SPC)

The SPC method is used to correct the offset of every pixel in the IRFPA. This is
performed by placing a uniform IR radiation source in front of the imager lens.
Using one point correction, the fixed-pattern noise will be minimum at the reference
temperature and with perfect correction [3]; there will be no fixed-pattern noise at
reference temperature (Fig. 2). The residual FPN is produced due to the different
spectral response of detectors along with the truncation errors in the normalization
algorithm. Fixed-pattern noise tends to increase as the background temperature
deviates from the reference calibration temperature. This increase depends upon
how far the detector responsivity curves deviates from linearity. This method is
used to update an existing NUC and can be performed in the field environment
easily.
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3.2 Two-Point Correction (TPC)

The most common and widely used method to correct for non-uniformity of
IRFPAs is the TPC method. In two-point correction method [10, 11], the spatial
noise will be minimum at two reference intensities and increases for other inten-
sities. There is a curve known as W-curve (Fig. 3) where, in the region between two
references, the spatial noise is less compared to the spatial noise outside two ref-
erences. This method uses two uniform IR sources at two different temperatures (T1
and T2) to estimate the gain and offset of each detector element to compensate the
non-uniformity.

3.3 Multiple Point Correction (MPC)

To cater for wide operating temperature ranges, multi point correction technique
[12] is most suitable method for non-uniformity correction. MPC also known as
piecewise-linear correction method is an extension of the two-point method where,
a number of different temperature points are used to divide the nonlinear response
curve into several piecewise linear sectors to correct for non-uniformity. The
fixed-pattern noise may be additive or multiplicative, for arrays with dark currents,
the noise powers are additive and arrays with different responsivities produce
multiplicative noise. The response of detector element in an FPA is nonlinear in
nature, but it is modeled as a linear response having a multiplicative gain and an
additive offset.

A two-point non-uniformity correction assumes that the value of each pixel can
be corrected by multiplying it by gain and adding an offset to it. The measured
signal Yij for (ij)th detector element in the FPA at given time t can be expressed as:
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Yij tð Þ= αij tð Þ.Xij tð Þ+ βij tð Þ ð1Þ

where, αij(t) and βij(t) are the gain and offset of the (ij)th detector element, and
Xij(t) is real irradiance received by the detector element.

From Eq (1), the real incident radiation (irradiance) is given by

XijðtÞ= YijðtÞ− βijðtÞ
αijðtÞ ð2Þ

Now to perform 2 point calibration, IR imaging system captures the images
corresponding to lower and higher temperature from uniform radiation source
(blackbody).

Defining αij(t) [11]

αijðtÞ= T2ij −T1ij
M2 −M1

ð3Þ

βij tð Þ=M1 − αij tð Þ.T1ij ð4Þ

M =
1
m.n

∑
m

i=1
∑
n

j=1
Tij ð5Þ

where T1ij(t) & T2ij(t) are (ij)th detector element intensities at lower and higher
temperatures at time t [4]. M1 and M2 are mean intensities (mean signal output) of
the all detector elements in one frame (76,800 values in 320 × 256 FPA) at lower
and higher temperatures. Corrected output of (ij)th detector element can be obtained
from Eq. (1) using values of αij(t) and βij(t) calculated from Eqs. (3) and (4).

In staring IR focal plane arrays, each detector will have different gain and offset
coefficient and this variation produces fixed-pattern noise. Figure 4 shows signal
outputs of different detectors for same input intensities.
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Figure 5 illustrates the normalized output after correction at two points
Fixed-pattern noise will be minimum at two reference temperatures T1 and T2; it
increases for any other reference temperature. If all detectors had linear respon-
sivities, then all the curves would coincide (as shown in Fig. 5), spatial noise is
minimum between T1 and T2. The residual spatial noise is present at temperature T.

4 Application to LWIR Imaging System

The two-point NUC scheme is implemented under the present scope of work and
tested on LWIR cooled Imaging system based on 320 × 256 MCT-based IR
focal plane array.

Design parameters of LWIR Imaging System

• Spectral band: 8–12 μm (LWIR)
• Detector: 320 × 240 MCT IRFPA (cooled)
• F-number: 2
• Aperture Dia: 130 mm
• Spatial Resolution: 115 μrad
• Video output: CCIR-B, 50 Hz

The LWIR imaging system electronics board generates detector interface sig-
nals, performs two-point non-uniformity correction, image processing tasks and
finally generates CCIR-B compatible video output. Two sets of image data are
cap re 10°C and higher temperature 35 °C, respectively, with integration time of 20
μs. Twelve image frames at each lower and higher temperature are acquired to
correct the temporal noise and used to compute gain and offset coefficient. These
gain and offset coefficients are used to correct the uncorrected image data. Figure 6a
shows the raw IR image and Fig. 6b shows the image after NUC. Figure 7a, b
shows the 3-Dimensional representation (histogram) of image data before and after
NUC. Figure 8a, b illustrates the IR image from LWIR imaging system before and
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after two-point NUC. To determine the effectiveness of given NUC method, the
Image quality measurements which are performed on the corrections (after NUC)
are crucial. This method is offline calibration at factory level, thus, different tables
for different temperature ranges are stored in Look up Tables (LUTs) and user can
select the desired table as per field environmental conditions.

Fig. 6 Image frame a before and b after two-point NUC

Fig. 7 3-Dimensional plot a raw data and b data after NUC

Fig. 8 Image frame a before and b after two-point NUC
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Figure 9a, b illustrates the result of another IR image before and after two-point
NUC.

In the present work, Residual Fixed-Pattern Noise (RFPN) [13, 14] is used to
measure the NUC capability of the proposed method.

RFPN=
Standard Deviation (Output level)

Mean (Output level)
ð6Þ

RFPN=
SD
M

=
1
m.n

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
m

i=1
∑
n

j=1
xij− yijð Þ2

s

ð7Þ

where xij is corrected image, yij is reference two-point calibrated image, and (m. n)
is total number of pixels in the image frame.

After NUC correction, Measured StandardDeviation ðσÞ=64.1784

Mean Mð Þ=1452

So, measured Residual Fixed-Pattern Noise RFPN = σ
M = 0.0442

5 FPGA-Based Hardware Implementation

The NUC correction implemented in present work is based upon classical two-point
NUC correction algorithms. FPGA-based Architecture of prototype hardware is
shown in Fig. 10. IR detector having array of size 320 × 240 producing 14-bit
digital data is exposed to a uniform IR source, i.e., blackbody at lower and higher
temperature. Raw video digital data at different temperatures is stored in the SRAM
through a serial link, this data is used to calculate the offset and gain coefficients.
This is a time consuming and complex task to perform, where around 76,800 pixels
with 14 bit data are processed. Since, these values are only valid for a given
ambient temperature, the gain and offsets coefficients are stored in two flash

Fig. 9 Image frame a before and b after two-point NUC
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memories having the capacity of at least one image frame. The implementation is
carried out in an FPGA (Xilinx XC5VLX110)-based electronics board [15, 16].
Flash memory controller detector interfaces are designed in RTL using VHDL [17]
and processing module to apply these coefficients on incoming data has also been
designed in VHDL (employing Xilinx ISE tool). The data path and control path is
designed to exploit the parallism within the processing block to achieve real-time
performance. Resource utilization of the targeted device is given in Table 1.
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Fig. 10 FPGA-based hardware implementation of two-point NUC

Table 1 Device utilization summary

Device utilization summary
Logic utilization Used Available Utilization (%)

Number of slice flip flops 4,578 69,120 6
Number of occupied slices 2,159 17,280 12
Number of slices LUTs 5,006 69,120 7
Number of BUFG/BUFGCTRLs 7 128 28
Number of BlockRAM/FIFO 20 200 5
Number of DSP48Es 11 64 17
Number of DCM_ADVs 2 12 16
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6 Conclusion

In the present paper, an approach namely blackbody calibration to perform NUC
using two-point method is implemented on LWIR 320 × 240 IRFPA-based
imaging system. There is significant reduction in FPN in the output images obtained
after NUC. The experimental results confirm that the two-point calibration-based
methods using uniform IR radiation source are effective and efficient for real-time
correction of fixed-pattern noise visible due to non-uniformity. The real-time
implementation of FPGA-based hardware architecture and realization using the
2-point NUC algorithm is also given for LWIR imaging system.
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Finger Knuckle Print Recognition Based
on Wavelet and Gabor Filtering

Gaurav Verma and Aloka Sinha

Abstract Biometric systems are used for identification- and verification-based
applications such as e-commerce, physical access control, banking, and forensic.
Among several kinds of biometric identifiers, finger knuckle print (FKP) is a
promising biometric trait in the present scenario because of its textural features. In
this paper, wavelet transform (WT) and Gabor filters are used to extract features for
FKP. The WT approach decomposes the FKP feature into different frequency
subbands, whereas Gabor filters are used to capture the orientation and frequency
from the FKP. The information of horizontal subbands and content information of
Gabor representations are both utilized to make the FKP template, and are stored for
verification systems. The experimental results show that wavelet families along
with Gabor filtering give a best FKP recognition rate of 96.60 %.

Keywords Biometric recognition ⋅ Finger knuckle print ⋅ Wavelet transform ⋅
Gabor filter

1 Introduction

In real-life applications, biometrics-based information security systems are much
more advanced and reliable over knowledge-based systems because of its ability to
access information with authenticity of a person [1]. Biometric features have been
widely used for recognition systems. In the field of biometric research, researchers
have investigated new biometric trait known as finger knuckle print [2]. The FKP
refers to the morphological features around the phalangeal joints when the fingers
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are slightly bent. These textural features are unique and highly distinctive and have
the potential to discriminate between individuals. In comparison to other biomet-
rics, it has several advantages such as easy accessibility, requires contact less image
acquisition systems, does not involve any kind of emotions or expressions, and
provides stable recording of features. In addition, it also has no stigma associated
with criminal investigation, and the user acceptance is high because of easier
implementation in real-time applications. Recently, some researchers have inves-
tigated the utility of the FKP features for person identification and verification
[3–5]. It is found from reported work that multiresolution analysis of the FKP has
not been explored for the design of the recognition system.

Wavelet analysis is one of the useful techniques for multiresolution analysis
[6, 7]. This is used to decompose the image into several frequency subbands at
different resolutions. Many researchers have investigated biometric-based recog-
nition system using the wavelet [6–8]. The attractiveness of wavelet analysis also
includes low computational cost but it does not extract directional information. In
order to extract directional feature, Gabor filters is an important tool that shows
features at different orientations and frequencies of the image [9, 10]. The inclusion
of directional features can help in improving the recognition performance.

In this paper, the WT and Gabor filtering are used for FKP verification system.
The features of subband using WT carries useful and distinct features and Gabor
representation give different orientation and frequency information, which is uti-
lized for FKP recognition. The proposed scheme exhibits improved verification
performance with a low value of EER.

2 Methodology

In this section, wavelet and Gabor filtering-based schemes are briefly described.

2.1 Wavelet Scheme

Discrete wavelet transform (DWT) decomposes the image into approximation and
details subbands using filter banks [7]. These filter banks consist of low pass filters
and high pass filters, which is followed by subsampling operation by a factor of two
ð↓2Þ as shown in Fig. 1.

Here, the ‘LL1’ subbands are obtained through a series of low pass filtering
operation and show coarser representation of the original FKP image, which pos-
sesses lower frequency components [6]. The ‘LH1’ subbands are obtained by a
sequence of low pass and high pass filtering which provides extraction of horizontal
information of FKP. The ‘HL1’ subband is the result of applying high pass filtering
followed by low pass filtering. It provides vertical direction details of FKP images.
The ‘HH1’ subband is identified through sequentially high pass filtering operation
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and gives high frequency characteristics of FKP. This region is known as diagonal
detail. This process is implemented iteratively to represent more decomposition
levels of desired resolution.

2.2 Gabor Filter

Gabor filtering is a useful tool for feature extraction and texture classification in
image processing and computer vision application [9–11]. The Gabor filters are
designed by combining complex sinusoidal wave and Gaussian functions as:

Gðx, y, σ,⊖, γÞ=exp − x′ 2 + γ2y′ 2 2̸σ2
� �

⋅ exp i 2πx′ λ̸+ψ
� �� � ð1Þ

where, x′ = xcosƟ + ysinƟ, y′ = −xsinƟ + ycosƟ, λ is the wavelength of sinusoidal
wave, σ represents the width of the Gaussian function, ψ represents the phase
offset, and γ is known as spatial aspect ratio of the Gabor function. The orientation
of an image can be obtained as Ɵi = iπ/6, (i = 0–5). Therefore, the design of Gabor
filters requires a set of filter parameters to capture the orientation and spatial fre-
quencies, which are listed in Table 1 and the designed filters are shown in Fig. 2.

Fig. 1 Representation of one level 2D-DWT decomposition of FKP features

Table 1 The Gabor filters
parameter

S. no. Size Ɵi λ σ ψ
1 17 × 17 0 6 2.5 0
2 17 × 17 π/6 6 2.5 0
3 17 × 17 π/3 6 2.5 0
4 17 × 17 π/2 6 2.5 0
5 17 × 17 2π/3 6 2.5 0

6 17 × 17 5π/6 6 2.5 0
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3 Proposed Scheme

The block diagram of the proposed system is shown in Fig. 3. The FKP images
after capturing undergo preprocessing then the feature extraction is done by using
wavelet families and Gabor filtering. The feature vector is designed based on the
energy of the wavelet subband and orientation of the Gabor filter. Finally, decisions
are made based on the matching parameter.

3.1 Preprocessing

In order to extract region of interest (ROI) of the FKP images, the preprocessing
steps are used, which is described in [5]. The original size of FKP is 384 × 288 and
the size of obtained ROI of FKP image is set to be 110 × 221 along the X-axis and
the Y-axis, as shown in Fig. 4a, b, respectively.

Fig. 2 The six orientations
of Gabor representation

Fig. 3 Block diagram of proposed FKP verification system
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3.2 Feature Extraction of FKP Using Wavelet

Opted wavelets such as Haar, Daubechies, Symlets, Coiflet, discrete Meyer, and
Biorthogonal are applied to decompose the FKP images into four subbands with
different frequency contents till the third decomposition level. If the resolution of an
input FKP image is 110 × 221, the subbands LH1, HL1, HH1, and LL1 at the first
decomposition level are of size 55 × 111, the subbands LH2, HL2, and HH2 are of
size 28 × 56 at the second decomposition level and the subbands LH3, HL3, and
HH3 are of size 14 × 28 at the third decomposition level. The representation of
four decomposed subbands of FKP for the Haar wavelet till the third level is shown
in Fig. 5. Similar, subband decomposition is carried out by using the other opted
wavelets. As can be seen from Fig. 5, the different subbands of FKP wavelet
images carry different textures and feature details, which are further utilized for the
design of the feature vector.

Fig. 4 a Original FKP
image. b Extracted ROI
of FKP image

Fig. 5 Subbands of FKP images at all decomposition level for the Haar wavelet
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3.3 Feature Extraction of FKP Using Gabor Filter

Each FKP image is convolved with the designed 2D Gabor. As a result, this
captures features at different orientations and frequencies of FKP image. Figure 6
shows six Gabor representation of one FKP image and constitutes the texture
features of FKP images and are further coded into the feature vector.

3.4 Performance Evaluation

To investigate the performance, preliminary studies have been carried out by
choosing several parameters such as mean, variance, entropy, and energy to char-
acterize the subband information [8]. However, energy is found to be a very effi-
cient parameter to characterize and classify the features of the FKP. It is analyzed
that horizontal subband provides the most distinguishing features as compared to
other subbands, which are utilized to encode. The energy of the subband at the
selected level is expressed as:

Esubband levelðkÞ = ∑∑ Xsubbandði, jÞj j2 ð2Þ

where, Xsubband represents the decomposed subbands and ‘k’ denotes the number of
decomposition level. Thus, the energy of horizontal subband of FKP at the first,
second, and third sub-levels are calculated as EWT1 = [ELH1], EWT2 = [ELH1; ELH2],
and EWT3 = [ELH1; ELH2; ELH3]. In addition, we have also calculated energy of six
Gabor texture features of FKP image using (2).

EGabor = E0; Eπ 6̸; Eπ 3̸; Eπ 2̸; E2π 3̸; E5π 3̸½ � ð3Þ

where EGabor represents the feature vector of FKP for six different orientations.
Finally, we have combined the resulting feature of WT subband at the third

decomposition level and Gabor filter as:

Fig. 6 Six FKP orientations and frequencies of Gabor filtered FKP image
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EFeature vector = EWT3; EGabor½ � ð4Þ

The obtained feature vectors are processed for matching through the Euclidian
distance (ED) [7], which is used to measure the similarity between the feature
vectors of the test image with the stored template. If diðxÞ is the feature vector for
the test FKP image ‘x’ and di(y) is also the feature vector of FKP class ‘y’ from the
database, then ED is expressed as:

ED=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
N

i=1
diðxÞ− diðyÞð Þ2

s

ð5Þ

where N is the number of features in the feature vector set.

4 Results and Discussion

Numerical experiments have been carried out on the Poly U FKP database to
demonstrate the performance of the proposed systems. This database contains FKP
samples of 165 subjects. In this analysis, 500 FKP images of the 50 subject are
chosen for the proposed system [12]. We conducted experiments on Intel Core
(TM) i7-3770 processor with 3.40 GHz and 8 GB RAM, Windows7, and
MATLAB R2013a platform. The performance of the system is evaluated in terms
of the equal error rate (EER) and receiver operating characteristics (ROC) curve.
The ROC curve is plotted in between the false acceptance ratio (FAR) and the false
rejection ratio (FRR) [1]. The values of FAR and FRR are determined by varying
the value of threshold of ED.

4.1 Experiment 1

In this experiment, an extensive analysis has been carried out for the FKP verifi-
cation by using wavelets. Each FKP image of the subject is matched against all the
FKP images of the concerned subject. Therefore, the number of matching score is
generated as 500 (50 × 10) for genuine and 24500 (50 × 490) for imposter.
A ROC curve has been plotted for the varying threshold of matching parameter and
is shown in Fig. 7.

The experimental results are summarized in Table 2 in terms of recognition rate
for the different wavelets. The obtained results show that different wavelet families
provide similar recognition rate because all the wavelets are extracting similar
features due to band pass filtering. It can be seen that the best recognition rate
(92.89 %) at third level decomposition is achieved for Haar wavelet. This recog-
nition rate is similar to Bior6.8, Bior2.8, and Coif4 wavelet families at the same
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decomposition level. It can also be seen that the FKP recognition rate of the first
decomposition level is lower than the second level, and it continuously increases till
the third decomposition level. The maximum recognition rate is achieved at third
decomposition level for all the wavelet families considered as shown in Table 2.

4.2 Experiment 2

The aim of this experiment is to analyze FKP recognition performance by using
features from wavelet and Gabor filters at the third decomposition level. The
normalized ED is plotted against population density for genuine and imposter as
shown in Fig. 8.

It can be observed that ED distribution for the genuine and imposter are sepa-
rated and most of the genuine are well discriminated from the imposter population.
For EER calculation, a ROC curve has also been plotted for Haar wavelet as shown
in Fig. 9.

Fig. 7 ROC curve for Haar
wavelet

Table 2 Recognition rate for the FKP verification at different decomposition levels

S. no. Wavelet First level (%) Second level (%) Third level (%)

1 Harr 90.07 91.76 92.89
2 Db2 89.37 91.82 92.61
3 Db4 88.29 90.81 91.15
4 Dmey 86.66 88.67 90.75
5 Sym7 87.95 88.44 91.51
6 Sym8 88.45 88.85 90.90
7 Coif4 87.81 88.74 91.37
8 Coif5 87.76 87.88 91.49
9 Bior2.8 89.66 86.41 92.12
10 Bior6.8 88.51 86.97 91.53
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Experimental results for combined scheme are presented in Table 3 in terms of
recognition rate in comparison to WT subbands at the third level. It is observed
from Table 3 that the recognition rates have considerably improved for each

Table 3 Recognition rate of combined scheme for the FKP verification

S. no. Wavelet filter WT at third level (%) Gabor + WT at third level (%)

1 Harr 92.89 95.26
2 Db2 92.61 95.37
3 Db4 91.15 96.26
4 Dmey 90.75 95.14
5 Sym7 91.51 96.30
6 Sym8 90.90 95.55
7 Coif4 91.37 95.74
8 Coif5 91.49 95.91
9 Bior2.8 92.12 95.77
10 Bior6.8 91.53 95.58

Fig. 8 Graph between
population density and
normalized Euclidean
distance

Fig. 9 ROC curve of
combined scheme for Haar
wavelet
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wavelet families by inclusion of orientational features. The best-achieved recog-
nition rate is 96.30 %.

As compared to the previous method [2], the proposed method has improved
recognition rates. Although, the technique reported in [3] shows good results in
comparison to the proposed method but the computational complexity increases due
to a series of transforms that are used to extract the features of the FKP. In the
proposed scheme, wavelet method has been used to extract the few subband fea-
tures while six Gabor filters are used to investigate the FKP features at six different
orientations. As a result, the recognition rate is considerably improved by inclusion
of orientation features. So, the possibility of utilizing the hidden information in a
variety of directions can be explored for FKP recognition. This will lead to achieve
higher recognition rates accompanied with low computational complexities.

5 Conclusion

In this paper, a wavelet and Gabor-based method is proposed for feature extraction
of FKP. The wavelet transform is employed for FKP decomposition into different
subbands such as horizontal, vertical, and diagonal subbands. It is observed from
numerical experiments that the horizontal subbands of FKP image at each
decomposition level provide significant amount of textural features to discriminate
between interclass and the intraclass images. Therefore, horizontal subband infor-
mation of FKP are chosen till the optimal decomposition level while six Gabor
representation of FKP is selected for analysis. The experimental results demonstrate
the effectiveness of the proposed scheme and analyze the performance of the
proposed techniques for the FKP recognition systems. The Haar wavelet decom-
position achieves the highest recognition rate of 92.89 % at third level while the
combined scheme (Gabor + WT) gives a best recognition rate 96.30 % for the FKP
identity verification.
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Design of Advanced Correlation Filters
for Finger Knuckle Print Authentication
Systems

Gaurav Verma and Aloka Sinha

Abstract Biometric recognition systems use automated processes in which the
stored templates are used to match with the live biometrics traits. Correlation filter
is a promising technique for such type of matching in which the correlation output
is obtained at the location of the target in the correlation plane. Among all kinds of
available biometrics, finger knuckle print (FKP) has usable significant feature,
which can be utilized for person identification and verification. Motivated by the
utility of the FKP, this paper presents a new scheme for person authentication using
FKP based on advanced correlation filters (ACF). The numerical experiments have
been carried out on the Poly U FKP database to evaluate the performance of the
designed filters. The obtained results demonstrate the effectiveness and show better
discrimination ability between the genuine and the imposter population for the
proposed scheme.

Keywords Advanced correlation filter ⋅ Biometric recognition ⋅ Finger knuckle
print

1 Introduction

Biometrics is the field of research in which physiological and behavioral charac-
teristics of humans are utilized for recognition-based applications [1]. Such types of
systems are superior and improve the security performance in terms of user
authentication over knowledge-based scheme. Researchers are continuously trying
to explore new approaches for biometrics-based recognition systems. Recently, a
new biometric trait known as finger knuckle print (FKP) has been investigated by
researchers for ongoing research [2]. When a finger is bent, a FKP is formed which
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possesses a unique and a highly distinctive skin pattern. This is rich in texture
features [2]. Among various kinds of biometric modalities, FKP offers several
advantages for identification- and verification-based applications. It is easily
accessible and requires contact less image acquisition systems, and does not involve
any kind of emotions or expressions. Thus, it provides stable features for recording
[3]. Due to the distinguishing features of FKP, it has attracted more attention in the
field of biometric research. Numerous research works based on FKP have been
reported with different techniques for recognition [2–4]. Kumar et al. have used
features of finger knuckle surface for personal identification [3]. Zhang et al. have
developed an experimental device to record FKP images and also proposed a FKP
verification system using band limited phase only correlation filters for personal
authentication [4]. The correlation filters have important features such as shift
invariance and distortion tolerance. Correlation filter is a useful technique to
evaluate the performance of biometrics-based recognition system [5].

In this paper, ACF such as synthetic discriminant function (SDF), minimum
average correlation energy (MACE) filter, and optimal tradeoff synthetic discriminant
function (OTSDF) have been designed for subject verification using FKP. A study
has been carried out to show the effectiveness of the SDF filter to discriminate
between the genuine and the imposter population. The performance ofMACE filter is
investigated in the presence of noise. The OTSDF filter is analyzed in terms of noise
robustness and peak sharpness which shows a performance in between the minimum
variance synthetic discriminant function (MVSDF) and the MACE filter.

2 Advanced Correlation Filters

Correlation filters are widely designed and implemented in the area of biometrics
authentication- and verification-based applications [5, 7]. Different approaches to
design composite correlation filters for pattern recognition have been discussed [6].
Multi-criteria optimization techniques for the design of filter have been investigated
[7]. The basic correlation filter, the matched spatial filter (MSF), is applied for
detection of reference subject in the presence of additive white noise [8]. Its per-
formance degrades due to distortion and geometrical changes (scale or rotation) in the
reference subject. To overcome the limitations of the MSF, more advanced correla-
tion filter design schemes are reported in Refs. [9–12]. In these schemes, a single filter
or template from a set of training images is constructed in frequency domain and
stored for verification. The basic process of recognition based on correlation filter has
been shown in Fig. 1. The motivation of the proposed work is to explore potential
utility of ACF by combining the advantages of the correlation process for FKP
verification. This leads to the idea of the proposed FKP verification system.

The first advanced correlation filter, the synthetic discriminant function filter
(hSDF) is the weighted sum of MSFs [9]. In this filter, a linear combination of
training set of images is used to design hSDF and can be expressed as:
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hSDF =X X +Xð Þ− 1u ð1Þ

where the superscript ‘+’ denotes the conjugate transpose and u is the column
vector of prespecified peak constraints. The set of training images is represented by
a column vector (X) of size d × N, where d is the total number of pixels and N is
the number of training images.

The MACE filter (hMACE) is one of the most attractive filters because of their
high discrimination performance [11]. This filter is used to minimize the average
correlation energy (ACE) of the correlation outputs due to the training images [10].
The MACE filter has been proposed for finger knuckle print verification [11]. Due
to the minimization of the ACE, sharp correlation peaks are obtained at the location
of a trained object. The MACE filter (hMACE) is defined as:

hMACE =D− 1X X +D− 1X
� �− 1

u ð2Þ

where D is the diagonal matrix of the average of the power spectrum of training
image set. As reported in literature, the SDF filter produces correlation output peak
with large sidelobes, whereas the MACE filter provides a sharp correlation peak but
it is highly sensitive to noise. Thus, the performance will be optimized by a
trade-off in between output noise variance (ONV) and ACE. This type of advanced
correlation filter is known as optimal tradeoff SDF filter.

In the OTSDF (hOTSDF), the weighted sum of the output noise variance
(ONV) and ACE are minimized [12]. This is expressed as:

hOTSDF = αD+ βCð Þ− 1X X + αD+ βCð Þ− 1X
h i− 1

u ð3Þ

Fig. 1 Block diagram of correlation process
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where C is the input noise covariance matrix. The relation between α and
β is given as:

α2 + β2 = 1 ð4Þ

β=
p

1− α2
� � ð5Þ

where ‘α’ and ‘β’ are nonnegative constants. The performances of OTSDF corre-
lation filter have been studied in terms of noise robustness and peak sharpness.

3 Numerical Experiment

The advanced correlation filters have been synthesized for the verification of FKPs.
The Poly U FKP [13] image database of the Hong Kong Polytechnic University is
used for this. This database includes 7920 images of 165 subjects in which there are
125 males and 25 females. Each person has 12 images of each finger.

In the present study, twelve hundred FKP images are used in this analysis. In
order to design the correlation filter, the region of interest of a FKP is extracted by
using the proposed method [4]. Three FKP training images are selected to syn-
thesize the filter using Eqs. (1), (2), and (3). The designed filters are stored as a
template for matching at verification stage. The correlation processes are performed
by cross-correlating the test images with the stored template. The correlation output
can be expressed as:

cðp, qÞ= xðp, qÞ⊙h(p, qÞ ð6Þ

cðp, qÞ=F − 1 ðXðm, nÞ.H*ðm, nÞ� � ð7Þ

where c(p, q) is the correlation output by taking the inverse Fourier transform (F−1)
of X(m, n) and H(m, n). X(m, n) and H(m, n) are the test image and the designed
filter in frequency domain while x(p, q) and h(p, q) are the test image and the
designed filter in space domain, respectively. The obtained correlation output is
used to determine the genuine or the imposter person. The block diagram of the
correlation process for FKP verification is shown in Fig. (1).

4 Results and Discussion

In order to design the SDF correlation filter, three FKP training images for a
particular subject are used to synthesize the filter using Eq. (1) as shown in Fig. 2a.
The representation of the hSDF filter in space domain is shown in Fig. 2b.
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The obtained correlation peak of the hSDF filter for the genuine and imposter
person are shown in Fig. 3a, b respectively. A large sidelobe and higher peak values
of correlation peak are observed for the genuine person while it has a flattened side
lobe and lower values of peak in the case of imposter person.

For each of the filter, the average of maximum peak values of correlation output
for genuine as well as imposter are obtained, and plotted against the number of
subjects along the Y-axis and X-axis, respectively. The points in both the graphs
correspond to a particular subject for which the filter is synthesized. As shown in
Fig. 4, the average maximum peak values of correlation output for each genuine

Fig. 2 a FKP training images. b Representation of SDF filter in space domain

Fig. 3 The SDF correlation output. a Genuine person. b Imposter person
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population are higher than that of corresponding imposter populations for a filter
designed for a particular person. The upper curve line shows the intraclass average
of maximum peak values and the lower curve line shows interclass average of
maximum peak values. This shows a clear separation between the averages of
maximum peak values for different populations. Thus, FKP-based verification
system using SDF filter can discriminate the genuine population from the imposter
population.

The limitation of large sidelobes of the SDF filter is overcome using the MACE
filter. As explained earlier, the MACE filter has been designed for FKP verification
[11]. The cross-correlation outputs reported in [11] for the genuine and imposter
person are shown in Fig. 5a, b respectively. As shown in Fig. 5, a sharp correlation
peak is obtained for the genuine person while multiple peaks of low peak values are
obtained for the imposter person.

Fig. 4 The graph plotted between number of subjects and average of maximum peak values for
SDF filter

Fig. 5 The MACE filter correlation output. a Genuine person. b Imposter person
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The MACE filter behavior in the presence of noise in FKP images is also
studied. In order to calculate the correlation of noisy genuine image, noise of zero
mean and 0.05 variance are added to the FKP images. The noisy image and its
correlation output with MACE filter are shown in Fig. 6a, b, respectively.

It can be seen from Fig. 6b that the correlation output for noisy genuine is
similar to the correlation output for the imposter person as shown in Fig. 5b. This
shows that the MACE filter is unable to verify the genuine person in the presence of
noise. Thus, the MACE filter is highly sensitive to noise for FKP recognition.

The OTSDF correlation output peaks are obtained by the correlation process as
explained earlier in section III. The cross-correlation outputs of OTSDF filter for
different values of α using Eq. (3) are used to evaluate the performance of the
designed OTSDF filter. When α is set to zero, then it produces a sharp correlation
output with a large sidelobe and when α is set to one, then it produces sharp
correlation peak as shown in Figs. 7 and 8, respectively, for genuine and imposter
person.

Fig. 6 The MACE filter correlation output in presence of noise. a Noisy image. b Correlation
output

Fig. 7 The OTSDF correlation output for α = 0. a Genuine person. b Imposter person
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The behavior of the designed OTSDF filter for a value of α in between zero to
one is studied in terms of noise tolerance with reduction in sidelobes. The
cross-correlation output peaks for the genuine and imposter person for α = 0.33
and α = 0.67 are shown in Figs. 9 and 10, respectively.

The performances of the OTSDF filter have also been measured by calculating the
peak to side lobe ratio (PSR) for the FKP verification. The PSR can be defined as:

PSR=Peak−Mean ð̸Standard deviationÞ ð8Þ

The details of PSR calculation using Eq. (8) are explained earlier [10]. The
obtained PSR values are given in Table 1 for the genuine and imposter persons.

It can be seen from Table 1 that as ‘α’ increases the value of PSR also increases for
genuine person. It means a reduction in the sidelobe and an increase in peak sharp-
ness. The large sidelobes are found for the zero values of ‘α’while the maximum peak
sharpness is obtained when ‘α’ reaches a value of one. The change in the values of ‘α’
produces a noticeable change in the strength of sidelobes in the correlation plane and
can be utilized to discriminate between genuine and imposter person.

Fig. 8 The OTSDF correlation output for α = 1. a Genuine person. b Imposter person

Fig. 9 The OTSDF correlation output for α = 0.33. a Genuine person. b Imposter person
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The performance of proposed scheme is compared with the other existing
methods [2–4] for FKP verification. These methods are very much accurate even
when they involve higher number of computation and complexity compared to the
proposed scheme and employ a number of transforms to extract FKP feature. In the
proposed scheme, ACF are explored for FKP recognition which has simple
implementation process with low computational complexities and need less feature
storage for FKP verification.

5 Conclusion

The performance of advanced correlation filters has been presented for FKP veri-
fication. The SDF filter is able to discriminate between the genuine and imposter
person for FKP recognition. The filter performances are also studied in the presence
of noise in the FKP images. It is found that the MACE filter is very sensitive to
noise and is unable to discriminate between subjects. In the optimal tradeoff SDF
filter, which uses a tradeoff between the ONV and ACE, the performance of the
designed filters is in between MVSDF and MACE filters which is seen by a
reasonable noise tolerance and sharpness in peak.

Fig. 10 The OTSDF correlation output for α = 0.67. a Genuine person. b Imposter person

Table 1 PSR values for
different values of ‘α’

S.No. Subject α = 0.0 α = 0.33 α = 0.67 α = 1.0

1 Genuine 4.8664 6.8862 9.3738 74.7570
Imposter 3.2595 3.1187 2.2463 4.6794

2 Genuine 4.5895 5.0838 7.3367 60.5058
Imposter 3.4274 3.3411 2.9624 3.9371

3 Genuine 4.3847 5.5309 8.6515 54.8092
Imposter 3.2111 3.0236 3.0705 4.6528

4 Genuine 4.7895 5.2449 8.3819 55.1727
Imposter 3.2769 3.8452 2.3745 4.8891
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A Nonlinear Modified CONVEF-AD
Based Approach for Low-Dose Sinogram
Restoration

Shailendra Tiwari, Rajeev Srivastava and K.V. Arya

Abstract Preprocessing the noisy sinogram before reconstruction is an effective
and efficient way to solve the low-dose X-ray computed tomography (CT) problem.
The objective of this paper is to develop a low-dose CT image reconstruction
method based on statistical sonogram smoothing approach. The proposed method is
casted into a variational framework and the solution of the method is based on
minimization of energy functional. The solution of the method consists of two
terms, viz., data fidelity term and a regularization term. The data fidelity term is
obtained by minimizing the negative log likelihood of the signal-dependent
Gaussian probability distribution which depicts the noise distribution in low-dose
X-ray CT. The second term, i.e., regularization term is a nonlinear CONvolutional
Virtual Electric Field Anisotropic Diffusion (CONVEF-AD) based filter which is an
extension of Perona–Malik (P–M) anisotropic diffusion filter. The main task of
regularization function is to address the issue of ill-posedness of the solution of the
first term. The proposed method is capable of dealing with both signal-dependent
and signal-independent Gaussian noise, i.e., mixed noise. For experimentation
purpose, two different sinograms generated from test phantom images are used. The
performance of the proposed method is compared with that of existing methods.
The obtained results show that the proposed method outperforms many recent
approaches and is capable of removing the mixed noise in low-dose X-ray CT.

Keywords X-ray computed tomography ⋅ Statistical sinogram smoothing ⋅
Image reconstruction algorithm ⋅ Noise reduction ⋅ Anisotropic diffusion
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1 Introduction

Nowadays X-ray computed tomography (CT) is one of the most widely used
medical imaging modalities for various clinical applications such as diagnosis and
image-guided interventions. Recent discoveries in medical imaging have certainly
improved the physician’s perspectives for better understanding of diseases and
treatment of the patients. Unfortunately, on the other hand it may also show some
potential harmful effects of X-ray radiation including lifetime risk of genetic,
cancerous, and other diseases due to overuse of imaging diagnostic [1]. Therefore,
the effort should be made to reduce the radiation in medical applications. To realize
this objective, many algorithms have been developed during the last two decades
for CT radiation dose reduction [1–3]. From these algorithms, preprocessing the
noisy and under sampled sinogram by statistical iterative methods has shown great
potential to reduce the radiation dose while maintaining the image quality in X-ray
CT as compared with the FBP reconstruction algorithm. For the sinogram
smoothing purpose, it is very important to consider a widely studied effective
regularization terms or priors [4–6]. The main aim of using the regularization priors
during reconstruction is to lower the noise effects and preserve the edges conse-
quently maximizing the important diagnostic information. However, one of the
drawbacks associated with using regularization term is over penalization of the
image or its gradient which may lead to loss of basic fine structure and detailed
information. To address these drawbacks, still several priors which include
smoothing, edge-preserving regularization terms, and iterative algorithms with
varying degrees of success have been already studied and used to obtain
high-quality CT reconstruction images from low-dose projection data. In view of
the above-discussed problems, an anisotropic diffusion nonlinear partial differential
equation (PDE) based diffusion process was developed by Perona and Malik (P-M)
[8] for image smoothing while preserving the small structures. In this process, the
diffusion strength is controlled by a gradient magnitude parameter to preserve
edges. The over smoothing problem associated with P–M model was addressed by
Ghita [9], by proposing the concept of Gradient Vector Flow (GVF) field for the
implementation of the anisotropic diffusion models. But it has the disadvantage to
produce undesirable staircase effect around smooth edges. Due to this effect, this
method could not remove the isolated noise accurately and falsely recognize the
boundaries of different blocks that actually belong to the same smooth area as
edges. However, due to the presence of mixed noise in the sinogram data, i.e.,
signal-dependent and signal-independent Gaussian noise; these methods cannot be
applied directly. Even, GVF fields have no ability to find edge when images are
corrupted by extraneous or Gaussian noise, and thus the denoising effect of mixed
noisy images remains unsatisfactory.

In this work, the low-dose CT image reconstruction has been improved by
modifying the CONVEF-based P–M approach which is used as a prior in the
denoising process. The proposed modified CONVEF-AD serves as a regularization
or smoothing term for low-dose sinogram restoration to deal with the problem of
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mixed (Poisson + Gaussian) noise as well as ill-posedness issue. The proposed
reconstruction model provides many desirable properties like better noise removal,
less computational time, preserving the edges, and other structure. It can also
overcome the staircase effect effectively. The proposed model performs well in
low-dose X-ray CT image reconstruction. Also, the proposed results are compared
with some recent state-of-the-art methods [5, 6].

Rest of the paper is divided into the following sections. Section 2 presents the
methods and materials of the work. The proposed variational framework for
sinogram restoration using CONVEF-AD regularized statistical image reconstruc-
tion method is presented in Sect. 3. Section 4 presents the discussion on simulation
experiments results achieved by the proposed CONVEF-AD reconstruction method
in both the simulated data and CT data. The conclusions are given in Sect. 5.

2 Methods and Models

Noise modeling of the projection (or sinogram) data, specifically for low-dose CT,
is essential for the statistics-based sinogram restoration algorithms. Low-dose (or
mAs) CT sinogram data usually contained serious staircase artifacts. It also follows
a Gaussian distribution with a nonlinear signal independent as well as Poisson
distribution with signal-dependent noise model between the sample mean and
variance. To address this issue, several approaches are available in the literature for
statistical sinogram smoothing methods like penalized weighted least square
(PWLS) [7], Poisson likelihood (PL) [3] methods, etc. [5]. However, these existing
methods often suffer from noticeable resolution loss especially in the case of
constant noise variance over all sinogram data [1–3].

The formation of X-ray CT images can be modeled approximately by a discrete
linear system as follows:

g=Af , ð1Þ

where f = f1, f2, . . . , fNð ÞT , is the original image vector to be reconstructed, N is the
number of voxels, the superscript T is the transpose operator, g= g1, g2, . . . , gMð ÞT ,
is the measured projection vector data, M is the total number of sampling points in
the projection data, A= aij

� �
, i = 1, 2, …, M and j = 1, 2, …, N is the system

matrix of size I × J and relates with f and g. The value of aij is commonly
calculated by using the intersectional length of projection ray i with pixel j.

It has been shown in [3, 10] that there are two principal sources of noise
occurred during CT data acquisition, X-ray quanta noise (signal-dependent com-
pound Poisson distribution), and system electronic background noise
(signal-independent Gaussian or normal distribution with zero mean). However, it
is numerically difficult to directly implement these models for data noise simulation.
Several reports have discussed the approximation of this model by the Poisson
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model [4]. Practically, the measured transmission data Ni can be assumed to sta-
tistically follow the Poisson distribution upon a Gaussian distributed electronic
background noise [2]:

Ni ≈Poisson N ̃i
� �

+Gaussian me, σ2e
� � ð2Þ

where me and σ2e are the mean and variance of the Gaussian distribution from the
electronic background noise, N ̃i is the mean of Poisson distribution. In reality, the
mean me of the electronic noise is generally calibrated to zero (i.e., ‘dark current
correction’) and the associative variance slightly changes due to different settings of
tube current, voltage, and durations in a same CT scanner [5]. Hence, in a single
scan, the variance of electronic background noise can be considered as uniform
distribution.

Based on the noise model in Eq. (2), the calibrated and log-transformed pro-
jection data may contain some isolated noise points which follow approximately a
Gaussian distribution. After removing this noisy points from the projection data,
there is a relationship between the data sample mean and variance, which is
described as [6]:

σ2i =
1
N0i

exp gĩð Þ 1+
1
N0i

exp gĩð Þ σ2e − 1.25
� �� �

ð3Þ

where N0i is the incident X-ray intensity,g ̃i is the mean of the log-transformed ideal
sinogram datum gi on path i, and σ2e means background Gaussian noise variance.
During implementation, the sampling mean y ̃i could be calculated approximately by
taking the average of neighboring 3 × 3 window. The parameters N0i and σ2e could
be measured as a part of the standard process in CT routine calibration systems [3].

3 The Proposed Model

The energy minimization function is used to obtain sinogram smoothing in varia-
tional framework can be defined as:

f * = arg min
f ≥ 0

E fð Þ ð4Þ

where the energy functional is described as follows:

E fð Þ=E1 fð Þ+ λE2 fð Þ ð5Þ

In the Eq. (5), E1 fð Þ is used to represents data fidelity (or equivalently, data
fitting, data mismatch, and data energy) term which ensures the modeling of
statistics of projection data f and the measurement g. E2 fð Þ is a regularization (or
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equivalently, prior, penalty, and smoothness energy) term. The parameter λ is called
balancing parameter that controls the degree of prior’s influence between the
estimated and the measured projection data.

By taking the (negative) log likelihood of the estimated data and ignoring the
constant and irrelevant term, the joint probability distribution function (pdf) can be
expressed as [10]:

P g fjð Þ= ∏
M

i=1
P gi fijð Þ= ∏

M

i=1

1ffiffiffiffiffiffiffiffiffiffi
2πσ2i

p exp −
gi − fið Þ
2σ2i

2
 !

ð6Þ

where g= g1, g2, . . . , gMð ÞT , is the measured projection vector data. Then, ignoring
the constant, the negative logarithm function can be written as:

E1ðf Þ= lnP g fjð Þ= ∑
M

i=1

gi − fið Þ
2σ2i

2
( )

ð7Þ

According to the MRF framework, the smoothness energy is calculated by the
negative log likelihood of the priori [4]. The focus in this paper is to use nonlinear
CONVEF-based P-M anisotropic diffusion regularization term for two reasons.
(i) The integral nature of the edge-preserving MRF priori does not suit well for high
continuity of the sparse measured data. (ii) The PDE-based AD model is capable of
giving the optimal solution in less computational time. Therefore, the smoothness
function can be defined as follows [10]:

E2 fð Þ= arg min λ

Z
Ω
ϕ ∇fk k2
	 


dΩ
� �

ð8Þ

where ϕ ∇fk k2
	 


represents gradient norm of the image of corresponding energy

function. The solution of the proposed sinogram smoothing of Eq. (4) can be
described by substituting Eqs. (7) and (8) to Eq. (4):

E fð Þ= argmin
f ≥ 0

E fð Þ= ∑
M

i=1

gi − fið Þ
2σ2yi

2
( )

+
Z
Ω

λ ∇fk k2
	 


dΩ ð9Þ

The functional E fð Þ is defined on the set of f ∈BV Ωð Þ such that log f ∈L1 Ωð Þ
and f must be positive. After minimizing Eq. (9) using combined approach of
Euler–Lagrange minimization technique with gradient descent, the solution to
above Eq. (9) can be written as:

ft =
∂f
∂t

= ∑
M

i=1

gi − fið Þ2
σ2i

( )
+ λ div c ∇fj jð Þ∇fð Þ, with

∂f
∂ n! =0 on ∂Ω ð10Þ
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where div and ∇ are known as divergence and gradient operator, respectively,
f t=0ð Þ = f0 is the initial condition for noisy image. The value of diffusion coefficient
c ⋅ð Þ represents nonnegative monotonically decreasing function of the image or its
gradient. Generally c ⋅ð Þ takes as:

c ∇fj jð Þ=1 1̸ + ∇fj j ̸kð Þ2
	 


ð11Þ

where k is a conductance parameter also known as gradient magnitude threshold
parameter that controls the rate of diffusion and the level of contrast at the bound-
aries. Since the scale-space generated by these function is different. The diffusion
coefficient c favors high-contrast edges over low-contrast ones. The small value of k
is well capable of preserving small edges and other fine details but the smoothing
effect on results is poor and weak. Conversely, on the large value of k, denoising
effects on results is better but it will lose small edges and fine details. Since, it is
reported in literature [3, 12] that second term in Eq. (9) is nonlinear AD prior to
detect edges in multi-scale space, where diffusion process is controlled by the gra-
dient coefficient of image intensity in order to preserve edges. However, P-M dif-
fusion model can remove isolated noise and preserve the edges to some extent but it
cannot preserve the edge details effectively and accurately which leads to blocking
staircase effect. Moreover, it also gives poor results for very noisy images and the
values of high gradient areas of the images get smoothen out that affects the fine
edges. Therefore more diffusion cannot be allowed to remove the noise along edges.

To address these limitations of AD method, CONVEF-based P-M anisotropic
diffusion process is introduced as a second term in Eq. (8). The second term is an
expanded form of the P-M model [11] which is defined as:

div c′ ∇fj jð Þ∇ ∇fj j ⋅ ∇f + c fð Þ∇2f
� � ð12Þ

where the first term in Eq. (12) is an inverse diffusion term used to enhance or
sharpen the boundaries while the second term is a Laplacian term used for
smoothing the regions that are relatively flat, ∇f is used to displace the inverse
diffusion term to improve the denoising effect, as the GVF field basically imple-
ments a weighted gradient diffusion process. Thus, we used here a new version of
CONVEF-AD based P–M equation defined as:

ft = 1− IN f0ð Þð Þ med f0ð Þ− ft− 1ð Þ+ IN f0ð Þ ⋅ −ECONVEF ⋅ ∇f + c∇2f
� � ð13Þ

where f0 is the input noisy image, ft− 1 is the updated f at iteration t − 1. IN(f0 ) is the
Poisson or Gaussian estimator defined in [4, 11], med is the median filter, and
ECONVEF denotes the Convolutional Virtual Electric Field defined as follows [12]:

ECONVEF = −
a

rn+2
h

⊗ q, −
b

rn+2
h

⊗ q
� �

ð14Þ
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where rh =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 + b2 + h

p
, is a desired kernel that modifies the distance metrics, the

variable h plays a significant role in multi-scale space filtering, (a, b) is used as the
virtual electric field in the image pixel, and q denotes the magnitude of the image
edge maps. The signal-to-noise (SNR) ratio, the smoothness, and quality of an
image are directly dependent on the parameter h. Finally the proposed model is
introduced by incorporating the new version of modified CONVEF-AD based
P-M Eq. (13) within the variational framework of sinogram smoothing discussed in
Eq. (10). By applying Euler–Lagrange combined with gradient descent minimiza-
tion technique, the Eq. (10) reads as:

ft =
gi − fið Þ
σ2i

+ λ 1− IN f0ð Þð Þ med f0ð Þ− ft− 1ð Þ+ IN f0ð Þ ⋅ −E ⋅ ∇f + c∇2f
� �� �

, ð15Þ

The proposed model in Eq. (15) is capable of dealing with the case of mixed
noise sinogram data by introducing the CONVEF-AD regularization term. The
value of k is set to σe which represents the minimum absolute deviation (MAD) of
the image gradient. To make the adaptive or automatized nature of value of k by
using the following formula:

k= σe =1.4826 ×medianf ∇f −medianf ∇fk kð Þ�� ��� 
, ð16Þ

For digital implementations, the Eq. (15) can be discretized using finite differ-
ences schemes [4]. After discretization of the proposed CONVEF-AD model it
reads as:

f n+1
i, j = f ni, j +Δt

gn
i, j
− f n

i, j

	 

σ2i, j

	 
n + λ 1− IN f0ð Þð Þ med f0ð Þ− f n
t− 1

	 

+ IN f0ð Þ ⋅ −En ⋅ ∇f n + c∇2f n

� �	 
2
64

3
75,

ð17Þ

where the index n represents the number of iteration. The Von Neumann analysis
[4] shows that for the stability of discretized versions of Eq. (17), the following
condition should be satisfied as Δt ð̸Δf Þ2 < 1 ̸4. If the grid size is set to Δf =1 then
Δt≤ 1 ̸4.

4 Results and Discussion

In this work, two test cases are used as shown in Figs. 1a and 2a, both are
computer-generated mathematical simulated phantom one is modified Shepp–
Logan head phantom and another is CT phantom used to validate the result per-
formance of the proposed CONVEF-AD based sinogram smoothing method for
low-dose CT reconstruction. For simulation purposes, MATLAB v2013b has been
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used on a PC with Intel (R) Core (TM) i5 CPU 650 @ 3.20 GHz, 4.00 GB RAM,
and 64-bit operating system. The brief description of the various parameters used
for generation and reconstruction of the two test cases are as follows: Both test
cases are of size 128 × 128 pixels and 120 projection angles were used. To
simulate the noisy low-dose sinogram data, Eq. (2) was used, which is in mixed
noise nature, i.e., both signal-dependent and signal-independent Gaussian dis-
tributed, and all are assumed to be 128 radial bins and 128 angular views evenly
spaced over 1800. A mixed noise of magnitude 10 % is added to sinogram data. In
simulation purposes fan-beam imaging geometry were used. By applying radon
transform noise free sinogram were generated which is shown in Figs. 1b and 2b.
After that isolated data from the noisy sinogram which are shown in Figs. 1c and
2c, were extracted by applying a 3× 3 median filter and choose the output as an
initial guess estimator. The proposed model consists of many advantages over
Gradient Vector Flow (GVF) and Inverse-GVF method, like improvised numerical
stability and efficient estimation of high order derivatives. Therefore, the proposed
model introduced in Eq. (13) may effectively remove mixed noise properties, i.e.,
signal dependent and signal independent present in low-dose sinogram data and
acceptable computational cost. Also compute the mean and variance by using
Eq. (3) and then calculate the gradient coefficient by applying Eq. (11). In this

Fig. 1 The reconstructed results of modified Shepp–Logan phantom with similar standard
methods from the noisy sinogram data. a Original Shepp–Logan phantom, b noise free sinogram,
c noisy sinogram, d reconstructed image by TV+FBP, e reconstructed result by AD+FBP, and
f reconstructed result by CONVEF_AD+FBP
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experiment, the parameters of the proposed models are as follows: The INGVF field
parameters are set to 0.2. In our study, the whole algorithm is run for 100 iterations
because visual result hardly changes for further iterations and within each iterations
CONVEF_AD is run for three iterations. The CONVEF parameters: n = 5, h = 15
and the size of the kernel are defined to be one fourth of the test size images. In
Eq. (14), E is calculated before the evolution of image, only ∇f has to be computed
directly from the estimated image while the original Eq. (12) needs to compute the
second-order derivative. The value of balancing parameter λ was set to 1 for each
test case and the value of diffusion coefficient (Kappa) used by proposed
CONVEF-AD based prior was calculated by using Eq. (16) for different test cases,
within each iteration during sinogram smoothing. Update the value of the estimated
image pixel-by-pixel using Eq. (17) until it reaches to a relative convergence. The
reconstructed images produced by different algorithms have shown in Figs. 1d–f
and 3d–f, respectively. From the figures, it can be observed that proposed method
performs better in terms of noise removal as well as preservation of weak edges and
structural fine detailed information. Also notice that, proposed method reduces the
streaking artifacts and the results are close to the original phantom test cases. The
graphs are plotted for different quantitative measures like SNR, RMSE, CP, and
MSSIM for different algorithms as shown in Fig. 3a–d for both test cases. From

Fig. 2 The reconstructed results of CT phantom with different reconstruction methods from the
noisy sinogram data. a original Shepp–Logan phantom, b noise free sinogram, c noisy sinogram,
d reconstructed image by TV+FBP, e reconstructed result by AD+FBP, and f reconstructed result
by CONVEF_AD+FBP
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Fig. 3a, it is observed that the SNR values associated with the proposed method are
always higher than that produced by other algorithms such as Total Variation
(TV) [5] and Anisotropic Diffusion (AD) [6] priors with traditional filtered back-
projection (FBP), which indicates that the CONVEF-AD with FBP framework
significantly improves the quality of reconstruction in terms of different quantitative
measures like SNR, RMSE, CP, and MSSIM values. Figure 3b, shows that the
RMSE values of proposed method are higher in comparison to other methods which
indicate CONVEF-AD with FBP performs better than other methods. Figure 3c
shows that the CP values of CONVEF-AD with FBP method are higher and close
to unity in comparison to other methods which indicate that the CONVEF-AD with
FBP framework is also well capable of preserving the fine edges and detailed
structures during the reconstruction process. Figure 3d, shows that the MSSIM
values of proposed method is higher which indicate better reconstruction; it also
preserves the luminance, contrast, and other details of the image during the
reconstruction processes. Table 1 shows that the quantification values of SNRs,
RMSEs, CPs, and MSSIMs for both the test cases, respectively. The comparison
tables indicate that proposed method produces images with prefect quality than
other reconstruction methods in consideration.
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Fig. 3 The plots of a SNR, b RMSE, c CP, and d MSSIM of proposed and other models for Test
case 1
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5 Conclusions

This paper proposes an efficient method for low-dose X-ray CT reconstruction
using statistical sinogram restoration techniques. The proposed method has been
modeled into a variational framework. The solution of the method, based on
minimization of an energy functional, consists of two terms, viz., data fidelity term
and a regularization function. The data fidelity term was obtained by minimizing the
negative log likelihood of the noise distribution modeled as Gaussian probability
distribution as well as Poisson distribution which depicts the noise distribution in
low-dose X-ray CT. The regularization term is nonlinear CONVEF-AD based filter
which is a version of Perona–Malik (P–M) anisotropic diffusion filter. The proposed
method was capable of dealing with mixed noise. The comparative study and
performance evaluation of the proposed method exhibit better mixed noise removal
capability than other methods in low-dose X-ray CT.
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System Design for Tackling Blind Curves

Sowndarya Lakshmi Sadasivam and J. Amudha

Abstract Driving through blind curves, especially in mountainous regions or
through roads that have blocked visibility due to the presence of natural vegetation
or buildings or other structures is a challenge because of limited visibility. This
paper aims to address this problem by the use of surveillance mechanism to capture
the images from the blind side of the road through stationary cameras installed on
the road and provide necessary information to drivers approaching the blind curve
on the other side of the road, thus cautioning about possible collision. This paper
proposes a method to tackle blind curves and has been studied for various cases.

Keywords Blind curves ⋅ Collision avoidance ⋅ Surveillance ⋅ Optical flow

1 Introduction

Mountainous regions have a number of hairpin turns or blind curves which are
dangerous for drivers as they have limited or no information about the vehicles
approaching them on the other side of the curve. Usually these regions may not be
profound to have roads with good infrastructure due to heavy rains, landslides etc.
In such cases, installation of a stand alone system at the blind curves that monitors
and updates the drivers about the condition of the road ahead or about vehicles
approaching from the other side of the blind curve would be useful to prevent
accidents. This system can identify vehicles approaching the curve on the other
side, or to identify the presence of some stationary object such as a broken down
vehicle on the road, or to identify stray cattle or pedestrians crossing the road at the
curve. This information would prove to be useful by keeping the driver informed
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well in advance and thus avoiding accidents. The proposed design in this paper
makes use of surveillance mechanism to capture data from the curve and is ana-
lyzed to get the information about approaching vehicles and provides this data to
the drivers on the other side of the curve. The proposed system makes use of optical
flow method to identify vehicles and pedestrians around the blind curve and this
data is processed to determine the necessary action. The paper is structured as
follows—the second section provides an overview of related work in the area of
improving visibility at blind curves, the third section describes the proposed system
for tackling this problem and fourth section explains the implementation in brief,
the fifth section provides experimental results, the sixth section provides the con-
clusion and the final section explains the scope for improvement and further
analysis of this proposed model.

2 Related Work

There have been some researches done in the past few years about traffic prediction
at the blind curves.

Inter-vehicular communication (IVC) is the approach that has been researched
widely for communicating between vehicles to get the information about the
vehicles in the vicinity which can be used in this scenario of blind curves. One
study [1] about the connectivity of vehicles at different road settings shows that
curved roads with vegetation and steep crest has connectivity issues and cannot
assess the traffic situation correctly. Another study [2] explains the implementation
of multihop connectivity. But this method will be useful only if there is sufficient
number of vehicles for multi-hop communication and they are all interconnected.
Yet this approach will not receive information about other objects like stray cattle in
the path of the vehicles.

The flow of traffic at mountainous regions and cause for accidents has been
investigated [3]. This study proposes a method of using pressure sensors near the
curve to detect the type of the vehicle and to determine the speed of the vehicle.
These sensors are also used to provide information about the vehicles approaching
the curve.

Therefore it would be useful if there is a standalone system that can detect and
provide information about possible hazards near the blind curves. For this purpose,
this paper suggests the use of surveillance mechanism to detect and analyze the area
around the blind curve.
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3 Surveillance Based Tracking System

3.1 Assumptions

Proposed system has been built with an assumption that the vehicles around the
blind curve move with a speed that is the general set speed limit at hilly regions in
most of the countries. Also, the traffic density is assumed to be low to medium.

3.2 System Set up

The proposed system makes use of two cameras at the blind curve with overlapping
field of view to capture the complete information about the road. An example curve
used for study is shown in Fig. 1. Camera 1 captures information on one side of the
blind curve and Camera 2 captures information on the other side of the blind curve.

3.3 System Architecture

The system has been designed using a input unit which has an image capture unit
with 2 cameras to capture information from both the sides of the blind curve. This
information is fed to the image processing unit (DSP) which processes the images
to extract useful information about the vehicles and pedestrians on the road. Finally
alert messages are sent to the output unit through which the communication is
established with the vehicles to transmit the necessary information.

The flow chart explaining the detection of vehicles and sending an alert is
explained in Fig. 2. The image processing unit captures the images from both the

Fig. 1 Sample curve under
study
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sides of the curve simultaneously and processes them to identify the objects in
motion. Based on the size of the object, vehicles are identified and the direction of
motion of the vehicles is determined. If the vehicles are found to be approaching the
curve on both the sides, an alert signal is raised to keep the drivers informed about
oncoming vehicles.

4 Implementation

The system has been modeled using MATLAB Simulink. The optimum frame rate
is studied in order to find the maximum distance vehicle would have moved
between two frames. The frames are processed using Optical Flow for identifying
vehicles (or objects) in motion.

Fig. 2 Flow chart for detecting vehicles at the blind curve
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4.1 Frame Capture Rate

It is important to know the distance that the vehicle covers between two frames. Let
S be the speed of the vehicle in km/hr. If the image capture rate is x fps, then the
distance moved by the vehicle between two frames would be calculated as below-

Speed = S km h̸= S* 5 1̸8ð Þm s̸. ð1Þ

Distance covered Dð Þ= S* 5 1̸8ð Þ* 1 x̸ð Þmeters. ð2Þ

Time available for capturing the images, processing them and responding would
be 1/x seconds (Fig. 3).

4.2 Detection and Tracking

This study makes use of Optical Flow method in order to determine the flow of
traffic at the blind curve region. The Horn-Schunk method has been applied to
detect vehicles and track its motion [4] (Fig. 4). Two frames taken at t and t + δt
are compared to check the relative motion of the pixels. Using this information, the
mean velocity is calculated which acts as the threshold for segmenting the image to
extract the objects in motion from the images. Noise filtering is done to suppress
random impulses. Morphological operation is then done to extract significant fea-
tures from the image that are useful in representing the object.

All of these operations are performed on the Region of Interest selected to
extract information from the portion of the road that is required for tracking.

Next, blob analysis is done on this pre-processed image to extract the blobs
based on sizes and areas covered to classify the blobs into vehicles of different
categories.

4.3 Direction Analysis

The optical flow vectors from the Optical Flow Model can be used for determining
the direction of motion of the vehicle [5]. The angle of motion vector of the blob can

Fig. 3 Time chart of the operation
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be used to determine if the vehicle is approaching the curve or not. If (u,v) represents
the velocity components in the horizontal and vertical directions of a pixel at (x,y),
then the direction can be determined as

δ x, yð Þ= tan− 1 u v̸ð Þ ð3Þ

The angle is determined by averaging the flow vectors of the blob.
The angle split shown in Fig. 5 has been considered for the model developed for

the study of the system. If the derived angle is between 30° and 150°, the motion of
the vehicle is towards the camera. If the derived angle is between 210° and 330°,
the motion of the vehicle is away from the camera. The angles between 30°–330°
and 150°–210° are used for pedestrians crossing the road.

Fig. 4 Optical flow based moving object detection and tracking method

Fig. 5 Angle split for
determining flow of vehicles
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5 Experimental Results

The proposed system has been designed and verified using MATLAB Simulink.
Dataset from i-LIDS Image Library has been used for verifying the results. The
vehicles could be identified using the optical flow method and the information
could be calculated and displayed in real time based on the direction of flow of the
vehicles (Fig. 6). Analysis has also been done for pedestrians crossing the road.

The various cases that have been studied with this model have been tabulated in
Tables 1 and 2. Alert message is displayed based on the direction of motion of the
vehicles and the pedestrians crossing the road.

Fig. 6 Alert display when vehicles approach the curve from both sides

Table 1 Cases studied based on vehicle direction

Cases Side 1 Side 2 Alert!
Vehicles
approaching
on the other
side of the
road

Vehicles Direction Pedestrian
crossing

Vehicles Direction Pedestrian
crossing

Case1 ✓ → x ✓ ← x ✓

Case2 ✓ → x ✓ → x x
Case3 ✓ ← x ✓ ← x x

Case4 ✓ ← x ✓ → x x
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6 Conclusion

The proposed system thus helps in tackling the problems faced by drivers while
driving around the blind curves by providing information about vehicles
approaching the curve. This prototype system has been built using Optical Flow
method, but this method has some drawbacks. This method cannot be used for
detecting still objects. A method like back ground subtraction would help to detect
still objects. Simulation results show that system performance has been found to be
good for implementation in real time.

7 Future Scope

Further study on this proposed prototype model can be continued by considering
different lighting conditions such as night, foggy, rainy (use of IR cameras), dif-
ferent traffic densities and vehicle speeds, improving the processing time and effi-
ciency of the system, method to detect stationary objects. Lastly, incorporation of
this functionality as an augmented reality application can be researched.
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A Novel Visual Word Assignment Model
for Content-Based Image Retrieval

Anindita Mukherjee, Soman Chakraborty, Jaya Sil
and Ananda S. Chowdhury

Abstract Visual bag of words model have been applied in the recent past for the

purpose of content-based image retrieval. In this paper, we propose a novel assign-

ment model of visual words for representing an image patch. In particular, a vec-

tor is used to represent an image patch with its elements denoting the affinities of

the patch to belong to a set of closest/most influential visual words. We also intro-

duce a dissimilarity measure, consisting of two terms, for comparing a pair of image

patches. The first term captures the difference in affinities of the patches to belong to

the common set of influential visual words. The second term checks the number of

visual words which influences only one of the two patches and penalizes the measure

accordingly. Experimental results on the publicly available COIL-100 image data-

base clearly demonstrates the superior performance of the proposed content-based

image retrieval (CBIR) method over some similar existing approaches.

Keywords Visual words ⋅ Assignment model ⋅ Dissimilarity measure ⋅ Image

retrieval

1 Introduction

Content-based image retrieval (CBIR) has become a popular area of research for both

computer vision and multimedia communities. It aims at organizing digital picture

archives by analyzing their visual content [1]. The success of a CBIR system criti-

cally depends on the extraction of proper visual features and design of an appropriate
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dissimilarity measure [2]. Color and texture remain the most popular image features

used for retrieval [3, 4]. Similarly, there exist several measures of image dissimilarity

which can be employed for image and video retrieval [5, 6].

In recent past, bag of visual words (BoVW) has evolved as a popular framework

for CBIR [7]. In this model, an image is represented as a collection of elementary

local features. As a first step, distinctive local features from scale invariant keypoints,

known as SIFT, are obtained after breaking an image into a set of patches [8]. SIFT

features are found to be very useful for tasks like retrieval and classification because

of their high discriminative power. In the second step, the SIFT descriptors are quan-

tized by k-means algorithm to build a bag of visual words [9]. Then an image can

potentially be represented as a vector of words like a single document. Consequently,

document/text retrieval measures are extended for image retrieval and classification

[10, 11]. However, BoVW-based representations suffer from some important limita-

tions. The most serious drawback is that it fails to support spatial properties of local

descriptors of images [12]. This is because a BoVW representation of an image is

really a histogram of closest/most similar visual words for its constituent patches.

Note that in the BoVW model, only the most similar visual word is allotted to an

image patch using the nearest neighbor search. This type of assignment adversely

affects the fidelity of the visual content. In recent past, some works have considered

the impact of more than one visual word on an image patch. For example, Bouachir

et al. have used a fuzzy c-means based approach to improve the retrieval performance

of classical BoVW-based method [13]. However, fuzzy c-means based approach may

fail to properly handle uncertainty for large and complex data like that of an image

database. Optimal parameter setting for fuzzy c-means also becomes a challenge in

such cases which in turn would adversely affect the retrieval performance [14].

In the present work, we propose a novel visual word assignment model for an

image which can preserve its visual content. We select M most similar visual words

instead of a single most similar visual word for representing each of the constituent

patches in an image. So, each patch in our model is represented by a M-element vec-

tor, where each element of the vector, denotes the affinity of a patch towards a similar

visual word. The affinity term is probabilistically computed first and then modulated

using a orientation similarity factor. Our second contribution is the introduction of

a measure of dissimilarity. The measure consists of two terms. Note that set of most

similar M visual words will in general be different for a given pair of patches. The

first term of our measure is the Frobenius norm of the affinity difference vector for

the set of most similar visual words, which are common, to both the patches. The

second term penalizes the dissimilarity measure by capturing the number of most

similar visual words which influence only one of the two patches but not both.

The rest of the paper is organized in the following manner: in Sect. 2, we discuss

in detail the proposed method including our measure of dissimilarity. In Sect. 3, we

present and analyze the experimental results. The paper is concluded in Sect. 4 with

an outline for directions of future research.
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2 Proposed Method

In this section, we describe in details the proposed method. The section contains

two parts. In the first part, we briefly discuss the construction of visual words. In the

second subsection, we describe our stochastic assignment model.

2.1 Construction of Visual Words

An image consists of several salient patches. Stable key points are extracted from

the image as centers of these salient patches using a difference-of-Gaussian function.

Then, with a 4 × 4 surrounding, histogram gradient orientations are computed with

8 bins. In this way, every patch is represented by a 4 × 4 × 8, a 128-dimensional

SIFT feature vector [8]. For CBIR, images in the database are broken into a set of

patches. So, we have a collection of image patches where each patch is a point in

128-dimensional (SIFT) feature space.

The local SIFT descriptors need to be quantized to build the visual vocabulary. We

have applied k-means algorithm to cluster the image patches in the 128-dimensional

feature space. Each cluster is treated as a unique visual word and the collection of

such visual words form the visual vocabulary [9]. The center of the visual clusters

are used to find the affinity of the patches in a given image.

2.2 Assignment Model for Visual Words

In the BoVW model, an image patch is assigned only the most similar visual word

using the nearest neighbor strategy. Distances between a patch and the centers of

the above clusters (visual words) are computed for that purpose. A patch is assigned

the visual word for which the above distance is minimum [15]. In this work, we

consider M most similar visual words to represent an image patch by choosing the M
closest cluster centers. Let d(p, v) be the Euclidean distance between a patch (SIFT)

vector p = [p1, p2,… , p128] and a visual word v with the cluster center vector v =
[v1, v2,… , v128]. Then, d(p, v) is given by

d(p, v) =
128∑

j=1
‖(pj − vj)‖ (1)

We now compute the affinity a(p, v) of the patch p for the visual word V in a proba-

bilistic manner, as shown below
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a(p, v) =
1

d(p,v)
∑M

i=1
1

d(p,i)

(2)

So, a patch is initially represented in our model by a affinity vector A(p) = [apv],
v = 1,… ,M where apv is actually a(p, v) as given in Eq. 2. Since the SIFT features

take into consideration the orientation aspect, we further modify Eq. 2 by incorpo-

rating a measure of orientation. Let o(p, v) be the cosine similarity distance between

the patch vector p and the cluster center vector v. Then o(p, v) can be written as

o(p, v) = arccos
(

p ⋅ v
|p||v|

)
(3)

Since, a(p, v) ∈ [0, 1] and o(p, v) ∈ [0, 𝜋], we normalize o(p, v) (denoted as ō(p, v))
to change its range to [0, 1]. Note a higher value of A(p, v) indicates higher similarity

between the patch p and the cluster center v. In contrast, a lower value of o(p, v)
means the patch p and the cluster center v have similar orientation. So, we use an

orientation adaptive affinity oa(p, v) as a measure of similarity between the patch p
and the cluster center v which is given by

oa(p, v) =
a(p, v)
ō(p, v)

(4)

Finally, a patch is represented by an orientation adaptive affinity vector OA(p) =
[oapv], v = 1,… ,M where oapv is actually oa(p, v) as given in Eq. 4.

2.3 A Dissimilarity Measure-Based on Assignment Model

In this section, we introduce a new measure of dissimilarity between a pair of image

patches/images. The measure takes into consideration the fact that the set of most

similar visual words for one patch can be different from the set of most similar visual

words for the second patch. Let us consider two patches p and q and denote the

corresponding sets of M most similar visual words by Mp and Mq, respectively. So,

Mp = {p1, p2,… pM} and Mq = {q1, q2,… qM}. Let us further assume that C out

of M are common most similar visual words, i.e., C = |Mp ∩Mq|. We, accordingly

construct C-dimensional affinity vectors OA(pC) and OA(qC) for the patches p and q
from the previously obtained M− dimensional vectors OA(p) and OA(q). So, there

exist (M − C) visual words which influence either the patch p or the patch q but not

both. The proposed dissimilarity between the patches p and q is given by ds(p, q)

ds(p, q) =
√

(OA(pC) − OA(qC)) ⋅ (OA(pC) − OA(qC))T

+ (e(M−C) − 1)
(5)
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The dissimilarity measure, as given in Eq. 5 consists of two terms. The first term

is the Frobenius norm of the C-dimensional affinity difference vector of the two

patches. The second term behaves like a penalty which accounts for the number of

visual words influencing only one of the patches. Exponentiation is used to make the

impact of the penalty high which improves the discriminative power of the visual

words. Note that when C = M, the penalty term attains a zero value as expected.

Finally, the dissimilarity measure between two images, say, one in the database and

the other query, can be obtained by adding the pairwise dissimilarities of the indi-

vidual patches. So, we can write

ds(IDB, IQ) =
n∑

i=1
ds(piIDB , p

i
IQ
) (6)

In the above equation, ds(IDB, IQ) denotes the dissimilarity between the database

image IDB and the query image IQ. Further, piIDB and piIQ respectively denotes the ith
patch in the database image IDB and the ith patch in the query image IQ.

3 Experimental Results

We use the publicly available COIL-100 image database [16] for experimentation.

The database contains a total of 7200 images with 72 different images of 100 different

objects having a viewpoint separation of 5◦. The SIFT features are first extracted

from the database images. Then k-means clustering algorithm is employed to obtain

the visual words with k equal to 100. Since we propose an assignment model, where

multiple visual words are used for describing a patch, we decide to compare our work

with another assignment model. So, we chose [13] describing a fuzzy assignment

model, and two other methods, namely, term frequency-inverse document frequency
(tfx) based approach [15] and term frequency (txx) [17] based approach used within

[13] for comparisons. The fuzzy weighting method also uses the value k as 100.

Precision versus recall curves are drawn to compare the performances of the different

methods [1].

We first show in Figs. 1 and 2 the precision versus recall curves for object 3 and

object 10 of the COIL-100 database for three different values of M, namely, M =
10, M = 30 and M = 70. Both the figures clearly show that best results are obtained

for M = 10. These two objects are chosen because precision-recall curves for them

are available in [13]. In Figs. 3 and 4, we next present the precision-recall curves

for all four competing methods. Figure 4 shows we clearly outperform [13, 15, 17]

for object 10. Figure 3 demonstrates that our results are superior to [15, 17] and is

marginally better than [13] for object 3.

We also present the recognition rate as an average precision for ten different

objects, namely, Object 1 to Object 10 of the COIL-100 database [13]. In Table 1, we
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Fig. 1 Precision versus

recall curves for object 3 for

three different values of

visual words (M)

Fig. 2 Precision versus

recall curves for object 10 for

three different values of

visual words (M)

Fig. 3 Precision versus

recall curves of four different

methods: txx [17], tfx [15],

fuzzy weighting [13], ours

with M = 10 for object 3
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Fig. 4 Precision versus Recall curves of four different methods: txx [17], tfx [15], fuzzy weighting

[13], ours with M = 10 for object 10

Table 1 Recognition rates for our method for M = 10: with and without the penalty term

Image Ours (without penalty) Ours

Object 1 0.5 0.8

Object 2 0.4 0.6

Object 3 0.8 1.0

Object 4 1.0 1.0

Object 5 0.6 0.75

Object 6 0.9 1.0

Object 7 0.8 1.0

Object 8 0.7 0.75

Object 9 0.5 0.7

Object 10 0.75 1.0

Average 0.695 0.86

show the results of our method with and without the penalty term. The results clearly

demonstrate the utility of the penalty term as the recognition rate is always found to

increase with the inclusion of the penalty term. Finally, in Table 2, we compare the

recognition rates for all four methods. Once again, the values show the superiority

of the proposed method where in all ten cases our method turns out to be the (single

or joint) winner having achieved the highest recognition rate. Furthermore, our aver-

age recognition rate of 86 % is significantly better than all the other three competing

methods. The second best is [13] with an average recognition rate of 80 % while [15,

17] are way behind with average recognition rates of 71.5 % and 61.5 % respectively.
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Table 2 Recognition rate comparison among four different competing methods

Image txx tfx Fuzzy weighting Ours (M = 10)

Object 1 0.5 0.4 0.65 0.8

Object 2 0.4 0.1 0.45 0.6

Object 3 0.9 0.95 1.0 1.0

Object 4 1.0 0.9 1.0 1.0

Object 5 0.25 0.1 0.75 0.75

Object 6 1.0 1.0 1.0 1.0

Object 7 1.0 0.85 0.95 1.0

Object 8 0.55 0.5 0.7 0.75

Object 9 0.7 0.6 0.6 0.7

Object 10 0.85 0.75 0.9 1.0

Average 0.715 0.615 0.8 0.86

4 Conclusion

In this paper, we proposed a novel assignment model of visual words for the pur-

pose of content-based image retrieval. Orientation adaptive probabilistic affinities

of the patches are computed for M most similar visual words. We also introduce

a novel patch/image dissimilarity measure with a penalty term, which is shown to

improve the retrieval performance. A comparison of precision and recall values for

experiments on COIL-100 database with three existing approaches clearly shows the

superiority of the proposed scheme.

In future, we plan to address additional limitations of BoVW representations like

lack of semantic knowledge [18] in the proposed model. Another direction of future

work will be to explore tree-based clustering approaches for improving the visual

words-based image retrieval [19].
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Online Support Vector Machine Based
on Minimum Euclidean Distance

Kalpana Dahiya, Vinod Kumar Chauhan and Anuj Sharma

Abstract The present study includes development of an online support vector

machine (SVM) based on minimum euclidean distance (MED). We have proposed a

MED support vector algorithm where SVM model is initialized with small amount

of training data and test data is merged to SVM model for incorrect predictions only.

This method provides a simpler and more computationally efficient implementation

as it assign previously computed support vector coefficients. To merge test data in

SVM model, we find the euclidean distance between test data and support vector

of target class and the coefficients of MED of support vector of training class are

assigned to test data. The proposed technique has been implemented on benchmark

data set mnist where SVM model initialized with 20 K images and tested for 40 K

data images. The proposed technique of online SVM results in overall error rate as

1.69 % and without using online SVM results in error rate as 7.70 %. The overall

performance of the developed system is stable in nature and produce smaller error

rate.

Keywords Support vector machines ⋅Online support vector machines ⋅ Sequential

minimal optimization ⋅ Euclidean distance ⋅ Classification
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1 Introduction

The Support Vector Machine (SVM) has been widely used in the real life appli-

cations meant for mainly classification purposes. The SVM technique is based on

structural risk minimization principle [15]. The SVMs common advantages include:

minimization of empirical risk and to present overfitting data; to find maximal mar-

gin hyperplane and convex quadratic form of problem; obtained classifier with sup-

port vectors and the kernel function-based training especially in the nonlinear cases

[13]. The computational complexity of SVM is the main drawback as it requires lots

of memory during training stage. Also, batch mode nature of SVM limit the use in

real-life applications where training from unknown data is beneficial. The one pop-

ular solution to large memory use has been given by Platt where a sequential min-

imal optimization algorithm is proposed that handle two variables in one iteration

[12]. This reduces the memory cost for the current process in execution and further

advancements in SVMs to speed up these processes that help in less training time [4,

10]. The solution to other disadvantage as batch mode learning of SVM can be solved

with online SVM where an incremental learning technique is adopted that include

small amount of training data and use rest trained data with test data for training and

prediction purposes. The online SVM learning is a challenging task as it includes

training of SVM with test data where continuous adjustment of trained SVM para-

meters required. The re-train of SVM is one common answer to online SVM training.

In this paper, we have proposed an online SVM using minimum euclidean distance

technique. Our algorithm find support vectors closely related to misclassified test

data and adopt their coefficients for future use. We apply offline step to adjust SVM

parameters once training size exceeds a threshold level. The experimental results

obtained on benchmark data prove the effectiveness of our proposed approach.

This section includes selected work in recent past for online SVM. In online SVM,

a SVM trained through incremental algorithm where new samples and support vec-

tors together re-train the SVM and incrementally update the SVM classifier. It works

as an online support vector classifier that trains data in sequential order irrespective

of traditional batch mode training. The data is trained with respect to KKT condi-

tions and data is trained until no data points violates KKT conditions [8]. An online

SVM as LASVM presented with useful features as fast training SVM. The LASVM

include process and reprocess as two major processes. The process inserts a data

point in current support vectors and search for other data point as violating pair with

maximal gradient. The reprocess performs a direction search and removes blatant

non-support vectors [2]. An active query-based incremental training SVM presented

where subset of training data selected by K-means clustering to compute initial sep-

arated hyper planes. An active query is used to update the classifier at each iteration

[5]. A larank algorithm to solve multiclass SVM that compute and update gradient

in a random pattern [1]. Inspired from larank algorithm, an online svm proposed

where misclassified examples are used to update model and weights are initialized

for new example subject to importance of new class [18]. A 2𝜐 online granular SVM

work for biometric classifier update algorithm that incrementally re-train the classi-
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fier using online learning and establishes decision hyperplanes for improved classifi-

cation. Their experiments were focused to face recognition [14]. An online indepen-

dent SVM developed where approximation is controlled by user defined parameter.

This procedure employs linearly independent observations and tries to project new

observations [11]. An online core vector machine with adaptive minimum enclosing

ball adjustment proposed where permanently training samples are deleted that do

not influence final trained classifier and adjustment of classifier can be made online

with new misclassified samples. These algorithm include steps as offline training

of existing samples to get initial classifier coefficients; online adjustment with web

and online adjustment of coefficients [17]. An online SVM based on convex hull

vertices selection where small number of skeleton samples constitute an appropriate

convex hull in each class of current training samples and classifier is updated with

new samples. This procedure resulted in less training time and improved classifica-

tion rate [16]. our approach include training of the test data items that are predicted

incorrectly as used in literature work. The newness of our approach include MEDSV

algorithm where we have not observed this technique in previous work.

This paper include four sections including this section as Introduction. The

selected literature related to online SVM has been discussed in this section. The sys-

tem overview has been discussed in section two. The section three presents details for

computation of support vectors and proposed algorithm as Minimum Euclidean Dis-

tance Support Vectors (MEDSV). The experimental results and concluding remarks

are discussed in section four.

2 System Overview

The present system include SVM classifier where a kernel trick is applied that takes

data from lower dimension to higher dimension. This involves data mapped to higher

dimension feature space where decision surface is found. A kernel function is applied

to map data in higher dimension. In order to implement proposed work for online

SVM, the support vector coefficients are computed initially or at threshold levels.

The flow chart presented in Fig. 1 presents the proposed system. The common stages

in the developed system include:

1. The model is initialized with some amount of small training data where support

vectors are calculated. Repeat step 2 for every test data and check threshold con-

dition after step 2.

2. The new test data is predicted w.r.t model and if prediction is wrong, the test data

euclidean distance is measured w.r.t support vectors of model of target class. The

support vector coefficients of MED target class support vector data are assigned

to test data and merge to SVM model. The model is updated now.

3. If sufficient number of test data are predicted, the model is further updated with

calculations of support vectors as in stage 1 and model is updated.
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In above step 1, the model is initialized referred to build model with small amount

of training data collected from all classes. the model now checks test data as stated

in step 2 and consider test data further for incorrect prediction of test data class.

The incorrect prediction in Fig. 1 referred as misclassified. For incorrect prediction

cases, compute the euclidean distance between test data and target classes support

vectors data. The minimum distance support vector is selected and its coefficients

are assigned to test data. the test data is now merged to model with coefficients of

target class data of MED in the model. The coefficients are referred to the weights

for respective classes of a support vector. For example, in m classes, a support vector

of class i will have m − 1 coefficients, one each for other m − 1 classes. In step 3, if

sufficient number of test data are predicted (threshold level), the model is updated

as happened in initializing of model in step 1. This helps in regular updation of

model after frequent intervals. The threshold level is subject to decisions based on

experiments where new coefficients need to be computed. The model presented in

Fig. 1 is iterative in nature and scope of addition of new data or removal is feasible

in view to improve predictions of test data. This makes system better in real life use

where test data is opted as training data on the basis of level of complexity of test

data predictions.

3 Minimum Euclidean Distance-Based Support Vectors
Algorithm

The SVM solves labeled training data (xi, yi), i = 1, 2, 3, ...n for the decision function

h(x) = sign(w.z + b), where z = 𝜙z(x) ∈ Z is a feature map of x [6]. The w and b are

the solutions of:

minimize
1
2
(w.w) + C

n∑

i=1
𝜉i

s.t. yi((w.zi) + b) ≥ 1 − 𝜉i, 𝜉i ≥ 0, i = 1, 2, ...n
(1)

C is penalty parameter and 𝜉i is slack variable. In view to see large computational

complexity as O(n3) of SVM training in equation (1), the dual form of (1) having

less complexity. The lagrange multipliers are used to derive dual form of (1) and

results into:

minimize f (𝛼) = −
n∑

i=1
𝛼i +

1
2

n∑

i,j=1
𝛼i𝛼jyiyj(zi.zj))

s.t. 0 ≤ 𝛼i ≤ C and

n∑

i=1
𝛼iyi = 0, for i = 1, 2, ...n

(2)

As discussed in previous section one, platt [12] sequential minimal optimization

technique is one solution to large quadratic SVM problem where large quadratic
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Fig. 1 Flow chart of proposed system workflow

problem is broken to subparts results into two variables at a time. The selection of

current working set and updating lagrange multiplier for these two variables are the

two important parts of sequential minimal optimization technique. These iterations

update few components of problems until convergence level reached. We have used

second order information to select current working set [7]. This method is suitable

for large data sets and results in selection of few working sets that reduces overall

execution time to compute support vectors. The current working sets are called max-

imal violating pairs where violation is subject to KKT conditions [3]. The maximal

violating pair B(i, j) is calculated as:
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i ∈ argmax
t
{−ytf (𝛼k)t|t ∈ Iup(𝛼k)}

j ∈ argmin
t
{Sub({i, t}|t ∈ Ilow(𝛼k),−yt∇f (𝛼k)t < −yi∇f (𝛼k)i} (3)

Sub({i, t} ≡ ∇f (𝛼)T △ 𝛼 + 1
2
△ 𝛼

T∇2f (𝛼)△ 𝛼,△𝛼l = 0 for all l ≠ i, j.

The total number for selecting j in working sets checks only O(n) possible pairs. Let

aij = (zi, zi) + (zj, zj) − 2(zi, zj) and bij = −yi∇f (𝛼k)i + yj∇f (𝛼k)j, this makes working

set selection as:

i ∈ argmax
t
{−ytf (𝛼k)t|t ∈ Iup(𝛼k)} (4)

j ∈ argmin
t

−b2ij
aij

|t ∈ Ilow(𝛼k),−yt∇f (𝛼k)t < −yi∇f (𝛼k)i}

The updation of lagranges multiplier for i, j is as follows:

𝛼

new
i =

⎧
⎪
⎨
⎪⎩

𝛼i +
yibij
aij

if aij > 0

𝛼i +
yibij
𝜏

if aij ≤ 0

𝛼

new
j =

⎧
⎪
⎨
⎪⎩

𝛼j −
yjbij
aij

if aij > 0

𝛼j −
yjbij
𝜏

if aij ≤ 0

(5)

The 𝜏 is a constant. Then, 𝛼
new
i and 𝛼

new
j need to be clipped in range [0, C] as discussed

in SMO algorithm.

𝛼

new,clipped
i =

⎧
⎪
⎨
⎪⎩

0 if 𝛼
new
i < 0

C if 𝛼
new
i > C

𝛼

new
i otherwise

(6)

before 𝛼

new,clipped
j , the updated 𝛼

new
i need to use for 𝛼

new
j as:

𝛼

new
j = yi(yi𝛼i + yj𝛼j − yi𝛼

new,clipped
i ) (7)

𝛼

new,clipped
j =

⎧
⎪
⎨
⎪⎩

0 if 𝛼
new
j < 0

C if 𝛼
new
j > C

𝛼

new
j otherwise

(8)

The 𝛼i and 𝛼j are the updated lagrange multipliers and lie on either or same side

of hyperplanes as selected from from violating pairs i and j. These 𝛼i and 𝛼j are
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multiplied to ‘−1’ or ‘+1’ as the case may be. the final value is group of coefficients

(𝛼i and 𝛼j) and the feature vector data of i and j violating pairs.

As discussed in section two, the model is initialized using small amount of train-

ing data or model is updated after frequent intervals. Only incorrect predicted test

vector is merged to model with SV coefficients selected based on minimum distance.

Therefore, two important stages as class prediction of a test vector and selection of

SV coefficients happen in updated model. The first stage prediction of a class is based

on the decision function as

h(x) = sign(
n∑

i=1
𝛼iyizi.z + b) (9)

Here, 𝛼i’s are computed SV coefficients, yi is target value, zi is the ith SV and z is the

test vector. The class prediction of a test vector is based on ’one-versus-one’ strategy

for multi classes problem with c(≥2) classes. This makes c(c − 1)∕2 training pairs

of classes and the class that gains maximum votes for a test vector is the recognized

class for test vector. In rare cases, if two or more classes shares same number of

votes, the class with minimum index is opted. The second stage is to find minimum

distance of test vector w.r.t SV of recognized class in model. The SV that results

in minimum value of distance is selected and the corresponding SV coefficients are

assigned to test vector. Finally, the selected SV coefficients and test vector together

as a complete SV merged to recognized class in the model that results in new updated

model for next test vector. The distance is computed using following formula as:

d =

√√√√
n∑

i=1
(xti − xji )

2 (10)

In above equation to compute distance (d) between test vector and a support vector

from model, the n is the number of feature vectors, (xt) is the test vector and xj is the

current support vector in SVM model. As we have used threshold to check sufficient

number of test vectors to merge in model, the model is again re-trained after threshold

level is reached. This results in model with new and updated support vectors. The

algorithm for online SVM using MED has been presented in MED Support Vectors

(MEDSV) Algorithm.

In MEDSV algorithm, model is trained SVM with first time selected data. The

algorithm goes to next steps if target class is not equal to recognized class. In step 3,

support vectors belong to target class are selected from model, and from steps 5 to

11, selected support vectors euclidean distance is computed against test vector. The

support vector with MED is selected and it is merged to model with its coefficients.
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Algorithm 1 MEDSV Algorithm

1: Input: model is trained SVM structure, xt is test vector, tc is target

class of test vector and vc is recognized class of test vector.

2: return if tc == vc is true.

3: Initialize: med = +∞, flag = false.

4: Extract cSV from model of class tc. Let m is the size of cSV .

5: for j = 1 → m do

6: ed =

√
n∑
i=1
(xti − xji)

2, n is the size of feature vector.

7: if ed ≤ med then
8: med = ed.

9: flag = true.

10: end if
11: end for
12: if flag == true then
13: model.length = model.length + 1.

14: model.SV = model.SV ∪ xt.
15: end if

4 Experimental Results

The performance of proposed online SVM using MED has been evaluated on bench-

marked dataset mnist [9]. The mnist dataset include 60 K as training images for digit

classes 0–9. As stated in Sect. 2, the developed system input small of training data,

therefore, one third as 20 K training data images has been considered to train ini-

tial SVM model and rest two third as 40 K data images as test data. The test data is

predicted class-by-class and SVM model is updated for every incorrect target class

prediction for test data. We train our system under online environment for incorrect

predicted test data images and do not include the correctly predicted test data images.

The SVM training model include rbf kernel as:

K(zi.zj) = exp(−𝛾‖zi − zj‖2) (11)

The feature vector length is 784 a row feature vector of an image with dimension

as 28 × 28. The initially trained model output in total support vectors as 9102 and

these support vector for individual classes 0–9 are presented in Table 1. The eval-

uation has been performed in two separate experiments as SVM classification and

online SVM classification. The SVM classification evaluate only a class classified
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Table 1 Support vectors computed for classes 0–9 for initially trained SVM and online SVM

Class SVM support vectors Online SVM support vectors Difference

0 576 579 3

1 569 576 7

2 911 929 18

3 1015 1062 47

4 971 1029 58

5 1229 1288 59

6 728 775 47

7 803 911 108

8 1099 1220 121

9 1201 1410 209

Total → 9102 9779 677

correctly or not and do not modify initially trained SVM. The online SVM classifi-

cation refers to the proposed work in this study. In view to give clear performance of

proposed online SVM, we have not included threshold level during testing of 40 K

test data images. The error rate for 40 K test images shows that online SVM per-

form far better as compare to SVM. The online SVM overall error rate is 1.69 % and

SVM error rate is 7.70 %. Table 2 presents the results for all classes 0–9 with SVM

and online SVM. The output presented in Table 2 shows that classes 2, 3, 5, 7 and 8

results in improvement more than 6 % as 8.11 %, 10.89 %, 8.71 %, 6.19 % and 9.61 %,

respectively. The improvements in all classes indicate that proposed online SVM

capable to adapt complex pattern subject to similar type of pattern merging during

online SVM using MED.

The overall results in Table 2 motivate to work with this approach as data ini-

tially trained with 20 K training images results in 9102 support vectors and test data

with 40 K images using online SVM makes total support vectors as 9779 as shows in

Table 1. From Table 1, we find that an increase of 677 support vectors observed for

40 K test images as its computed from Table 2 also. In Table 2, total correctly pre-

dicted test images are 39323 which are 677 less than 40 K images. This indicate that

our algorithm MEDSV do not leave chance to add test data item that is incorrectly

predicted. The MEDSV algorithm results shows that the proposed technique could

be more helpful in real life applications where data is tested class wise. In addition,

the training of a particular class should be a part of initial trained SVM so that it could

assign propser support vector coefficients to incorrectly predicted test data items. In

absence of particular class training during initial SVM training, the same class would

try to adapt the pattern of closely related class patterns during online SVM training.

The model presented in this study has been developed in view to consider training

of all classes that will become part of prediction during test stages.

Our system is competitive, stable and produce smaller error rate. In addition, we

have noticed two challenges of present system as first, it increases the error rate



98 K. Dahiya et al.

Table 2 The incorrectly predicted test data images with SVM and online SVM

Class Test images Test images predicted

using SVM

Test images predicted

using Online SVM

Overall improvement

(% upto two decimal

places)

0 3923 3814 3920 2.70

1 4742 4640 4735 2

2 3958 3619 3940 8.11

3 4131 3634 4084 10.89

4 3842 3613 3784 4.45

5 3421 3064 3362 8.71

6 3918 3736 3871 3.45

7 4265 3893 4157 6.19

8 3851 3360 3730 9.61

9 3949 3545 3740 4.94

Total → 40000 36918 (7.70 % as

error rate)

39323 (1.69 % as

error rate)

6.01 % as average

improvement

with increase in number of classes and second, it perform better in sequential data

class-by-class. These challenges do not discourage the present findings as our online

SVM overall performance is better and we have not used role of SMO technique

during online training process as suggested in literature. The use of SMO technique

could reduce the above mentioned challenges in return with very small increase in

time complexity. We derived an efficient implementation of online SVM and pointed

out that proposed MEDSV algorithm could be a promising technique. We showed

that how assigning previously computed coefficients could help in extending SVM

training data. We took advantage of previous work from literature where computa-

tion of coefficients has been done in online SVM. Our method compute coefficients

initially or at threshold level. Our results indicate that proposed technique need to

further work for large number of classes and large test data set in random order.
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Application Employing Only Open Source
Instruments
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Abstract Numerous 3-D GIS are being developed today that are both commer-
cially and freely available. A multicity web-based 3-D GIS (named as GLC3d)
using open source and freely available software/packages exclusively has been
developed. This paper presents the architecture, design, and overview of GLC3d.
Open source tools and software’s QGIS, Cesium, and MySQL are employed
to develop this application. QGIS is utilized for data preparation such as raster,
vector, and subsidiary data. MySQL is utilized as database store and data popu-
lation. GLC3d is based on Cesium (a JavaScript library for creating 3-D globes
and 2-D maps in a web browser) and WebGL (a JavaScript API for rendering
interactive 3-D computer graphics and 2-D graphics) to display 3-D Globe on the
web browser. 3-D visualization for the urban/city geodata is presented on an
interactive 3-D Globe. Various city information are generated and incorporated in
to the 3-D WebGIS for data representation and decision making.
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1 Introduction

GIS has emerged as a powerful tool for organizing, storing, capturing, manipu-
lating, and illustrating the information/details of geographic locations. 2-D GIS has
grown into an important part of the world’s information system with the major
support from information technology, advanced hardware, and sophisticated soft-
wares. It has ample applications in the field of research, health management,
environmental sciences, transportation and geospatial industry, urban mapping,
public health, sustainable development, climatology, and archaeology [1–6].

The 3-D web mapping is a step ahead of 2-D mapping, where users/planners can
get a rational practical view for planning and decision making. 3-D rendering on
web for GIS requires the user to possess WebGL-enabled web browser and an
advanced Graphics Adapter. 3-D rendering software applications such as Web-
GLEarth, NASA World Wind, and Google Earth are available, which interactively
display and render Geodata/DTM on 3-D Globe. Proprietary software like ArcGIS
is available for creating the geodata, which may then be displayed on a 3- D Globe
using the ArcGlobe software [7–9]. This paper presents a web-based 3-D GIS
application developed on WebGL [10] and Cesium. This paper also discusses the
advancement and advantages over existing 3-D GIS. Above-mentioned solutions
are neither web enabled nor lack certain functionalities for Urban purposes for
instance adding prominent user defined vector layers directly to the 3-D GIS,
displaying 3-D terrain and feature details, House level Information [11].
A MultiCity 3-D WebGIS (GLC3d) has been developed capable of presenting the
city information and geographical details to the minute level on a lightweight 3-D
Globe.

WebGL provides 3-D graphic support for this application without the require-
ment of any additional ingredients [12]. WebGL is incorporated within Cesium’s
API to exhibit the 3-D geodata on the browser.

GIS technology primarily consists of raster and vector layers supported by
additional data/information. The developed application presented in this paper
provides the user with the capability to view and infer information from Multicity
WebGIS (View Modes: 2-D and 3-D). Map image (and basemaps) is accessed over
the Internet as OGC Web Map Service (WMS). Various applications like city
planning, disaster management, and environmental monitoring may be benefited
from this 3-D information [13].

2 Methodology

The approach devised to develop an open source web-based 3-D GIS is divided into
four phases. In the first phase, the detailed information to be incorporated in the GIS
is prepared, which primarily constitutes geocoding, data format conversion,
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raster/vector layers designing, error detection, and rectification. To prepare the data
for the 3-D WebGIS, QGIS software has been utilized [14].

In the second phase, database in MySQL is created to store the gathered
information. This information includes the detailed urban characteristics of desired
locations collected through contributory information available on assorted public
domain or field survey.

For the third phase, 3-D visualization of the GIS is accomplished by incorpo-
rating Cesium and WebGL within the WebGIS application [15, 16] on HTML5 and
supporting web technologies. Conglomerate city layers integration onto a single
GIS facilitates moving between these layers. In the final phase, integrating all the
above components within a single application GLC3d, which will be utilized as a
web-based application (Fig. 1).

3 Design Approach

The designing of the WebGIS application includes remote sensing (to acquire the
data), GIS (to derive the meaningful information from the data), DBMS (to store the
data), and web technologies like Cesium and WebGL (to display the information
interactively in 3-D on the web browser) in close alliance and synergy. The spe-
cialized design embraces the steps to include the best available open source soft-
ware’s/modules and accomplish a lightweight wide ranging urban web-based
application. The design and quad-layered architecture of GLC3d is illustrated in
Figs. 2 and 3.

Fig. 1 Schematic procedure
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4 Comparison

Several 3-D WebGIS application and solutions are available. Table 1 compares
GLC3d with the prominent 3-D WebGIS applications, WebGL Earth being the
closest.

GLC3d is a City/Urban level 3-D WebGIS that is free, open source, runs on
WebGL with easy terrain customization and KML/GeoJSON support.

Fig. 2 GLC3d design

Fig. 3 Layered architecture
of GLC3d
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5 Results

Snapshots of the developed 3-D GIS are illustrated in Fig. 4. It shows detailed
information of every landmark, building, land area, road, water body, transport
facility, and recreation facility.

The 3-D city model of an area along with the individual information is depicted
in Fig. 5. The urban classification is further subdivided into different categories, for
instance buildings have been classified as houses, schools, hospitals, fire stations
recreational places, and Government offices.

The additional GIS operations in GLC3d are:

• Base map and feature/vector layers Switch (subdivided into different categories).
• Measurement of Distance, Area, and Perimeter.
• Searching for particular location on the Globe.
• Features Information with neighborhood details.
• Toggle and Switching between visualization modes of the data.
• Different cities’ multi-ity switch.

Table 1 GLC3d comparison with prominent 3-D WebGIS

Features GLC3d
(developed)

WebGL earth Google earth ArcGlobe NASA’s world
wind

Platform Any browser
that supports
WebGL

Any browser
that supports
WebGL

Windows,
Linux, Mac
OS

Windows,
Linux

Cross-platform

Free
commercial
usage

Yes Yes No No Yes

Open source Yes Yes No No Yes
3-D view Yes Yes Yes Yes Yes
Client
technology

WebGL WebGL Downloaded
plug-in

OpenGL OpenGL

Runs on
web browser

Yes Yes Yes Uses
ArcGIS
server
online

No (desktop)

Native data
format
support

Yes By importing
tile using
MapTiler

No Yes Yes

KML
support

Yes No Yes Yes Yes

DTM
display

Yes Yes Yes Yes Yes
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Fig. 4 Detailed features on 3-D globe

Fig. 5 3-D elevation model with individual information
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6 Conclusion

A user-friendly high performance, economically viable [17] GIS application has
been developed. Several Giant Web Maps like Google Maps, Bing OpenStreetMap,
and others are also administering the GIS facilities on them [18–20]. Integration of
GIS with Web Map and 3-D visualization has made GIS more useful and engaging
in modern era information extraction and decision making.

3-D WebGIS application presented in this paper aims to retrieve the geo-
graphical information to the minutest degree possible, which is saved in spatial
formats. The 3-D globe-based GIS application developed using only open source
software/package/modules at back/front end authorizes the retrieval of significant
urban and terrain information. The advantage of GLC3d is that it is a multicity 3-D
WebGIS that is free, made only from open source tools, works on WebGL with
superior support for KML/GeoJSON. Although this paper focuses on acquiring of
urban/city information but this application may be extended to store and display any
information/detail, and hence can be used in any GIS associated field, and decision
making [1] for the benefit of mankind.
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A Textural Characterization of Coal SEM
Images Using Functional Link Artificial
Neural Network

Alpana and Subrajeet Mohapatra

Abstract In an absolute characterization trial, there are no substitutes for the final
subtyping of coal quality independent of chemical analysis. Petrology is a specialty
that deals with the understanding of the essential characteristics of the coal through
appropriate chemical, morphological, or porosity analysis. Conventional analysis of
coal by a petrologists is subjected to various shortcomings like inter-observer
variations during screen analysis and due to different machine utilization, time
consuming, highly skilled operator experience, and tiredness. In chemical analysis,
use of conventional analyzers is expensive for characterization process. Thus,
image analysis serves as an impressive automated characterization procedure of
subtyping the coal, according to their textural, morphological, color, etc., features.
Coal characterization is necessary for the proper utilization of coal in the power
generation, steel, and several manufacturing industries. Thus, in this paper, attempts
are made to devise the methodology for an automated characterization and sub-
classification of different grades of coal samples using image processing and
computational intelligence techniques.

Keywords Coal characterization ⋅ Image processing ⋅ Scanned electron
microscopy ⋅ Computational intelligence

1 Introduction

Coal characterization is one of the major aspects for the proper utilization of coal.
Prior to shipping, coal quality is commonly tracked by achieving random quality
checks on finally finished coal block. The standard of a coal is mirrored within the
variety of features like carbon content, ash content, and pores and edges present on
its surface. Generally, good quality of coal has high carbon content, less ash
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content, and porosity. When the edges and pores are found to be a lot of on its
surface with less carbon content and high ash content, the standard of coal is taken
into account to be poor. The expert petrologists confirm the degree of quality of
coal supported several methods like chemical analysis developed from existing
expertise and by validating with standard samples. Chemical analysis like proxi-
mate analysis and ultimate analysis of coal are considered to be the standard pro-
cedure used for coal characterization. The coal is often categorized as per their
carbon, oxygen, ash, and volatile matter content using this methodology. Charac-
terization by these methods is time intense and needs highly skilled petrologists.
Thus, an automated image-based characterizing system would be helpful.
Image-based approach is considered to be an important tool for the characterization
of coal that promotes the productivity and also raises the level of automation. In
image-based approach, coal can be mainly characterized according to its textural,
morphological, and color features.

In this paper, we propose how to characterize a coal according to its textural
features using functional link neural network (FLANN). Instead of having advanced
techniques like thermal imaging, infrared imaging, image analysis, etc., chemical
analysis remains a gold characterization technique. Chemical analysis leads to be
biased due to machine utilization, tiredness, etc., resulting in uncertain and
conflicting results. Hence, there is a requirement for a robust and efficient auto-
mated system for a preliminary screening of coal, which has capability to increase
the accurate outcomes without consuming more time and conflictness.

Over the years, several image analysis techniques for characterization of coal
images have been proposed. Typically, most of the techniques of image analysis are
used to characterize according to the combustion potential of coal, particle size, and
mass distribution in coal and ash content present in coal. Claudio et al. [1] proposed
the interaction between oxygen and coal particles at a very low temperature. It
might be utilized to calculate the utmost possible lane in the initial phase of oxi-
dation that may then results to a voluntary combustion action of coal. Zhang et al.
[2] discussed about an enhanced mass methodology for the prediction of particles of
coarse coal by means of image analysis technique. This has been subsisted of two
parameters, namely coal particles density and projected area. This paper concluded
that the proposed method allowed the coarse coal particles to be sieved easily,
accurately, and quickly. Jianguo et al. [3] estimated the grain size assessment of
coal using image segmentation method. In this paper, the overlap difficulty of
particles has been resolved by means of image enhancement technique as well as
the edges on surfaces are detected by means of structural edge detection method.
There are various identical researches on the characterization of coal in the literature
survey. Due to composite features of the coal images and difference in the sample
preparation techniques, a lot of task needs to be done to meet the real quality check
demands. It is remarked from the history of survey that the automated process
entirely depends upon the accurate feature extraction procedure.

In this research, we propose a methodology to automate the coal features from
the images, which can complement the petrologists with an unbiased data for better
characterization of coal. The method we introduce first separates the noises from the
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image and then extracts the textural features from the given samples. These features
can be used by FLANN classifier to classify the quality of coal accurately. The
architecture of paper is organized as follows: the framework of the proposed
method is described in Sect. 2. Section 3 presented the experimental results with
detailed analysis on the results obtained. Finally, the concluding remarks are pro-
vided in the Sect. 4.

2 Methods

The method of characterization from microscopic images includes image acquisi-
tion, subimaging, feature extraction, and classification, respectively. These steps are
briefly discussed as follows.

2.1 Image Acquisition Using Scanned Electron Microscope
(SEM)

Coal samples are taken from CSIR-Central Institute of Mining and Fuel Research,
Samlong, and Ranchi, India. Later, coal block is hammered and very small pieces
are obtained. Afterwards, coal sample images are captured using scanned electron
microscope under the setting of 5 kV accelerating voltage with an effective mag-
nification of 500X. The captured coal image samples are shown in Fig. 1.

2.2 Subimaging Using Bounding Box Method

The captured coal sample images are generally larger in size, hence for accurate
identification of features, the desire interested region has been determined using the
bounding box techniques [4]. This method results subimages with no pattern should
be overlapped. The bounding box method are shown in Fig. 2.

(i) Category-I             (ii) Category-II           (iii) Category-III

Fig. 1 Coal electron microscopic images
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The sample desired region of interest coal subimages is shown in Fig. 3. A gross
of 15 subimages is taken using the bounding box method from the initial images of
coal.

2.3 GLCM Feature Extraction

Gray level cooccurrence matrices (GLCM) are appropriate illustration of an image.
It is used to characterize the textures of an image, where few contractions within the
range of gray values have formerly been applied. The proportion of components of
the cooccurrence matrix is exhibited to be decent texture descriptors, because of the
ability to capture the analogous abundance of image features. The cooccurrence
matrix resembles a joint probability density function and we use to characterize the
probability density functions by calculating some statistical features from it. The
most widely used parameters calculated from the gray level cooccurrence matrix are
energy, entropy, contrast, homogeneity, and correlation. In every parameters case,
gray level cooccurrence matrix has been standardized by subdividing its entire

(i) Initial Coal Image (ii) Desired Region

Fig. 2 Bounding box sub imaging

(i) Image 1                (ii) Image 2                     (iii) Image 3

Fig. 3 Sample cropped sub images
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elements by total amount of pairs of pixels taken, that results is a joint probability
density function [5]:

P x, yð Þ = GLCMd x, yð Þ
Total number of all pairs of pixels

ð1Þ

where GLCMd x, yð Þ is a gray level cooccurrence matrix.
The parameters used here are formulized as follows:

i. Energy (e1):

∑
GL− 1

x=0
∑

GL− 1

y=0
P x, yð Þ2 ð2Þ

ii. Entropy (e2):

∑
GL− 1

x=0
∑

GL− 1

y=0
P x, yð ÞlogP x, yð Þ ð3Þ

iii. Contrast (c1):

1

GL− 1ð Þ2 ∑
GL− 1

x=0
∑

GL− 1

y=0
x − yð Þ2P x, yð Þ ð4Þ

iv. Homogeneity (h1):

∑
GL− 1

x=0
∑

GL− 1

y=0

P x, yð Þ
1+ x − yj j ð5Þ

v. Correlation (c2):

∑GL− 1
x=0 ∑GL− 1

y=0 xyp x, yð Þ− μmμn
σmσn

ð6Þ

where

μm = ∑GL− 1
x=0 x∑GL− 1

y=0 P x, yð Þ μn = ∑GL− 1
y=0 y∑GL− 1

x=0 P x, yð Þ
σm = ∑GL− 1

x=0 x − μmð Þ2∑GL− 1
y=0 P x, yð Þ σn = ∑GL− 1

y=0 y − μnð Þ2∑GL− 1
x=0 P x, yð Þ

In every cases, GL is the gross amount of gray levels that are used here.
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2.4 Classification Using Functional Link Artificial Neural
Network (FLANN)

Classifiers are mainly used for dividing the feature space into various classes
depending on similar features in pattern recognition. In general, to figure out the
classification work in pattern recognition, the standard algorithm is multilayer
perceptron (MLP) [6]. Multilayer perceptron has one input layer, one output layer
and multiple hidden layers. It takes much time to train the weight parameters vector
and as the number of layers increases, the complexity of MLP neural network also
increases. By considering above-mentioned issues, Functional link artificial neural
networks (FLANN) have been used for the classification of coal into its sub cat-
egories. In contradiction to multiple layer perceptron networks, FLANN architec-
ture signifies with feedforward network having single layer only. FLANN solves
the nonlinear problems by means of the functionary broaden features, that is gen-
erally experienced in the single-layer neural network. The properties like simple
architecture design and low network complexity inspires to use FLANN in char-
acterization task [7]. A comprehensive study is represented that illustrates the
effectiveness and performance of the FLANN classifier. The elements that are used
as the training sets are texture features that are derived from the sub images and
categories labels are target output. The five statistical texture inputs e1, e2, h1, c1,
and c2 in the input layer are functionally expanded with the trigonometric basis
functions as follows [8]:

f1, e1, sinðπe1Þ, . . . , sinðnπe1Þ, cosðπe1Þ, . . . , cosðnπe1Þ, e2, sinðπe2Þ, . . . , sinðnπe2Þ,
cosðπe2Þ, . . . , cosðnπe2Þ, c1, sinðπc1Þ, . . . , sinðnπc1Þ, cosðπc1Þ, . . . , cosðnπc1Þ,
h1, sinðπh1Þ, . . . , sinðnπh1Þ, cosðπh1Þ, . . . , cosðnπh1Þ, c2, sinðπc2Þ, . . . , sinðnπc2Þ, cosðπc2Þ, . . . , cosðnπc2Þg

To determine the error, the actual output on the output layer is set to be com-
pared with the target output provided by the petrologists. The backpropagation
training method is used to update the weight matrix between the input–output layers
depending on this error value. The proposed classifier (FLANN) is shown in Fig. 4.

The FLANN are trained with creation of the input–output patterns of different
features for various images. The proposed FLANN classifier shows great
enhancement in the classification accuracy in contrast to multilayer perceptron
(MLP). The training convergence characteristics of the FLANN architecture for all
the three desired individual output is depicted in Fig. 5.

2.5 K-fold Cross-Validation

Once the classification is done, the k-fold cross-validation [9] method is performed
for training and testing of classifiers for the extraction of textural features of coal as
the data set used in this study is too small. Here the datasets has been divided into
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five parts as we consider k = 5 and each category represents approximately same
division present in the original group. The three parts considered as training sets
and two parts are considered as testing sets among the division of five parts fold. To
make the several combinations of training and testing set, the process has been
performed for fivefold. Then, the fivefold are taken to be averaged and overall
characterization accuracy has been calculated.
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3 Results and Analysis

The proposed method has been executed on Intel core i7, 2.40 GHz, 8 GB RAM
and Windows 8.1 operating system. The programming simulation has been done on
MATLAB 2012 version.

A total of 15 coal subimages that belongs to the testing coal image datasets has
been utilized for the preparatory estimation of the proposed technique. Then a total
of five textural features have been extracted using GLCM feature extraction method.
Features like energy, entropy, contrast, homogeneity, and correlation has been
extracted using GLCM method. Although, multilayer perceptron (MLP) is consid-
ered as the gold technique for classification of the nonlinear patterns. Instead of this,
the use of multiple layers in MLP forms a complex network to train the dataset and
consumes more time and memory. To overcome this problem, the proposed FLANN
classifier is used to classify the different grades of coal. FLANN is able to solve the
nonlinear pattern issue by means of single-layer perceptron. To check the efficiency
of the proposed classifier, it has been compared with the characterization accuracy of
the standard classifier, i.e., MLP used for the characterization of coal images. Once
the coal has been classified accurately, then it is characterized as Category–I, Cat-
egory–II, and Category–III classes that have been further indexed as best, good, and
poor grades, respectively. The maximum characterization accuracy of 91.13 is found
with the FLANN classifier after applying the fivefold cross–validation method and
considered as a state of art among the two classifiers. Table 1 shows the average
characterization accuracy with standard classifier.

It has been noticed that the FLANN takes less time to execute the classification
in comparison to MLP. The difference in computation time taken by classifier is
shown in Fig. 6.

Table 1 Average characterization accuracy with standard classifier

Neural network Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Characterization accuracy %

MLP 75.33 80.00 86.66 86.66 88.33 83.39
FLANN 86.66 92.33 86.66 92.33 97.67 91.13

Fig. 6 Computation time
consumed for classification of
coal images
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Therefore, the proposed automated technique of coal characterization can be
verified as robust and efficient method for the coal quality characterization.

4 Conclusion

The main aim of this paper is the use of functional link artificial neural network
(FLANN) for the automated coal characterization. Rcceptable results are achieved
in comparison to standard method. The proposed method is comes under supervised
scheme, still the results are much authenticate and accurate as required for auto-
mated characterization of coal. On the basis of these obtained results, future works
include the morphological features extraction like edge detection, crack analysis,
and porosity analysis using image processing and computational intelligence
technique for developing the more robust method for an automated characterization
of coal microscopic images.
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Template-Based Automatic High-Speed
Relighting of Faces

Ankit Jalan, Mynepalli Siva Chaitanya, Arko Sabui, Abhijeet Singh,
Viswanath Veera and Shankar M. Venkatesan

Abstract This paper presents a framework which estimates the surface normals of
human face, surface albedo using an average 3D face template and subsequently
replaces the original lighting on the face with a novel lighting in real time. The system
uses a facial feature tracking algorithm, which locates and estimates the orientation of
face. The 2D facial landmarks thus obtained are used to morph the template model to
resemble the input face. The lighting conditions are approximated as a linear com-
bination of Spherical Harmonic bases. A photometric refinement is applied to
accurately estimate the surface normal and thus surface albedo. A novel skin-mask
construction algorithm is also used to restrict the processing to facial region of the
input image. The face is relighted with novel illumination parameters. A novel,
cost-effective, seamless blending operation is performed to achieve efficacious and
realistic outputs. The process is fully automatic and is executed in real time.

Keywords Albedo ⋅ Spherical harmonics ⋅ Relighting ⋅ Face mask
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1 Introduction

Face relighting in real time has a plethora of applications ranging from improve-
ments in the accuracy of face detection and face recognition systems to previews for
capturing selfies on mobile applications. With a real-time face relighting applica-
tion, one could preview a relit face before actually taking a picture, resulting in
enhanced user experience. Our face relighting approach could also be used to swap
a face from one picture with a face of the same/another person with a different
expression captured under different illumination conditions from another picture,
or, the illumination itself can be transferred from face in one image to the face in
other image. Consequently, this approach could also be extended to relight real or
virtual objects of known geometry in a scene. The relighting of virtual objects in a
VR scene can assist in generating realistic imagery.

Human face relighting has been an active area for research in the computer
vision and graphics community. It presents multiple challenges as one has to cope
with the diversity of faces (disparate shape, skin color, etc.), while their funda-
mental structure is mostly similar. The varying illumination conditions and artifacts
like cast shadows, self-shadowing, and occlusions all add to the complexity. When
the information regarding the scene is scarce, such as the absence of depth infor-
mation or the availability of only single input image, this problem becomes par-
ticularly difficult. To overcome this problem, our method is supplemented with 3D
sparse template of average face [1, 2]. In our framework, the model is warped to
resemble the subject’s face in order to achieve realistic and natural looking output.

Other approaches typically attempt face relighting by transferring the illumina-
tion from one image to another [3], estimate the 3D model of the subject’s face
using 3D Morphable models [4] or follow a Shape-from-Shading [5] approach and
add new illumination condition. Many of these approaches generate good results
but are time consuming. With an aim to be pragmatic we implemented a system
which performs relighting in real time, while also being fully automatic. Our only
assumptions are the availability of a single 3D face template, and that the input
image is captured in sufficiently good lighting conditions, i.e., most of the face is
within a well-lit environment. Our system achieves natural relighting by improving
the surface normals using photometric approach, generating improved albedo and
seamlessly blending the relit face-segment with the original image (Fig. 1).

This paper makes the following contributions:

• A novel, real-time template morphing driven by 2D landmarks in face images.
• A method to improve surface normals and albedo of the subject.
• A novel method of generating face-skin-mask.
• A novel seamless blending operation for realistic output.

The paper is organized as follows: Sect. 2 reviews the relevant work in this
research area, Sect. 3 describes the procedure to localize face and obtain facial
landmarks in real time followed by morphing the model, improving the surface
normals and obtaining the albedo. Section 4 includes estimation of surface normal
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and albedo, estimation of lighting coefficients. Section 5 includes relighting on
various face databases. Section 6 concludes the paper with discussions on obtained
results.

2 Related Work

Many approaches to face-shape estimation and face relighting [3, 6–12] lay
emphasis on various aspects such as feature tracking, template morphing, acquiring
illumination, generating albedo, and rendering the face with novel lighting
condition.

Face feature tracking, deals with localizing and estimating 2D landmark points
of a face in an image in real time. This paper is built on the work of Kazemi et al.
[13], which involves training an ensemble of regression trees to estimate the
positions of facial landmarks using pose-indexed features. This work forms the
basis of this paper and the rest of the work is driven by it.
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3D Face Model 

Face Detec on , 
Facial landmark 
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Choose a posi on 
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virtual light 
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Evaluate new 
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Camera preview 
before capture

Video Feed

Fig. 1 Key steps of our relighting framework
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Modeling the geometry of face has been an active area of research. The problem
is well tackled when it comes to the availability of multiple images. The work of
Blanz et al. [4] develops the basis for 3D face morphable model, which is widely
used in obtaining the geometry of a face by reducing the disparity between the
observed and synthesized data. Our novel implementation of template morphing
based on scaling the scan-lines differs as it uses only one template and it works very
fast, in the order of a few (<10) milliseconds, with an expense of being less accurate
but with visibly good results in relighting.

A well-known method of acquiring illumination condition based on the linear
combination of Spherical Harmonic bases was implemented in the work of Wang
et al. [7], and proposed by Ramamoorthi et al. [14]. They use the spatial coherence
of face texture to make their algorithm robust toward harsh illumination conditions.
Li et al. [3] proposed an illumination transferring technique from one face to
another but this work restricts the variability in novel lighting parameters.

Acquiring skin-reflectance or albedo is a crucial step in the whole process of
relighting. Removing the effect of original lighting from face image without
affecting the texture is a well-researched topic. The work of Biswas et al. [5]
estimated the true albedo by developing an image estimation framework. The ini-
tialized albedo is expressed as sum of true and unknown albedo and the LMMSE
estimate of true albedo is computed. The work of Debevec et al. [15] is based on
acquiring the reflectance of face by taking input data under various view-points and
lighting conditions using a light stage.

A lot of work has been done to solve the problem of identifying the face-skin
mask, which is critical for relighting and other beautification processing. [16, 17] is
based on classification of skin region if pixel value falls within specified threshold
in different color spaces or by training a Gaussian mixture model to classify pixels
as skin or nonskin. Main drawback in these color-based methods is not being robust
to varying skin-types or facial and optical artifacts like specularity. Our work is
more robust and adaptive to skin type based on online clustering and
Grab-cut-based foreground extraction algorithm [18].

A major contrast of our work with most of the previous related works with
respect to surface normal refinement, i.e., face-shape estimation, albedo extraction,
and skin-mask generation is that our method is fully automatic without any manual
intervention. With the availability of just a single face image or video frame, our
method can perform relighting with the user having full-control over the parameters
of new lighting environment.
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3 Face Detection and Model Fitting

3.1 Feature Detection

For the facial relighting effects to appear cogent and intuitive, not only does the face
need to be detected and localized in an image or video frame, a 3D model template
needs to be precisely fit to the facial image as well, with accurate scale and ori-
entation. This is done with the aid of the facial feature extraction algorithms, which
typically aim to estimate a high-dimensional vector representing the
image-coordinates of a predefined set of facial-features in a consistent order.

For this paper, we have used the algorithm described in [13], which estimates
face-shape using an ensemble of regression decision-trees in cascade and uses
pose-indexed features efficiently to refine the shape in real time. The 68-points
model (Fig. 2.) used was trained on the iBUG 300-W training dataset, and sub-
sequently an n-point correspondence-based pose estimation algorithm [12] was
used to estimate the rotation parameters of the face, detected in the image or video
frame and these parameters were used to generate the rotated version of repre-
sentative 3D facial model.

3.2 Face Template Morphing

We morph an average 3D face model using a simple piecewise linear process to
approximate the subject’s face-shape. An average 3D model is used for initializa-
tion because despite being diverse, human faces have the same underlying structure.

Fig. 2 The 68 feature points
and the region of interest
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In our approach, 68 facial landmarks, obtained by employing the face alignment
algorithm discussed in [13], help morph the average 3D face model to represent the
features of the subject’s face. A correspondence map was built between the 68
feature points and matching points from the template of the average face. The
vertices of the average face model were divided into ‘Vertical Scan-lines’ and
‘Horizontal Scan-lines.’ Refer to Fig. 3. Shaping the model to approximate the
user’s face is done in three phases: vertical scaling, horizontal scaling, and using the
skin-mask to limit the set of vertices to fall into the facial region.

• Vertical Scaling: To morph the average face’s point cloud to fit different fea-
tures along the vertical direction, we subdivided the face vertically into seg-
ments. The correspondence map of the facial landmarks with points in the point
cloud is used to find the scaling factors for each vertical scan line. The scaling
factor, Sj, for the jth vertical scan line, within each segment, is evaluated as
shown below.

Sj =
dj, kazemi
dj, pc

ð1Þ

v
0
i− 1, j ⋅ y− v

0
i, j ⋅ y = Sj * vi− 1, j ⋅ y− vi, j ⋅ y

� � ð2Þ

where v’ is the new set of vertices, dj,kazemi and dj,pc are the distance between the
facial landmark positions and distance corresponding points in the point cloud,
respectively, and vi-1,j and vi,j are neighboring vertices on the same vertical
scan-line in the average model point cloud.

• Horizontal scaling: The face is subdivided into different horizontal segments to
preserve the width of features such as nose. For each scan-line we estimate a
target length by finding the corresponding x coordinate for a given y coordinate
of the scan-line on both extremes using linear interpolation of the feature points.
The scaling factors are then evaluated by dividing the target length with the

Fig. 3 3D template morphing. Facial landmarks, average template, morphed template and profile
view of morphed template
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distance between corresponding vertices on the face model. Within the nose
region, scaling factors are similarly found using the width of the nose as target
distance.

To determine the face-skin region, we devised an automatic method to construct
a skin-mask, as shown in Fig. 4. Facial landmark points were used to construct a
mask in which each pixel is classified as definite foreground, definite background,
probable foreground, and probable background. Refer to Fig. 4. Since the feature
vector has no data about the forehead, we clustered the skin-pixels to classify the
unknown region of forehead as probable foreground or probable background. With
this mask, we employed Grab-cut [18] algorithm to generate the skin-mask.

4 Estimating Surface Normal and Albedo

4.1 Lighting Coefficients

Appearance of face image depends on the illumination condition. It is desirable to
remove the original illumination from the face to generate its surface albedo. The
obtained albedo is used to add new lighting to the face.

We have used an approach similar to Wang et al. [7] to estimate the original
illumination condition. Assuming that faces are Lambertian objects, we can
approximate the intensity of a pixel in each channel as a linear combination of
spherical harmonic bases [7, 14]. It is shown that second-order approximation in
spherical harmonics captures a sufficiently high (∼99 %) portion of the illumination
energy [19] in estimating the lighting condition. We obtained the nine coefficients
corresponding to zeroth-, first-, and second-order spherical harmonic bases by
solving the overdetermined system of linear equation (Eq. 3).

I x, yð Þ= ρ x, yð Þ * ∑
9

k=1
lk * hk n x, yð Þð Þ ð3Þ

Fig. 4 a Gaussian clustering of skin pixel. b Interior polygon corresponds to definite foreground;
Outer rectangular region corresponds to definite background, further based on clustering, probable
foreground, and background respectively. c Output of Grab-cut on (b). d Generated face mask.
Refer to Fig. 3 for original image
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where n x, yð Þ and ρ x, yð Þ are the surface normal and the albedo, respectively, at
x, yð Þ pixel location in the input image, lk is the kth coefficient obtained as above
and hk n x, yð Þð Þ is the spherical harmonic basis (See Appendix 8, 8.1) corresponding
to surface normal n x, yð Þ.

4.2 Surface Normal Refinement

The template model deformation done previously (Sect. 3) provides a good ini-
tialization of surface normals and roughly resembles the input face. To obtain an
efficacious relighting output, the true surface normals and albedo are required.

We modify the surface normals using photometric refinement algorithm by
constructing an energy minimization framework [20].

• Albedo Initialization: In order to improve the surface normals, we need a good
initialization of albedo for each pixel to solve Eq. 3. The albedo of any natural
object comprises of a small color palette and piecewise smooth [21]. Therefore,
the albedo of a human face is expected to be fairly constant. As an initialization,
the intensity values are averaged over the face region in logarithmic space
because of additive dependency in log-space. Using Eq. 3, we get,

log I x, yð Þð Þ= log ρ x, yð Þð Þ+ log ∑9
k=1 lkhk n x, yð Þð Þ

� �

ð4Þ

We obtain the texture information as a ratio image of original input image and a
blurred output of the same image. The albedo was initialized as a product of
average of pixel intensity and the texture image.

• Energy Minimization: The estimated coefficients of spherical harmonic bases
and the initialized albedo are used to estimate the surface normal by solving
Eq. 3. We employed gradient descent technique with adaptive learning rate to
minimize the difference between the observed intensity and the estimated
intensity at each pixel.

E x, yð Þ=ΣR,G,B I x, yð Þ− ρ x, yð Þ*Σ9
k=1lkhk n x, yð Þð Þ� �2

� �

+ λ1 jj n x, yð Þð Þjjð Þ2 − 1
� �2

+ λ2Σj, k ϵ neighbourjj n x, yð Þ− n j, kð Þð Þjj2
ð5Þ

where the first term in Eq. 5 represents the difference between the observed and
the estimated intensity values, the second term encourages normalized solution
and the third term ensures continuity among the neighboring pixels. λ1 and λ2
are empirical weights kept equal to 1.

• Albedo Estimation: The surface albedo component in Eq. 3 can now be
obtained using the refined surface normals and the coefficients of spherical
harmonics obtained from (Sect. 3.1). Using Eq. 3,
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ρ x, yð Þ = I x, yð Þ
∑
9

k=1
lkhk n x, yð Þð Þ

ð6Þ

To improve the results, we can iteratively perform the estimation of coefficients,
surface normal refinement, and the albedo estimation. It was observed that subse-
quent iterations do not improve the result significantly. We restricted ourselves to
single iteration.

5 Experiments

5.1 Skin-Mask

To determine the region face-skin mask, we devised an automatic method to
construct a skin-mask, as shown in Fig. 4. The 68-feature point vector of facial
landmarks was used to construct a mask, in which, each pixel is classified as
definite foreground, definite background, probable foreground, and probable
background. Since the feature vector has no data about the forehead, we clustered
the skin-pixels to classify the unknown region of forehead as a probable foreground
or probable background. With this mask, we employed Grab-cut [18] algorithm to
generate the skin-mask.

5.2 Relighting

The relighting process requires the albedo, the new illumination intensity and
direction of light source (assuming point source at infinite distance) and surface
normals of the face. The framework is implemented using OpenGL. The face region
is divided into smaller regions called fragments and the relighting is performed on
each of these fragments.

Let ns be the normalized direction of illumination and nj be the surface normal at
an arbitrary point j. The new intensity is calculated by

I ′ jð Þ = ρ jð Þ * Is * ⟨ns ⋅ nj⟩ ð7Þ

where I ′ jð Þ is the new intensity, Is is the intensity of novel light. Only those portions
of the input image or video frame which fall inside the skin-mask are relit (Fig. 5).
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5.3 Blending

To obtain a good result, it is necessary to match the appearance of face in the image
along the model’s periphery. Applying a low-pass filter over the difference of relit
image and the original image and then adding it back to the original image results in
desired outputs while being extremely cost-effective.

Ifinal = Ioriginal + G Irelit − Ioriginal
� � ð8Þ

where, G Mð Þ represents the Gaussian Blur of matrix, Ifinal, Ioriginal, Irelit are the final
obtained image, original input image, and the relighted image respectively.

6 Results and Conclusion

In Sects. 3 and 4, we had presented our approach and procedure to warp the face
template model, estimate the surface normals, albedo, and skin-mask and use these
to relight the face image with user having complete control over the illumination
direction and intensity. In this section we evaluate the performance of our method.

The output of our method is reliably good and is generated faster than most of
the previous works. Our method generates fast and reasonably accurate results even

(1) (2) (3)

Fig. 5 Relighting still images. Top row consists of original input image and the bottom row
includes relighted image
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when the face orientation is not front-facing. Since our framework achieves fast
relighting (Ref. Table 1. For timings) for various poses and illumination conditions,
it is feasible for many practical applications on mobile devices like Selfie-previews.

Although in the present work, model fitting is performed on each video frame,
we can generate a 3D model specific to a subject’s face by accumulating the model
warps over a number of frames in different poses thus eliminating the need for
fitting the model anymore as long as that particular subject’s face is being tracked.
We limit the number of iterations for albedo calculation to maximize the speed of
the process. Even so, our method generates accurate albedo (Refer Fig. 6). Based
on these experiments, we claim that our relighting method works fairly well and in
real time for frontal as well as differently oriented faces (Table 2).

Fig. 6 Albedo estimation

Table 2 The time taken in
milliseconds for face-mask
modeling

Example 1 Example 2 Example 3

6.025 5.69 7.07

Table 1 The time taken in milliseconds for the relighting process for different resolutions of input
image. This timing was observed with an Intel i7 3630QM @ 2.4 GHz, NVIDIA GeForce GT
650 M GPU. The examples correspond to figures in Fig. 5. (in order)

Resolution Example 1 Example 2 Example 3

600 × 600 20.96 25.04 26.91
400 × 400 15.52 14.46 14.99
256 × 256 10.78 10.45 10.43
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Appendix

Spherical Harmonics

Lighting conditions can be approximated by a linear combination of spherical
harmonics. It is shown by [19] that with second order assumption in spherical
harmonics, 99 % of the energy can be captured. In our method, we use spherical
harmonics to estimate the lighting conditions which is further required to estimate
the surface normals and the albedo of the face.
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Specularity

Relighting assuming a Lambertian model captures only the diffuse component of
illumination. To achieve realistic outputs, it is necessary to incorporate the specular
component as well. For this purpose, we use the Torrance–Sparrow model with
similar approximations as Shim et al. [9]. Instead of finding the specular coefficient,
we stick to our template-based approach and create a generic face specular map
using the Skin Reflectance Database of Weyrich et al. [22]. The specular compo-
nent of illumination is defined in [9].
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Abstract Anomalous event detection is the foremost objective of a visual
surveillance system. Using contextual information and probabilistic inference
mechanisms is a recent trend in this direction. The proposed method is an improved
version of the Spatio-Temporal Compositions (STC) concept, introduced earlier.
Specific modifications are applied to STC method to reduce time complexity and
improve the performance. The non-overlapping volume and ensemble formation
employed reduce the iterations in codebook construction and probabilistic modeling
steps. A simpler procedure for codebook construction has been proposed.
A non-parametric probabilistic model and adaptive inference mechanisms to avoid
the use of a single experimental threshold value are the other contributions. An
additional feature such as event-driven high-resolution localization of unusual
events is incorporated to aid in surveillance application. The proposed method
produced promising results when compared to STC and other state-of-the-art
approaches when experimented on seven standard datasets with simple/complex
actions, in non-crowded/crowded environments.
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1 Introduction

In the last few years, there has been an accelerated expansion in the use of surveillance
cameras, with a purpose of detecting crimes and to act as repellents for future threats.
The reason behind this mass deployment is the steep rise in the crime rate, com-
promising the safety and security of the society in the present day global scenario.

An automatic visual surveillance system has the primary task of detecting an
event which is anomalous in a particular context, avoiding the possible miss
detections in a manual model [1]. Anomaly by definition is anything that departs
from the normal, i.e., an anomalous event occurs rarely among the normal events.
In other words such an event can be detected based on its very low probability of
occurrence in a particular context. Context is crucial in decision-making because an
activity which is unusual in one context may be normal in some other [2].

Adam et al. [3] developed an approach to capture motion features by several local
monitors based on optical flow directions. If a measurement is unusual, the local
monitor produces an alert and these alerts are combined to a final decision. The
method has not considered contextual information for detection and suffers from the
drawback that it cannot detect events as unusual which are composed of unusual
sequences of short-term normal actions. The Mixture of Dynamic Textures
(MDT) method [4] uses joint modeling of the appearance and dynamics of the scene
along with the ability to detect temporal and spatial unusualness to determine
anomalies in a crowded scene. The drawback is that the method is computationally
intensive. The detection of anomalies in videos was addressed by Boiman et al. as a
problem of detecting irregularities using Inference by Composition (IBC) method
[5]. Contextual information around an event was used in this method for unusual
event detection. The method tried reconstructing the query from the database using
spatio-temporal patches. Because the method used all spatio-temporal patches to
reconstruct, it is computationally intensive. This drawback of [5] was overcome in
STC approach [2] of Roshthakhari et al. The method grouped similar volumes into a
codebook and used probability framework for the inference mechanism. The use of
codewords and their probability distribution functions instead of all the volumes
reduces the time complexity by a great extent. The method is real-time, has unsu-
pervised learning ability, and outperforms the state-of-the-art methods found in the
literature. However, the method has to deal with a very large number of overlapping
volumes. Also, a single experimental threshold is used for inference. It has been
suggested that the performance of the method could be improved with an adaptive
threshold. Inspired by this method, a similar probability-based anomalous event
detection approach using contextual information is adopted in this paper. An attempt
is made in the proposed work to develop an adaptive inference mechanism while
further simplifying the method of [2], as will be discussed in the subsequent sections.

Further, video data captured from public spaces can often be ill-conditioned due
to poor resolution [1]. But capturing frames in high resolution and their transmis-
sion consumes more energy and bandwidth. It is a fact that the lifetime of
battery-operated camera nodes is limited by their energy consumption [6]. Hence,
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this paper proposes an event-driven enhancement of only the frames containing the
detected anomalous events.

Overall, the characteristic features and contributions of the proposed method
include

• Construction of volumes and formation of ensembles in a non-overlapped
manner at various scales. This is to simplify the codebook construction process
and to reduce the complexity of the probabilistic modeling process.

• A new codebook construction process is proposed which is less complex and
proved to be reliable as seen from the anomalous events detection rate in
experiments section.

• Applying non-parametric approach to obtain the true distribution of codewords
in the ensembles during probabilistic modeling.

• Proposal of three context-based adaptive inference mechanisms to detect the
anomalous events in the query videos by adaptively determining the
decision-making threshold.

The rest of the paper is organized as follows: Sect. 2 explains the proposed
approach for anomalous event detection and localization. Section 3 shows the
experimental results on the different datasets and finally Sect. 4 concludes the paper.

2 Proposed Method

The proposed method in principle is based on the method of STC [2]. However, the
implementation of the concept has been varied, as will be explained in the following
subsections. It is a fact that an anomalous event is considered as a rare event having
very low likelihood of occurrence, among the majority of normal events. As men-
tioned earlier, the context of an event is also a deciding factor in identifying an
anomalous event. Hence, the spatio-temporal region around an event (an ensemble)
is used to obtain the required contextual information. For an observed query video,
the probability of each ensemble composition is compared with those of the training
sequence. If the probability of an ensemble of the query is less than a threshold, then
that ensemble is inferred to have the event(s) of interest. The unusual event detection
and localization process presented in this paper is carried out in two stages.

2.1 Initialization with a Training Video Sequence

A short video sequence describing the given context, including the normal activities
involved in it is required for initialization of the proposed method. This initial
training of the surveillance system is performed through the following three steps.
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2.1.1 Formation of Spatio-Temporal Blocks and Construction
of Volumes

The training video containing normal events is initially downsampled, and then
divided into blocks called ensembles of equal size in both spatial and temporal
domain. The downsampling of the video is done to reduce the number of volumes
that can possibly be constructed, with minimal loss of informatio10 × 10 × 10n as
seen from the experimental results in Sect. 3.1. These ensembles give the contextual
information aiding in the anomaly detection. Each ensemble is then sampled to
generate a set of non-overlapping spatio-temporal volumes at different spatial and
temporal scales, for example, of size and in the increments of 10, up to the ensemble
size as shown in Fig. 1. The algorithm for the same is given in Algorithm 1. The
non-overlapping volume construction at each scale generates one volume for every
10 pixels approximately, thereby reducing many iterations when compared to vol-
ume construction around every pixel. It is known that human activities and any other
natural spatial structures are not generally reproducible [2, 5]. Therefore, these local
small variations in the activities in space and time are not to be missed. This is
achieved by sampling at different scales. The proposed method differs from [2]
where construction of volumes and ensembles is done around every pixel.

Since we need to know the activity(s) contained in the volumes, a descriptor
describing the temporal changes (fz) is defined for each volume vi and the volumes
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Fig. 1 Pictorial represenation of ensembles (E1, E2, …., E6) and volumes formed at different
spatial and temporal scales within E1
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are represented by their descriptors throughout the rest of the process. It is deter-
mined as the gradient ∇ along the temporal axis and is given by, [2]

fz = absð∇ við ÞÞ, for all vi. ð1Þ

This captures all the changes that have occurred in the scene during the course of
time. To reduce the computational complexity of the overall process, all these
descriptors of volumes at various scales are converted into vectors, normalized to
unit length, and stacked together to obtain a compact form.

2.1.2 Codebook Construction and Codeword Assignment to Volumes

The spatio-temporal volume construction process in the earlier step generates large
number of volumes. For example, dense sampling of a one minute video with a
frame rate of 30 frames/sec generates 4 × 104 volumes approximately. Corre-
spondingly, storing them requires large memory space. Since the volumes are
constructed in a non-overlapping manner, they are rarely identical, complicating the
probability calculation of the arrangement of volumes, in the next step. However,
since many volumes may be similar, grouping them reduces their number without
considerable loss of information, while enabling the computation of probability.
The single combined volume known as a codeword represents all the volumes of a
group. All the codewords together form a codebook.

The new codebook construction procedure proposed is much simpler than the
codebook procedure in [2] and also the pruning process of codewords is avoided
here. The Euclidean distance is used as a measure of similarity to group the vol-
umes. The volumes having the distance lesser than a threshold ε are grouped
together and a codeword is formed. It is to be noted that the number of codewords
formed is much less than the number of volumes created.

The similarity weight [2] between each volume and each of the codewords is
then computed. The codeword with the highest degree of similarity for a volume is
then assigned to it as shown in Fig. 2. The proposed codebook construction and
codeword assignment algorithm is explained in Algorithm 1.

2.1.3 Non-parametric Probabilistic Modeling of Volume
Configuration in an Ensemble

To understand the normal behaviour occurring in the context found in the training
sequence, contextual information present in each ensemble is to be modeled.
A probabilistic framework to model the spatio-temporal arrangement of volumes in
an ensemble has been introduced in [2]. Applying probability theory to the con-
figuration of volumes gives the probability of occurrence of that normal event
arrangement. Such probability values of all the ensembles of the training sequence
describe the likelihood of occurrence of normal events. An unusual ensemble will
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be the one having very low probability for its composition. In [2] the arrangement
of volumes in an ensemble has been considered relative to its central volume using
the co-ordinate distances of volumes and relative position of codewords (repre-
senting the volumes) in codebook space. In the proposed method, it is assumed that
every volume in an ensemble has a unique position as shown in Fig. 3a and these
position numbers instead of coordinate differences are utilized to know the
arrangement of volumes.

Since each volume is represented by a codeword assigned during codeword
assignment procedure, every ensemble can be represented by a group of codewords.
Let c be the codeword assigned to any video volume vk and c’ is the codeword for
the central volume vi and p be the position of the volume vk. Thus, probability
modeling of the volume arrangement becomes modeling of codeword arrangement
around a central codeword. This probability of finding ðc, c0 Þ given the observed
video volumes (vk, vi, p) is termed as volume posterior probability [2] and is
calculated using conditional probability principle as,

Pðc, c′jvk, vi, pÞ=P cjc′, p� �

P cjvkð Þ P c′jvi
� �

. ð2Þ

A non-parametric approach is used to find the first term of Eq. (2). It is obtained
by considering all the ensembles belonging to the training sequence and finding the
probability of observing the codeword c relative to the central codeword c’ at every
position p for an ensemble, as depicted in Fig. 3b. It is a non-parametric approach
to estimate the true distributions, whereas in [2] this estimation is done paramet-
rically using a mixture of Gaussians. The second and third terms of Eq. (2) are
calculated by applying Baye’s theorem of conditional probability. The product of
posterior probabilities of all the volumes in an ensemble gives the posterior prob-
ability of that ensemble. The posterior probabilities of all the ensembles of the
training sequence forms the database PET .
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Fig. 2 a Labeling of each codeword cj to each volume vi with their similarity weight wi,j.
b Representation of the ensembles after the assignment of a codeword cj with the highest weight to
each of its volume vi
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2.2 Anomalous Events Detection in a Query Video

2.2.1 Event-Driven Processing

The query video sequence considered is sampled similar to training video to con-
struct ensembles and volumes. If there exists a non-zero gradient descriptor, only
then the codeword assignment and further processing is carried out. Else, it is
ignored in order to avoid the unnecessary wastage of processing power. This
event-driven processing of a query video is explained in Algorithm 2. At this point,
the proposed method is modified to achieve the unsupervised learning of new normal
events. For this purpose, the frequency of the codewords in different positions of the
ensembles in the training is incremented, updated, and used to obtain the values of
first term of Eq. (2) when a query is processed and the frequency values are carried
forward for the next query, in order to learn. This feature is beneficial in contexts
where the normal events pattern changes more often.
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2.2.2 Inference Mechanisms for Decision-Making

The decision-making regarding the presence of unusual events requires a threshold
to be fixed. To avoid the use of a single experimentally obtained threshold value as
in [2], context-based adaptive inference mechanisms have been developed in this
work. Based on the normally encountered contexts under surveillance, three
mechanisms suitable to those contexts have been proposed. Being adaptive gives
these mechanisms the edge over single-valued inference mechanism as there is no
guarantee that the single value will generate the expected detection rate for all
contexts. This is because the probability values of both the training and query
sequences change from one context to another and hence it may be expected that
the decision-making threshold value also changes accordingly. Following are the
inference mechanisms developed:

Inference Mechanism for Crowded/Non-crowded Real-World Contexts (IM 1).
In a real-world context, it may be expected that an unusual event occurs rarely for a
short duration amidst the normal events. IM 1 is developed based on the fact that for
the training sequence, the range of probabilities PET for the different ensembles
obtained correspond to the normal events. Given a query, the probabilities of
ensembles containing normal activities in it will be higher than the minimum value
of PET . Hence, the minimum ensemble posterior probability of the training
sequence added with a small constant deviation α is chosen as the decision-making
threshold (T). Any ensemble posterior probability of the query less than this
threshold is inferred to have anomalous events in it.

Inference Mechanism for Non-crowded Contexts Consisting of a Definite
Activity Pattern (IM 2). The IM 2 is applicable for a context where the objective of
surveillance is to detect the activity in the query which deviates from that of the
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training, e.g., when boxing activity occurs in place of usual walking activity,
showing a pattern change. Thus, if the pattern of the ensemble posterior proba-
bilities corresponding to the activity in a query does not match with that of the
normal activity in the training, then the mismatched ensembles are anomalous.

Inference Mechanism for Contexts Involving Object Detection (IM 3). The
similarity between the training and a usual sequence is computed using Euclidian
distance between their ensemble probabilities PET and PEU respectively. This forms
the decision-making threshold (T). If the similarity between the training and any
query is found to be less than the T (or distance greater than T), then the query is
considered to have unusual event (object of interest). The ensemble of this query
with minimum probability contains the anomalous object. This mechanism is found
to be accurately working for the contexts having dynamic background (e.g.,
background of river).

The Algorithm 2 provides the anomalous event detection procedure.

2.2.3 Event-Driven High-Resolution Localization

Once any ensemble is inferred to be containing anomalous event(s), the frames
constituting that ensemble are subjected to enhancement. This event-driven
high-resolution localization enhances the visibility of the anomalous activity(s),
thus aiding in surveillance application.

3 Experiments

The proposed method for unusual event detection was tested on seven different
standard datasets namely, the Subway Surveillance dataset,1 Anomalous Walking
Patterns dataset [5],2 the UT-Interaction dataset3 [7], the MSR Action Dataset II,4

KTH dataset [8],5 the Weizmann dataset,6 the Spatio-temporal Anomaly Detection
dataset7 (Train, Boat-river, and Canoe video sequences) [9] with simple and
complex activities, in both non-crowded and crowded environments and under
varied illumination conditions.

1from the authors of [3].
2http://www.wisdom.weizmann.ac.il/∼vision/Irregularities.html.
3http://www.cvrc.ece.utexas.edu/SDHA2010/Human_Interaction.html.
4http://research.microsoft.com/en-us/um/people/zliu/actionrecorsrc/.
5http://www.nada.kth.se/cvap/actions/.
6http://www.wisdom.weizmann.ac.il/∼vision/SpaceTimeActions.html.
7http://www.cse.yorku.ca/vision/research/spatiotemporal-anomalous-behavior.shtml.
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Processing of a query video
• From the ensembles = { , ,…., }, construct volumes V={q1,q2,….,qk} and obtain their gradient descriptors as before.
• If there exists a non-zero descriptor, assign a codeword to each volume as 

before, from the codebook formed earlier for training.
• Compute the posterior probability of each ensemble = { , ,…., } as 

in Section 2.1.3
Inference mechanisms:
IM 1:
T = min( )+α
for all values in 
if < T

is anomalous 
end if
end for

IM 2:
for all values in 
if the pattern ~= pattern 
of

deviating from pattern
of is anomalous
end if
end for

IM 3:
T = distance( , ) 
if distance( , ) > T

min( ) is anomalous 
end if

Alg. 2. Proposed anomalous event detection procedure, given a query.  

In UT-Interaction, MSR II, KTH, and Weizmann datasets, those activities which
occur frequently or which appear normal in that context are classified to be usual
events and those which deviate from these are considered to be unusual, as Ground
Truth (GT). For the rest, the unusual events ground truth have been provided (refer
Table 1 for the activity details). The smallest possible sequence containing the
normal activities were chosen for initial training from all the above datasets. The
training and query videos are downsampled to a dimension of 120 × 160 before
processing, and then the ensembles of size 60 × 53 × 50 are formed during
experiments.

3.1 Performance Analysis

The experimental results given in Table 2 show the performance of the proposed
method on the above datasets. It is to be noted that the training set used here for
initialization for each of the datasets consists of a very small number of frames
(relative to the length of the entire video) ranging from 50 to 600 frames so as to
contain the desired length of normal actions.

Overall results show that the proposed method exhibits promising results, with
an unusual event detection rate ((True positives/number of unusual queries tes-
ted) × 100) of 91.35 % across all datasets, with only six false alarms. The likely
reasons for the few missed detections observed could be due to the lack of
noticeable movements by the participants at a distance from camera, poor illumi-
nation causing least gradient changes, and the close similarity of the events in
queries to those of training. The results show that the inference mechanisms pro-
posed worked as desired depending on the contexts.

Figure 4a shows the Receiver Operating Characteristics (ROC) curve of the
proposed method for the Anomalous Walking Patterns dataset. It shows higher True
Positive Rate at a lower False Positive Rate at the threshold obtained through IM 1,
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compared to the ROC of the state-of-the-art STC method [2]. Figure 4b shows the
Precision-Recall (PR) curve of the proposed method for the Train video of Spatio-
temporal Anomaly Detection dataset. It achieves higher Precision at a higher Recall
at the threshold obtained through IM 1, compared to PR curves of STC [2] and
Spatio-temporal Oriented Energy Filters [9]. Also, the detection rate of the pro-
posed method in case of Subway Surveillance (Exit video) dataset is comparable to
those of other methods [2, 3, 10, 11], as shown in Table 3.

As mentioned in [2], the method generates a huge number of volumes (106 vol-
umes for 1 minute video) as a result of dense sampling around every pixel. If V is the
total number of volumes generated for a video sequence, then the time complexity of
the codebook construction isO (V). IfK is the number of volumes in an ensemble, and
M is the number of codewords, the complexity of codeword assignment isOðK × MÞ
and for the posterior probability calculation, it is OðK × MÞ.

The proposed method generates relatively a very less number of volumes due to
the non-overlapping (not around every pixel) volume construction procedure. For a
1 minute video with the frame dimension of 120 × 160, only around 4 × 104

volumes are produced. Hence, codebook construction here requires far less itera-
tions. The same is the case for codeword assignment as well. Though the

Table 1 Details of the activities present in the datasets and the inference mechanism applied
based on the context

Datasets Activities
classified as
usual

Activities classified as
anomalous

Inference
mechanism
applied

Subway Surveillance
dataset (Exit video)

People exiting
from the platform

Entering through the exit
gate, moving in the wrong
directions, loitering

IM 1

Anomalous Walking
Patterns dataset

Walking Stealth walking, crawling,
falling, jumping over
obstacles

IM 1

UT-Interaction dataset Persons in the
scene having no
physical
interactions

Punching, kicking, pushing IM 1

MSR II dataset Normal actions
in a dining area

Hand waving, clapping,
punching

IM 1

KTH dataset Walking Boxing, hand waving,
clapping, running

IM 2

Weizmann dataset Walking Bending, jacking, jumping,
hopping, sideways walking,
skipping, one and two hands
waving

IM 2

Spatio-temporal anomaly
detection dataset (Train,
Boat-river and Canoe
videos)

People sitting
inside the train
cabin, no boat in
the river

People entering and leaving
the train cabin and, boat
appearing in the scene

IM 1 for train
video
sequence, IM
3 for others
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complexity of probability calculation in this method is O K × M × Kð Þ, it still
requires much fewer iterations because of smaller K andM, leading to a reduction in
the computational complexity when compared to that of [2].

Notwithstanding the involvement of non-overlapped volumes for anomalous
event detection, the observed result may be possibly attributed to the use of
non-parametric method to obtain the true distribution of the codewords in the
ensembles, to the probability calculation for every volume of the ensembles and to

Table 2 Details of the experimental results for the different datasets using the proposed method

Datasets No. of
training
frames

No. of
unusual
queries tested

True positives
(False
positives)

Detection
rate

Subway Surveillance dataset
(exit video)

600 29 27 (2) 27/29
(93.1 %)

Anomalous Walking Patterns
dataset

100 08 08 (0) 8/8
(100 %)

UT-Interaction dataset 100 21 19 (0) 19/21
(90.47)

MSR II dataset 50 16 16 (2) 16/16
(100 %)

KTH dataset 100 80 77 (1) 77/80
(96.25 %)

Weizmann dataset 50 18 12 (0) 12/18
(66.6)

Spatio-temporal
anomaly detection
dataset

Train
video

100 07 05 (0) 5/7
(71 %)

Boat-river
video

50 03 02 (1) 2/3
(66.6 %)

Canoe
video

100 03 03 (0) 3/3
(100 %)

Total 185 169(6) 169/185
(91.35 %)

Fig. 4 a ROC curve of the proposed method for Anomalous Walking Patterns dataset. b PR curve
of the proposed method for the Train sequence
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the decision-making threshold derived from the training probability database.
Figure 5 shows sample detections of anomalous events in experimented datasets by
the proposed method.

Table 3 Comparison of results of the different methods (results taken from corresponding
references) for Subway Surveillance (exit video)

Dataset Method Unusual events
detected

False
positives

Subway Surveillance dataset
(Exit video)

STC [2] 19/19 02
ST-MRF [10] 19/19 03
Dynamic Sparse
Coding [11]

19/19 02

Local Optical Flow [3] 09/09 02
Proposed method 27/29 02

Fig. 5 Sample snapshots of the detected anomalous events in the different dataset videos
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4 Conclusion

This paper presents an improved approach for anomalous event detection based on
the principle of STC method. An attempt has been made to reduce the complexity
and improve the performance. The encouraging results observed justify the specific
deviations incorporated. Avoiding the overlapping volumes and ensembles around
every pixel aids in reducing the complexity of codebook construction, codeword
assignment, and probabilistic modeling processes. The simple yet reliable codebook
construction procedure proposed further simplifies the overall processing. The
non-parametric probability estimation involving every volume may also have
contributed toward obtaining encouraging results. The adaptive inference mecha-
nisms proposed in this paper have proven to be effective in anomaly detection. The
proposed method produced appreciable results in comparison to STC and other
state-of-the-art methods.

Developing a single unified adaptive inference mechanism applicable to any
given context, employing partially overlapped volumes/ensembles and using a
more complex descriptor can further improve the performance and robustness of the
method.
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A Novel Approach of an (n,n)Multi-Secret
Image Sharing Scheme Using Additive
Modulo

Maroti Deshmukh, Neeta Nain and Mushtaq Ahmed

Abstract Secret sharing scheme (SSS) is an efficient method of transmitting one

or more secret images securely. The conventional SSS share one secret image to n
participants. With the advancement of time, there arises a need for sharing multi-

ple secret image. An (n, n)-Multi-Secret Image Sharing (MSIS) scheme is used to

encrypt n secret images into n meaningless shared images and stored it in differ-

ent database servers. For recovery of secrets all n shared images are required. In

earlier work n secret images are shared among n or n + 1 shared images, which

has a problem as one can recover fractional information from less than n shared

images. Therefore, we need a more efficient and secure (n, n)-MSIS scheme so that

less than n shared images do not reveal fractional information. In this paper, we

propose an (n, n)-MSIS scheme using additive modulo and reverse bit operation for

binary, grayscale, and colored images. The experimental results report that the pro-

posed scheme requires minimal computation time for encryption and decryption.

For quantitative analysis Peak Signal to Noise Ratio (PSNR), Correlation, and Root

Mean Square Error (RMSE) techniques are used. The proposed (n, n)-MSIS scheme

outperforms the existing state-of-the-art techniques.

Keywords Secret sharing scheme ⋅ Multi-secret image sharing scheme ⋅ Additive

modulo ⋅ Correlation ⋅ RMSE ⋅ PSNR

1 Introduction

Nowadays, digital communication plays an important role in data transfer. There

exists many applications for communicating secretly. As a result, the prime objective

is to secure data from unauthorized access. So, a lot of algorithms and techniques
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have been designed for data hiding. Watermarking, Steganography, and Crypto-

graphy are globally used to hide information. Watermarking is a technique which

embeds information into an image. Steganography is used to conceal secret informa-

tion within another object referred as cover work. Cryptography is used at sender’s

side to convert plaintext into ciphertext with the help of encryption key and on the

other hand, receiver performs decryption operation to extract plaintext from cipher-

text using the same key. Visual cryptography is a secret sharing scheme which was

first proposed by Shamir [1] and Blakley [2] where a secret image is encrypted

into multiple shares which independently disclose no information about the origi-

nal secret image. The secret image is revealed only after superimposing a sufficient

number of shares. The operation of separating the secret into n share is called encryp-

tion and the operation of recovery of secret by stacking of shares is called decryption.

Visual cryptography schemes are of two types: (k, n) VCS and (n, n) VCS. In (k, n)
secret sharing scheme the secret image is encrypted into n shares and at least k shares

are required to recover the secret image, less than k shares are insufficient to decrypt

the secret image. In (n, n) secret sharing schemes the secret image is encoded into n
shares and all n shares are required to recover the secret image, less than n shared

images will not reveal the secret. In VCS, the visual quality of the recovered image

is poor due to using OR operation [3, 4].

In visual cryptography, the sharing of multiple secrets is a novel and useful appli-

cation [5, 6]. In (n, n) Multi-Secret Image Sharing (MSIS) scheme n secret images

are encrypted into n number of shares which independently disclose no information

about the n secret images. For recovery of secret images, all n shares are required [7].

Currently, MSIS scheme have many applications in different areas such as missile

launching codes, access control, opening safety deposit boxes, e-voting, or e-auction,

etc. The rest of paper is organized as follows. In Sect. 2 discussed the previous work

related to secret sharing schemes. The proposed method of an (n, n)-MSIS scheme

is presented in Sect. 3. The experimental results and analysis are shown in Sect. 4.

Finally, Sect. 5 concludes the paper.

2 Literature Survey

Shyong and Jian [8] designed algorithms using random grids for the encryption of

color images and secret gray level in such a way that no information is revealed

by a single encrypted share whereas, the secret can be revealed when two shares

are stacked. Wang et al. [9] proposed a random grids based incrementing visual

cryptography scheme. The incremental revealing effect of the secret image and the

size of each secret share is same as that of the original secret image without pixel

expansion. The extended visual cryptography scheme based on random grid is first

proposed by Gou and Liu et al. [10]. A secret image and k cover images are encoded

into k share images. Where, the k share images shows k cover images individually.
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The stacking of all the k share images reveals the secret image. Chen and Tsao

et al. [11] proposed (k, n) RG-based VSS scheme for binary and color images. A

secret image is encrypted into n meaningless random grids such that any random

grid alone cannot reveal the secret information, while superimposing at least k ran-

dom grids will reveal the original secret image. Deshmukh and Prasad [12] presents

a comparative study of (k, n) visual secret sharing scheme for binary images and

(n, n) VSS scheme for binary and grayscale images has been done for iris authen-

tication. A correlation technique is used for matching the secret image and stacked

image. Daoshun and Wang [13] proposed a deterministic (n, n) scheme for grayscale

images and probabilistic (2, n) scheme for binary images. Both scheme have no pixel

expansion and it uses Boolean operations.

2.1 Tzung-Her-Chen’s Method

Chen and Wu et al. [14] proposed an efficient (n, n + 1)-MSIS scheme based on

Boolean XOR operations. In this scheme n secret images are used to generate the

n + 1 shares. For decryption all n + 1 shared images are required to reveal the n secret

images. In this scheme the capacity of sharing multiple secret images are increased.

It uses only XOR calculations for two meaningful images, so it cannot produce a

randomized shared images.

This algorithm satisfies the (n, n + 1) threshold criterion. The shortcomings of

this method is as follows. The shared images Si is acquired byBi ⊕ Bi−1 = (Ii ⊕ R)⊕
(Ii−1 ⊕ R) = Ii ⊕ Ii−1, when {i = 2, 3,… , n − 1}. A scheme that uses only XOR

operations for two secret images cannot produce the randomized image. Figure 1

shows the result of performing an XOR calculation on two secret images.

(a) I1 (b) I2 (c) I1 ⊕ I2

Fig. 1 XOR result: a First secret image (I1). b Second secret image (I2). c XOR result of two

secret images (I1 ⊕ I2)
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2.2 Chien-Chang-Chen’s Method

Chen and Wu et al. [15] presented a secure boolean based (n, n)-MSIS scheme. In

this scheme, bit shift function is used to generate random image to meet the random

requirement. The time required for encryption and decryption is almost same. The

flaw of this scheme is that the CPU computation time is more.

In (n, n)-MSIS scheme, it should not disclose any secret information from less

than n shared images. However, we can recover partial information from less than n
shared images. The inaccuracy of Chien-Chang-Chen’s threshold property is

described. For odd n, k = 2 × ⌊n∕2⌋ = (n − 1), we get I1 ⊕ I2 ⊕⋯⊕ In−1 from

N1 ⊕ N2 ⊕⋯⊕ Nn−1. N1 ⊕ N2 ⊕⋯⊕ Nn−1 = (I1 ⊕ R)⊕ (I2 ⊕ R)⊕⋯⊕ (In−1
⊕ R). N1 ⊕ N2 ⊕⋯⊕ Nn−1 = I1 ⊕ I2 ⊕⋯⊕ In−1 ⊕ (R⊕ R⊕⋯⊕ R). An XOR

operation on even number of R is zero. Then, we have R = F2(I1 ⊕ I2 ⊕⋯⊕ In−1),
and then can recover the secret imagesG1 = N1 ⊕ R,G2 = N2 ⊕ R,… ,Gn−1 = Nn−1
⊕ R. Therefore, we get partial information from less than n shared images.

2.3 Ching-Nung Yang’s Method

Yang et al. [3] proposed an enhanced boolean-based strong threshold (n, n)-MSIS

scheme without revealing any fractional information from less than n shared images.

This scheme uses the inherent property of image that a permuted image with a chaotic

re-fixation of pixels without affecting their intensity levels.

3 Proposed Method

SSS scheme shares single secret image among n users. To recover the secret image,

all n shared images are required. There is need arises for sharing more than one secret

images. An (n, n)-MSIS scheme is an n-out-of-n scheme. Chen et al. [15] (n, n)-MSIS

scheme should not disclose partial information of secret images from less than n
shared images. One can recover partial information from less than n shared images.

We overcome the inaccuracy in Chen et al. [15] scheme and propose an (n, n)-MSIS

scheme. Proposed scheme do not disclose fractional information from less than n
shared images. The use of only XOR operation on secret images is not an good idea

because it reveals some information.

In earlier work, simple XOR operation is used for shares generation. The time

required to perform XOR operation on secret images are more if the number of

secrets increases. To overcome this problem we used additive modulo. In additive

modulo simple addition and modulo operations are used which requires less com-

putation time compare to boolean XOR operation. In modular arithmetic, we need

to calculate the inverse of a number. Their are two types of modular arithmetic, first
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one is an additive and other is multiplicative inverse. In Zn, two numbers p and q are

additive inverses of each other iff p + q ≡ 0(mod n). Here, each integer has a unique

additive inverse. In Zn, two numbers p and q are multiplicative inverse of each other

iff p × q ≡ 1(mod n) and an integer may not necessarily have a multiplicative inverse.

Multiplicative inverse of p exists in Zn iff gcd(n, p) = 1, where p and n are relatively

prime. The integer p in Zn has a multiplicative inverse iff gcd(n, p) ≡ 1(mod n).
Proposed scheme uses additive inverse because each number in Z256 has addi-

tive inverse but a number may or may not have a multiplicative inverse in Z256. The

grayscale and color images pixel value range from 0–255 so, modulus value is 256.

The proposed scheme is applicable for binary, grayscale, and colored images. For

binary images pixel value is either 0 or 1, so modulus value for binary images is 2

and we cannot apply reverse bit operation. In the proposed scheme, n secret images

Ii, i = 1, 2,… , n, are encrypted into n shared images Si, i = 1, 2,… , n. First the

temporary shares Ti, i = 1, 2,… , n are generated using additive modulo operation

on secret images Ii, i = 1, 2,… , n. In second step the shares Fi, i = 1, 2,… , n are

generated using additive modulo operation on temporary shares Ti, i = 1, 2,… , n.

Finally, shared images Si, i = 1, 2,… , n are generated using reverse bit operation

on Fi, i = 1, 2,… , n. In reverse bit operation, it reverse the bits of the pixel value.

If pixel value is 64 then binary value of 64 is 01000000. After applying reverse bit

function on pixel value 64 then reverse value is 00000010 i.e. 2. The share generation

algorithm of proposed (n, n)-MSIS scheme is given in Algorithm 1.

Algorithm 1 : Proposed Sharing Scheme

Input: n secret images {I1, I2 … In}.

Output: n shared images {S1, S2 … Sn}.

1. Generate temporary shares {T1,T2 … Tn} using additive modulo

T1 = (I1)mod 256
Ti = (Ii + Ti−1)mod 256, where {i = 2, 3,… , n}

2. Generate n shares {F1,F2 …Fn} using additive modulo

F1 = (Tn)mod 256
Fi = (Ti + Fi−1)mod 256, where {i = 2, 3,… , n − 1}

Fn = (T1 + Fn−1)mod 256
3. Generate n shared images {S1, S2 … Sn} using reverse bit operation

Si = ReverseBits(Fi), where {i = 1, 2,… , n}

The recovery procedure is just the reverse of the encryption algorithm. The time

required to share n secret images is same as that of the time required to recover

n secret images. The shares Fi, i = 1, 2,… , n are obtained using reverse bit oper-

ation on shared images Si, i = 1, 2,… , n. The temporary shares Ti, i = 1, 2,… , n
are obtained after performing additive inverse operation on Fi, i = 1, 2,… , n shares.

Finally recovered images are obtained after performing additive inverse operation

on temporary shares, Ti, i = 1, 2,… , n which is same as that of the secret images.

The recovery procedure of proposed (n, n)-MSIS scheme is given in Algorithm 2.
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Algorithm 2 : Proposed Recovery Scheme

Input: n shared images {S1, S2 … Sn}.

Output: n recovered images {R1,R2 …Rn}.

1. Recover {F1,F2 …Fn} images using reverse bit operation

Fi = ReverseBits(Si), where {i = 1, 2,… , n}

2. Recover temporary shares {T1,T2 … Tn} using additive inverse

T1 = (Fn − Fn−1)mod 256
Ti = (Fi − Fi−1)mod 256, where {i = 2, 3,… , n − 1}

Tn = (F1)mod 256
3. Recovered shares {R1,R2 …Rn} using additive inverse

R1 = (T1)mod 256
Ri = (Ti − Ti−1)mod 256, where {i = 2, 3,… , n}

4 Experimental Results

In this section, we demonstrate the experimental results and analysis of the proposed

(n, n)-MSIS scheme. A (4, 4)-MSIS experiment is selected to show the performance

of the proposed method. The experiments for binary, grayscale, and colored images

are performed on Intel(R) Pentium(R) CPU 2.10 GHz, 2 GB RAM machine using

MATLAB 13. All the binary, grayscale, and colored images are of the size of 512 ×
512 pixel.

Figure 2 shows the experimental results of proposed scheme of an (n, n)-MSIS

scheme for grayscale images with n = 4. An input images I1, I2, I3, I4 are used as

a secrets as shown in Fig. 2a–d. Figure 2e–h shows the four generated noise like a

shadow image, S1, S2, S3, S4 respectively, no individual share reveals partial infor-

mation of any secret images. Figure 2i–l shows four recovered images, R1,R2,R3,R4
respectively, which are same as the original images.

Figure 3 shows the experimental results of the proposed (n, n)-MSIS scheme for

colored images with n = 4. The depth of the binary image is 1, for grayscale image

it is 8 and the depth of colored image is 24. So, the computation time for col-

ored images are more than binary and grayscale images and computation time for

binary images are less than grayscale and colored images. Figure 3a–d shows the four

secret images I1, I2, I3, I4 respectively. Figure 3e–h shows the four shared images,

S1, S2, S3, S4 respectively, no share reveals partial information of any secret images.

Figure 3i–l shows four recovered images, R1,R2,R3,R4 respectively, which are iden-

tical to the original secret images.

4.1 Quantitative Analysis

For quantitative analysis matching between the secret and recovered images is done

using correlation, Root Mean Square Error and PSNR technique as shown is Table 1.

The correlation value lies between +1 and −1. The correlation value +1 indicates
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(a) I1 (b) I2 (c) I3 (d) I4

(e) S1 (f) S2 (g) S3 (h) S4

(i) R1 (j) R2 (k) R3 (l) R4

Fig. 2 Proposed scheme of (n, n)-MSIS scheme for grayscale images with n = 4: a–d Secret

images (I1, I2, I3, I4). e–h Shared images (S1, S2, S3, S4). i–l Recovered images (R1,R2,R3,R4)

that the secret images and recovered images are the same and −1 indicates that both

are opposite to each other, i.e., negatively correlated to each other and 0 represents

both are uncorrelated. The correlation is given by

Correlation =
n
∑

PQ − (
∑

P)(
∑

Q)
√
(n
∑

P2 − (
∑

P)2)(n
∑

Q2 − (
∑

Q)2)
(1)

where, n: number of pairs of scores,
∑

P: sum of P scores,
∑

Q: sum of Q scores.

The Peak Signal to Noise Ratio (PSNR) is applied to measure the quality of the

recovered images. The PSNR value lies between 0 to ∞. The higher PSNR indicates

a better quality and lower PSNR denotes worse quality. PSNR is measured in decibels

(dB). The PSNR of the proposed technique for binary, grayscale, and colored image

is ∞. To construct the RMSE, first determine the residuals. Residuals are the differ-

ence between the actual and the predicted values. It is denoted by P(x, y) − Q(x, y),
where P(x, y) is the actual value and Q(x, y) is the predicted value. It can be positive
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(a) I1 (b) I2 (c) I3 (d) I4

(e) S1 (f) S2 (g) S3 (h) S4

(i) R1 (j) R2 (k) R3 (l) R4

Fig. 3 Proposed scheme of (n, n)-MSIS scheme for colored images with n = 4: a–d Secret images

(I1, I2, I3, I4). e–h Shared images (S1, S2, S3, S4). i–l Recovered images (R1,R2,R3,R4)

or negative. RMSE value 0 represents secret image P and recovered imageQ both the

same (No error) otherwise both are different. The PSNR and RMSE are calculated

as follows:

PSNR(dB) = 20 log10
255

RMSE
(2)

where, 255 is the highest pixel value in grayscale and colored images. RMSE is the

root mean squared error between the original secret P and the recovered image Q
which is defined as

RMSE =
√
MSE =

√√√√ 1
M × N

M∑

x=1

N∑

y=1
(P(x, y) − Q(x, y))2 (3)

Comparison between the existing (n, n)-MSIS schemes and the proposed scheme

is shown in Table 2. The time required for sharing and recovery of secret images

are minimum using additive modulo compared to using XOR operation. The CPU
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Table 1 Matching between secret and recovered images using correlation, RMSE, and PSNR

technique

Secret and recovered

images

Correlation RMSE PSNR

I1, R1 1.00 0 ∞
I2, R2 1.00 0 ∞
I3, R3 1.00 0 ∞
I4, R4 1.00 0 ∞

Table 2 Comparison of existing (n, n)-MSIS and proposed scheme

Parameters Chen [14] Wu [15] Yang [3] Proposed method

Time (s) 0.120 2.000 0.110 0.070
Secret images n n n n
Shared images n + 1 n n n
Pixel expansion No No No No

Recovery type Lossless Lossless Lossless Lossless

Reveals secrets Partial Partial Partial No

Recovery strategy XOR XOR XOR Additive modulo

Sharing type Rectangle Rectangle Rectangle Rectangle

Color depth Grayscale Grayscale Grayscale Binary,

Grayscale, Color

Sharing capaciy n∕n + 1 n∕n n∕n n∕n

computation time of encryption and decryption is same. In proposed (n, n)-MSIS

schemes n secret images are used to produce shares and n shares are used to recover

the secret images. The size of secret, shared, and reconstructed images are same,

there is no pixel expansion. Lossless recovery, recovered images are same as that

of secret images. To reveal secret images all n shared images are required. Additive

modulo and reverse bit operations are used for sharing and recovery of secrets.

Proposed schemes works well for binary, grayscale, and colored images. The sharing

capacity of the proposed (n, n)-MSIS scheme is n∕n.

5 Conclusion

In this paper, we overcome the inaccuracy in [3, 14, 15] (n, n)-MSIS methods, and

proposed an (n, n)-MSIS scheme using additive modulo operation. The time required

to perform XOR operation on secret images are more if the number of secret images

increases. To overcome this problem we used additive modulo. The generated shares

of proposed schemes are random and of same dimensions as that of the secret images.
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An (n, n)-MSIS scheme using additive modulo takes less computation time com-

pared to using XOR operation. The experimental results show that the proposed

scheme performs effective compared to existing schemes.
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Scheimpflug Camera Calibration Using Lens
Distortion Model

Peter Fasogbon, Luc Duvieubourg and Ludovic Macaire

Abstract Scheimpflug principle requires that the image sensor, lens, and object

planes intersect at a single line known as “Scheimpflug line.” This principle has been

employed in several applications to increase the depth of field needed for accurate

dimensional measures. In order to provide a metric 3D reconstruction, we need to

perform an accurate camera calibration. However, pin-hole model assumptions used

by classical camera calibration techniques are not valid anymore for Scheimpflug

setup. In this paper, we present a new intrinsic calibration technique using bundle

adjustment technique. We elaborate Scheimpflug formation model, and show how

we can deal with introduced Scheimpflug distortions, without the need to estimate

their angles. The proposed method is based on the use of optical lens distortion mod-

els. An experimental comparison of the proposed approach with Scheimpflug model

has been made on real industrial data sets under the presence of large distortions.

We have shown a slight improvement brought by the proposed method.

Keywords Camera calibration ⋅ Optical distortions ⋅ Bundle adjustment ⋅
Scheimpflug

1 Introduction

Cameras provide focused image of an observed object when the sensor, lens, and

object surface planes are parallel. This is possible for cases when the depth of field

is large enough to view the whole object to be measured. However, acquiring the
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Fig. 1 Scheimpflug system set-up

image of the object surface at sharp focus is very difficult when the object of interest

is very large, such as observing the facade of a tall building [1], or when the surface

of interest is located in a plane that is oblique to the optical axis, such as Stereo

particle image velocimetry (PIV) [2] in particle flow measurements.

However, when the surface of the observed object is not a plane, as for the case

of a cylindrical object, only a small region of the object surface is in focus. The first

solution consists in increasing the depth of field by decreasing the aperture number

of the lens. This leads to decrease the gray level dynamic in the image which results

in a poor image intensity. A better solution consists in arranging the optical setup

so that it respects the Scheimpflug principle [1]. The idea is to tilt the lens plane so

that the camera focus plane coincides with the oblique plane representing the object

surface, as shown in Fig. 1. This allows us to obtain a sharp camera’s field of view

that is wide enough to perform 3D measurement.

Metric 3D reconstruction task requires intrinsic calibration of Scheimpflug cam-

eras since the assumptions used for classical ones [3, 4] are not valid. There have

been previous works to calibrate cameras under Scheimpflug principle [5, 6]. These

methods use a calibration target that contains several feature points (dot/circle cen-

ters), whose locations are known.

The performance reached by camera calibration methods largely depends on the

accuracy of the feature point detection. Due to perspective distortion as a result of

the orientation of the calibration targets, circles are transformed to ellipses and other

deformed shapes. Therefore, the centers of the dot-grids are not well determined.

Fronto-parallel approach has been proposed in the past [7, 8] to tackle this problem

under pin-hole camera model. A frontal image of the calibration target is created

at each pose using the initial camera parameters. This frontal image is free from

perspective distortion, which makes it easier to extract the dot-grid centers used

as feature pixels. This approach provides good results, and the calibration error is
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strongly reduced [8]. The use of fronto-parallel image transformation approach has

been extended to Scheimpflug formation model by Legarda et al. [9], and in our

previous work [6].

In this paper, we propose an original strategy that consists in fitting Scheimpflug

model framework into the lens distortion models. Indeed, we can easily calibrate

Scheimpflug cameras with small tilt angles by slightly altering the distortion model.

Hence, this model takes into account the Scheimpflug angles without having to

estimate these angles. This is possible thanks to iterative bundle adjustment tech-

nique and fronto-parallel transformation approach. In the next section, we review

the Scheimpflug formation model, followed by presentation of the fronto-parallel

approach. The new method based on distortion model, and its calibration procedure

are explained in the fourth section. Finally, we compare the experimental results

obtained by several Scheimpflug calibration methods using real acquired calibration

images.

2 Scheimpflug Model

This section is directly based on our previous work about Scheimpflug formation

model [6]. The image plane is tilted at given angles 𝜃, and 𝛾 around the optical center

for Scheimpflug setup (see Fig. 1). This adjustment ensures that the image plane, the

lens plane, and the object plane intersect at a line denoted as “Scheimpflug line.”

In that case, the sharp field of view for Scheimpflug setup with the oblique plane is

larger than that of classical lens setup.

In this figure, Oc(Xc,Yc,Zc) is the optical center in the camera coordinate, the

untilted image plane is represented by (OI ,XC,YC) in the camera coordinate, while

the tilted image plane (Ot, xt, yt) results from its rotation with angle 𝜃 about the XC-

axis, and angle 𝛾 about the “Yc-axis” (see representation of 𝛾 in Fig. 1). Assuming

no optical distortion, the figure illustrates how a 3D world point Pw is projected into

the tilted image point pt(xt, yt, zt = 0) instead of the untilted point p(x, y).
The thin lens equations still hold for Scheimpflug setup so that

1
f
= 1

do
+ 1

di
, where

f is the focal length, di = ‖ ⃗Oc pat ‖ is the image distance, do = ‖ ⃗Oc Pa‖ is the object

distance from the center Oc of the lens along the optical axis, pat and Pa
are the

projections of pt and Pw to the optical axis.

The spatial pixel coordinates pt(ut, vt) in the tilted image are deduced from those

of Pw(Xw,Yw,Zw) in the world coordinate system under pin-hole model assumption

(i.e., no distortion), thanks to the successive equations (1) [10], and (2–3) [6]. Equa-

tion (1) is based on classical pin-hole model while Eqs. (2–3) are deduced from our

previous work about Scheimpflug formation model.
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Equation (1) first converts the world coordinates Pw(Xw,Yw,Zw) of a scene point

into camera coordinate system Pc(Xc,Yc,Zc) with extrinsic parameters, i.e., the rota-

tion and translation  . Then, fromPc, we compute the coordinates of its projection

p(x, y) on the “virtual” image plane denoted as the “untilted” image plane, thanks to

the distance di. Thereafter, Eqs. (2)–(3) transforms the spatial coordinates (x, y) to

pixel coordinates (ut, vt) in the tilted image plane, thanks to the Scheimpflug angles

{𝜃, 𝛾}, the distance di, the pixel sizes sx, sy and the image center pixel coordinates

u0, and v0.

Scheimpflug image formation model assumes no optical lens distortion. In reality,

images are affected by distortions and the most common ones are radial and tangen-

tial ones. As these distortions have been caused by the lens, we propose to model

them in the untilted image plane. This means that for any distorted pixel p̃t(ũt, ṽt) on

the tilted plane, we need to determine its location p̃(ũ, ṽ) on the untilted one. Assum-

ing that the Scheimpflug angles 𝜃, 𝛾 are well estimated in Fig. 2, pixel p̃t(ũt, ṽt) can

then be projected back to its untilted one p̃(x̃, ỹ). We can then transform point p̃(x̃, ỹ)
to its pixel coordinate p̃(ũ, ṽ) using matrix Kb in Eq. (3). The relation between dis-

torted pixel p̃(ũ, ṽ), and undistorted p(u, v) is shown below in Eq. (4),

ũ = u + (u − u0)[k1r2 + k2r4 + k3r6] + [2t1xy + t2(r2 + 2x2)]
ṽ = v + (v − v0)[k1r2 + k2r4 + k3r6] + [2t2xy + t1(r2 + 2y2)] (4)

Fig. 2 Scheimpflug camera model, Scheimpflug angle 𝛾 on the y-axis is not visible on this figure
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where r =
√
(u − u0)2 + (v − v0)2 is the radial distance, (k1, k2, k3) and (t1, t2) are the

radial and tangential distortion coefficients respectively.

The objective of calibrating a Scheimpflug camera is to determine the extrinsic

parameters [(j)|  (j)] where j = 1,… ,m, m being the number of calibration target

poses, the constrained intrinsic parameters ( = fx, fy, u0, v0), the distortion coeffi-

cients (k1, k2, k3), (t1, t2), and the Scheimpflug angles (𝜃, 𝛾). Note that (fx, fy) are the

focal length values along axis parallel with the Xc and Yc axes [3].

3 Fronto-Parallel Improvement

The performance of camera calibration method largely depends on the accurate

extraction of the feature pixels from each pose of the calibration target. Due to per-

spective projection coupled with lens distortions, the shapes of the dot-grids are

modified, which may lead to bad estimation of the spatial coordinates of the dot-

grid centers (Fig. 3).

To avoid this problem, we apply a fronto-parallel image transformation that con-

sists in creating a new image that looks as the calibration target plane is orthogonal

to the optical axis of the camera. The resulting “frontal” image is free from any form

of perspective distortion, which leads to accurate detection of the dot-grid centers.

The instrinsic calibration procedure for Scheimpflug camera with the fronto-

parallel improvement is divided into the successive following steps:

1. Detect the n feature pixels in each of the m images corresponding to the target

poses,

2. Project each feature pixel p̃(i,j)t (ũt, ṽt) to p̃(i,j)(ũ, ṽ) using Scheimpflug formation

model with initial camera parameters (see Eqs. (1)–(4)),

3. Compute the intrinsic , and extrinsic [(j)|  (j)] using Zhang’s method [3],

Fig. 3 The left figure are an example of the original tilted images and right figure are their created

corresponding frontal images
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4. Estimate optimal Scheimpflug angles { ̂𝜃, �̂�} using the optimisation technique

proposed in our previous work [6],

5. Project all feature pixels on the tilted plane finally into the untilted ones using

the optimal angles { ̂𝜃, �̂�}, then estimate the parameters (̂k1, ̂k2, ̂k3), (t̂1, t̂2) using

bundle adjustment technique to refine the camera parameters,

Improvement using Fronto-Parallel
6. Create the frontal images using parameters ([ ̂(j)

, ̂ (j)], ̂, (̂k1, ̂k2, ̂k3), (t̂1, t̂2),
̂
𝜃, �̂�), and extract the feature pixels in these images,

7. Re-project the detected feature pixels back into the “untilted” image plane, then

perform bundle adjustment of all parameters as below,

min

m∑

j=1

n∑

i=1
‖p̃(i,j)

{ ̂𝜃,�̂�}
− p̂(i,j)( ̂,

̂
(j)
,
̂
(j)
,
̂k1, ̂k2, ̂k3, t̂1, t̂2)‖2 (5)

where p̃(i,j)
{ ̂𝜃,�̂�}

, p̂(i,j) are the real pixels on the “optimal” untilted plane, and estimated

ones from bundle adjustment respectively.

8. Go back to step “6” until feature pixels mean variation is lower than a threshold.

We have tested three different methods for the extraction of the feature pixels

(i.e., dot-grid centers) on the frontal image. The tested methods are center of gravity

method, cross correlation using disc pattern with parabolic fit for sub-pixel detection,

and image correlation [8]. All the tested methods tend to provide the same result in

terms of calibration quality for our application.

4 Scheimpflug Lens Distortion Model

In this section, we describe our new approach to calibrate Scheimpflug camera effec-

tively without the need to estimate the Scheimpflug tilt angles {𝜃, 𝛾}. We propose a

simplified Scheimpflug formation based on classical lens distortion models. Thanks

to previously explained fronto-parallel approach, it is possible to include this distor-

tion model in the iterative bundle adjustment scheme.

4.1 Analogy of Scheimpflug to Distortion Model

Note that it is geometrically incorrect to write lens distortion on a tilted plane since

it has been formulated for untilted ones. As the images provided by the camera result

from the projection of world points to the tilted image plane, we propose to write a

classical lens distortion expression for tilted plane points p̃t as,

ũt = ut + (ut − u0)[k1r2 + k2r4 + k3r6] + [2t2xtyt + t1(r2 + 2x2t )] + [s1r2]
ṽt = vt + (vt − v0)[k1r2 + k2r4 + k3r6] + [2t1xtyt + t2(r2 + 2y2t )] + [s2r2] (6)
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The main difference between the classical distortion model of Eq. (4) and our model

presented in Eq. (6) is the thin prism coefficients (s1, s2) in the latter equation. This

is due to imperfection in the lens construction [8, 11].

From the Scheimpflug image formation in Eqs. (2) and (3) and by setting di to

“1,” we can express the coordinates (xt, yt) of the point in the tilted image plane from

the coordinates (x, y) in the untilted image plane as

xt =
x − y sin 𝛾 tan 𝜃

x sin 𝛾 − y tan 𝜃 + cos 𝛾
+ x0

yt =
y cos 𝛾

cos 𝜃[x sin 𝛾 − y tan 𝜃 + cos 𝛾]
+ y0 (7)

Our main goal here is to express the Scheimpflug formation model to a clearer

form that allows better view of how the tilted point pt(xt, yt) is deduced from the

untilted one p(x, y). The required equation is shown in Eq. (8) below,

xt = x 1
cos 𝛾

− y
sin 𝛾 tan 𝜃

cos 𝛾
+ x0x

sin 𝛾
cos 𝛾

− x0y
tan 𝜃
cos 𝛾

yt = y 1
cos 𝜃

− yy0
sin 𝜃

cos 𝜃 cos 𝛾
+ xy0 tan 𝛾 (8)

Equation 8 shows that,

1. There is a scaling factor
1
cos

on both x and y coordinates which can be handled in

the camera matrix by the focal length coefficients fx and fy,
2. The y coordinate contributes individually to express xt which will be taken into

account by the camera matrix skew factor s,
3. The xy ≡ x0y or y0x term contributes for both xt and yt, which is a nonlinear

quantity (meaning that the camera matrix cannot handle it). This needs to be

dealt with in a nonlinear optimisation technique.

Solution: We propose to introduce two new coefficients 𝐜𝟏 and 𝐜𝟐 in the distortion

model so that Eq. (6) is expressed as

ũt = ut + (ut − u0)[k1r2 + k2r4 + k3r6] + [t1(r2 + 2x2t )] + [s1r2] + 𝐜1xtyt
ṽt = vt + (vt − v0)[k1r2 + k2r4 + k3r6] + [t2(r2 + 2y2t )] + [s2r2] + 𝐜2xtyt (9)

The difference between Eqs. (6) and (9) is that we have removed the second-order

tangential (2t2, 2t1), and replaced it by coefficients (c1, c2) that are independent

of the tangential distortion. However, we will see later that we can initialise the

coefficients (c1, c2) using the tangential ones.

Therefore, the use of nonlinear optimisation in the form of an “iterative” bundle

adjustment should be able to estimate the coefficients (c1, c2), and at the same

time be able to refine the other system parameters.
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4.2 Calibration Procedure

In summary, the calibration procedure for the new proposed method is as follows:

1. Detect the n feature pixels in each of the m images corresponding to the target

poses,

2. Perform classical calibration procedure on the tilted image plane using Zhang’s

method [3]. The extracted parameters are ̂, ̂(j)
, and ̂ (j)

, and the lens distortion

coefficients (̂k1, ̂k2, ̂k3, t̂1, t̂2)

3. Initialize the “iterative” bundle adjustment scheme with the parameters estimated

in step (2). Set the additional parameter ŝ = 0 [3], and coefficients ŝ1, ŝ2 = 0, ĉ1 =
2t̂2, and ĉ2 = 2t̂1,

Start Iterative bundle adjustment
4. Create the frontal images using ( ̂(j)

, ̂ (j)
, ̂, ̂k1, ̂k2, ̂k3, t̂1, t̂2, ŝ1, ŝ2, ĉ1, ĉ2),

5. Extract the feature pixels on the frontal image, then project them back to the tilted

image plane,

6. Optimize all the parameters directly on the tilted image plane using bundle adjust-

ment procedure as below,

min

m∑

j=1

n∑

i=1
‖p̃(i,j)t − p̂(i,j)t ( ̂,

̂
(j)
,
̂
(j)
,
̂k1, ̂k2, ̂k3, t̂1, t̂2, ŝ1, ŝ2, ĉ1, ĉ2)‖2 (10)

7. Go back to step (4) until the feature pixel variation is lower than a threshold.

5 Experimental Results

For the experiment, we use a Basler camera with a resolution of 2040 × 1088
pixels, pixel size of 0.0055 mm× 0.0055 mm, and a Schneider-Kreuznach-f24mm

Scheimpflug lens tilted to approximately 𝜃0 = 1.4◦ with respect to the X-axis. The

initial angle 𝛾0 has been set to 0◦ since we have no information about its adjustment

on the Y-axis.

To compare the performances reached by the calibration procedures detailed in

Sects. 3 and 4, we use two different sets of 25 and 75 calibration images of the pro-

posed calibration target. The target is moved at several poses to cover the camera’s

field of view, with each image containing 45 feature pixels (see Fig. 4). The diam-

eter of the circle pattern is 5 mm, and the distance between two centers is 7.5 mm.

The camera used for the experiments includes a wavelength filter, and is placed in

a thick “plexi” glass housing that causes strong distortion coupled with distortion

introduced by Scheimpflug tilt effects.

The calibration parameters estimated by Legarda’s method [5], Fasogbon [6] and

our new approach are displayed in Table 1. The error evaluation is determined using

the standard deviation and mean reprojection error between the true coordinates
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Fig. 4 Calibration images captured using Scheimpflug camera

Table 1 Calibration evaluation result on the three calibration procedures “Legarda [5], Fasogbon

[6] and the proposed method” using fronto-parallel approach

25 images 75 images

Parameters Legarda [5] Fasogbon

[6]

New

Approach

Legarda [5] Fasogbon

[6]

New

Approach

fx, fy (mm) 25.38, 25.39 25.54, 25.47 25.28, 25.36 25.49, 25.43 25.50, 25.43 25.61, 25.56

s – – 26.63 – – −21.55

u0, v0 (px) 1209, 676 1141, 629 1235, 647 1135, 631 1136, 616 1128, 657

𝜃, 𝛾(◦) 1.401, 0.010 1.399, 0.004 – 1.385, 0.015 1.387, 0.039 –

k1 0.030 0.014 0.053 0.058 0.057 0.062

k2 −4.347 −5.316 −4.120 −6.628 −6.602 −7.018

k3 37.128 54.448 32.048 66.762 66.430 72.285

t1 0.0099 0.0015 0.0133 0.0023 0.0001 −0.0040

t2 0.0113 0.0029 0.0115 0.0036 0.0049 0.0137

s1 −0.0101 – −0.0067 −0.0065 – 0.0032

s2 −0.0109 – −0.0085 0.0021 – −0.0104

c1 – – 0.0278 – – 0.0013

c2 – – 0.0385 – – −0.0052

mean err

(px)

0.0521 0.0525 0.0479 0.0724 0.0730 0.0716

std err (px) 0.0301 0.0309 0.0280 0.0499 0.0496 0.0495

of the feature pixels and the reprojected ones using the estimated camera parame-

ters for each calibration method. We can conclude from the table that the new pro-

posed method based on distortion model performs slightly better than the previous

Scheimpflug model. We have used the same stopping criteria for the iterative bundle

adjustment to avoid any bias between the three compared methods.
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6 Conclusion

A new method for the calibration of cameras under Scheimpflug conditions has been

presented. We showed in this paper that we can calibrate Scheimpflug cameras with-

out the need to estimate the tilt angles 𝜃, and 𝛾 . This is made possible thanks to the

fronto-parallel transformation which avoids the perspective distortion problem, and

the introduction of distortion coefficients in the iterative bundle adjustment scheme

based on Levenberg Marquardt technique.

The goal of our project is to accurately measure the cross-section of tiny indus-

trial cylindrical objects observed under large optical distortions. This means that

slight improvement in the intrinsic calibration result is highly welcome. The pro-

posed method performs much better than the past methods on small Scheimpflug tilt

angles.

Our scheimpflug device is tilted with small angles, we should determine the valid-

ity space of the new method, i.e., determine the angle ranges with which this method

provides satisfying results.
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Microscopic Image Classification Using DCT
for the Detection of Acute Lymphoblastic
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Abstract Development of a computer-aided diagnosis (CAD) system for early

detection of leukemia is very essential for the betterment of medical purpose. In

recent years, a variety of CAD system has been proposed for the detection of

leukemia. Acute leukemia is a malignant neoplastic disorder that influences a larger

fraction of world population. In modern medical science, there are sufficient newly

formulated methodologies for the early detection of leukemia. Such advanced tech-

nologies include medical image processing methods for the detection of the syn-

drome. This paper shows that use of a highly appropriate feature extraction technique

is required for the classification of a disease. In the field of image processing and

machine learning approach, Discrete Cosine Transform (DCT) is a well-known tech-

nique. Nucleus features are extracted from the RGB image. The proposed method

provides an opportunity to fine-tune the accuracy for the detection of the disease.

Experimental results using publicly available dataset like ALL-IDB shows the supe-

riority of the proposed method with SVM classifier comparing it with some other

standard classifiers.
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1 Introduction

Acute Leukemia is a rapidly increasing disease that affects mostly the cells that are

not yet fully developed. Acute Lymphoblastic Leukemia (ALL) is a significant ail-

ment caused by the unusual growth and expansion of white blood cells [1]. ALL

begins with the abnormalities starting from the bone marrow, resulting in reducing

the space for red blood cells. The ALL blasts become so numerous that they flood

through the red blood cells and platelets. As the cells build up, they reduce the immu-

nity to fight with the foreign material. Hence, it is essential to treat the disease within

a short span of time after making a diagnosis. As per the survey done by American

Cancer Society, it has approximated that, in 2015 a total of 1,658,370 has been diag-

nosed, out of which 589,430 died in the US. In India, the total number of individuals

suffering from leukemia was estimated to be 1,45,067 in 2014. Furthermore, as per

the Indian Association of blood cancer and allied diseases, among all the cancers

which is dangerous and can cause death, leukemia constitute one-third of the cases.

ALL is mostly seen in children below 14 years [2].

ALL is identified with the excessive production of immature lymphocytes that are

commonly known as lymphoblasts. The uncontrolled manufacture of lymphoblasts

puts a stop to the formation of blood in the marrow, which eventually leads to the

cause of death. The recognition of the blast cells in the bone marrow of the patients

suffering from acute leukemia is a crucial step in the recognition of the development

stage of the illness and proper treatment of the patients. The percentage of blasts are

an important factor to define the various stages of lymphoblastic leukemia. Accord-

ing to the French–American–British (FAB) standard, three different types of acute

lymphoblastic leukemia are classified based on the morphology of blast cells [3].

The morphological identification of acute leukemia is mainly performed by the

hematologists [4]. The process begins by taking the bone marrow sample from the

patient’s spine. Wright’s staining method is applied to make the granules visible

during analysis [5]. This process involves many drawbacks, such as slowness of the

analysis, a very low accuracy, requirement of an extremely skilled operator, etc. The

identification by experts is reliable, but automated tools would be useful to support

experts and also helpful in reducing the cost. The primary goal of this work is to

analyze microscopic images by designing a computer-aided diagnosis system (CAD)

to support medical activity.

This paper presents a new hybrid technique for acute leukemia classification

from the microscopic images based on machine learning approaches. The proposed

method mainly consists of three different steps namely, Segmentation, feature extrac-

tion, and classification of the disease. Over the years, many automatic segmentation

techniques have been proposed for the disease, still they fail to segment the over-

lapping blood cells. This scheme utilizes discrete cosine features and support vector

machine (SVM) for classification of normal and malignant cells.

The rest of the paper is organized as follows: Sect. 2 deals with some of the highly

regarded works on the detection of leukemia from the blood smear along with some

segmentation schemes. Section 3 presents the proposed work. Section 4 gives a com-
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parative performance study of the proposed method with existing schemes. Finally

the concluding remarks are provided in Sect. 5.

2 Related Work

A careful study on automatic blood cell recognition reveals that numerous works

have been reported since early 2000. All these existing techniques said, giving a

near perfect performance under certain constraints. Various segmentation and feature

extraction techniques have been examined for the same. The following paper gives

an overview of the different segmentation and feature extraction techniques based

on their category.

Scotti [6] has proposed a method for automated classification of ALL in gray

level peripheral blood smear images. As per the experiments conducted by them

on 150 images, it has been concluded that lymphoblast recognition is feasible from

blood images using morphological features. Gupta et al. [7] have proposed a suit-

able support vector machine-based technique for the identification of three types of

lymphoblasts. The classification accuracy for the childhood ALL has been promis-

ing but needs more study before they are used for the adult. Escalante et al. [8]

have suggested an alternative approach to leukemia classification using ensemble

particle swarm model selection. Manually isolated leukemia cells are segmented

using Markov random fields. This method is useful for ALL versus AML (Acute

Myeloblastic Leukemia) classification. Putzu et al. [9] have proposed a scheme for

automated detection of leukemia using image processing techniques. The segmen-

tation procedure produces a lower segmentation rate and can be further improved.

Mohapatra et al. [10] have suggested an ensemble classifier system to classify a blood

cell into normal lymphocyte and an unhealthy one (lymphoblast). The scheme yields

good accuracy for detecting the disease, but failed to detect the disease for grouped

cell present in an image.

3 Proposed Work

The proposed method comprises of different stages such as the acquisition of images,

preprocessing, segmentation of overlapping cells, feature extraction, and classifica-

tion of the image into a normal (Benign) and abnormal (malignant) one. Figure 1

shows an overall block diagram of the proposed method. Each stage is discussed

below in brief. The main contribution in this article is the use of discrete cosine

transform (DCT) coefficients in SVM classifier for classification.
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Fig. 1 Block diagram of the method for the classification of ALL

3.1 Preprocessing

Due to the presence of noise in the microscopic images under the diverse lighting

conditions, the image requires preprocessing prior to segmentation. To generate a

better quality image, Weiner filtering followed by contrast enhancement with his-

togram equalization is used.

3.2 Separation of Grouped Leukocyte Using Segmentation

Segmentation is a critical step for correct classification of the objects. Microscopic

images are typically in RGB color space. It is very difficult to achieve accurate seg-

mentation in the color image. So the RGB image is converted into Lab color space

to reduce the dimension with the same color information. Color-based clustering

mainly uses the Lab color space for the segmentation purpose.

Due to the presence of overlapped and grouped objects, marker-based watershed

segmentation algorithm [11] is used for separating grouped and overlapped objects.

In Lab space, component ‘a’ contains the highest information about the nucleus. So

further processing is done on the component ‘a’. After separating the objects from

an image, all the lymphocytes are extracted using the bounding box technique for

the detection of ALL. Finally, the single lymphocyte sub-image is used in the next

process for feature extraction.
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3.3 Feature Extraction

The fundamental step of the proposed scheme is to calculate the DCT features from

the lymphocyte sub-images of size M × N. The cosine transform generates M × N
DCT coefficients. Since the DCT has the energy compaction property and the energy

coefficient are in descending order, the higher order coefficients are significant and

the lower coefficient can be neglected. Hence, very few coefficients retain the energy

of the whole image and reconstruct the original image with minor loss of informa-

tion. This particular behavior of DCT has been exploited to use few DCT coefficients

as a feature for classification of normal and abnormal cells in the image. Also, the fea-

ture extraction capacity of the DCT coupled with fast computation time has made it a

worldwide candidate for pattern recognition. The general equation for a 2D (M × N
image) DCT is defined by the following equation [12]:

F(u, v) = 1√
MN

𝛼(u)𝛼(v)
M∑

x=1

N∑

y=1
f (x, y)cos

[
(2x + 1)u𝜋

2M

]
cos

[
(2y + 1)v𝜋

2N

]
(1)

Gray scale coordinate of the image of size M × N is represented by, f (x, y), where

1 ≤ x ≤ M1 ≤ y ≤ N. 𝛼(w) can be defined as,

𝛼(w) =

{ 1√
2
, for w = 1

1, otherwise

(2)

The detailed step for feature extraction is articulated in Algorithm 1.

Algorithm 1 Feature Extraction Algorithm

Require: Samples of n lymphoblasts lymphocytes from the segmentation step

Ensure: X[n ∶ m]: Feature matrix, S[1 ∶ n, 1 ∶ m + 1]: New dataset

1: Compute DCT features using function dct2() from the microscopic images

2: Store the features in the X[n × m]
3: Append another vector Y to the X and assign a class level for each sample

4: Form a new dataset, S=(xi, yi),xi ∈ X, yi ∈ Y , 1 ≤ i ≤ n

3.4 Classification

Classification is the task of assigning an unknown feature vector, to one of the known

classes. Each classifier has to be built up in such a way that a set of inputs must pro-

duce a desired set of outputs. In this paper support vector machine (SVM), a classi-

fier is used for differentiating normal and malignant cells. Support vector machine

is a very powerful supervised learning technique that was first introduced by Vap-



176 S. Mishra et al.

nik [13]. It is a two class supervised classifier. It uses a nonlinear mapping function

for transforming the input data into a high-dimensional feature space by creating a

hyperplane between the two categories. The entire set of measured data is divided

into training and testing data. Here, images from ALL-IDB1 is used for both train-

ing and testing purpose. The extracted features from the above step can be classified

using three other standard classifiers, i.e., Naive Bayesian [14], KNN [15], BPNN

[16], and SVM. The basic steps of classification process are given in Algorithm 2.

Algorithm 2 Classifier System

Require: S: Training dataset with N samples, S = (xi, yi) for i = 1, 2,… ,N and xi ∈ X with class

labels yi ∈ Y
X and Y represents the input and output class respectively.

1: Perform K-fold cross validation

2: for each classifier, (j= 1 to M) do
3: Train the classifier

4: Calculate the performance measures on test images

5: end for

4 Experimental Setup and Results

The experiments are carried out on a PC with 3.40 GHz Core-i7 processor and 4

GB of RAM, running under Windows 8 operating system. The proposed algorithm

is simulated using MATLAB 2013 toolbox. Specimen blood samples are collected

from a public database ALL-IDB [17, 18] having two distinct versions, namely,

ALL-IDB1 and ALL-IDB2 containing 108 and 260 images, respectively. The ALL-

IDB1 dataset is used for the purpose of training and testing. Among them, 59 are nor-

mal images and 49 are affected blood cells that consist of at least one lymphoblast.

The ALL-IDB2 dataset is made from ALL-IDB1 by cropping the images having less

dimension that is mainly used for testing purpose. The ALL-IDB is a public data-

base employed in the field of medical image processing for the research purpose and

detection of the tumor in the blood cells. Each image present in the dataset is repre-

sented using three primary colors (red, green, blue), and the image is stored with a

size of 1368 × 1712 array.

To make the classifier more stable and more generalize, a fivefold cross-validation

(CV) procedure is utilized. In this work, the abnormal (malignant) and normal

(benign) images have been considered to be in the positive and negative class, respec-

tively. Sensitivity is the probability that an investigative step is positive while the

patient has the disease, whereas specificity is the probability that a diagnostic report

is negative while the patient has not got any disease. For a given sample, a training

system leads to four possible categories that are described in Table 1.
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Table 1 Confusion matrix

Positive Negative Performance measure

Positive True Positive (TP) False Positive (FP) Positive predictive

value = TP/(TP + FP)

Negative False Negative (FN) True Negative (TN) Negative predictive

value = TN/(TN +
FN)

Performance measures True Positive Rate

(Sensitivity) = TP/(TP

+ FN)

True Negative Rate

(Specificity) =
TN/(TN + FP)

Accuracy = (TP +
TN)/Total number of

samples

4.1 Results and Discussion

The first step after the acquisition of the image is to clean the image to differenti-

ate the lymphoblasts from the other component of the cell like RBC, platelets, etc.

Weiner filter is being used to reduce noise present in the image along with the contrast

enhancement. The next step is the segmentation process. Grouped cells of an image

are separated using watershed segmentation. Conventional watershed segmentation

is used along with the use of a marker. Marker-controlled watershed transform is a

two-way process. It consists of two types. Internal markers represent the blast cell

nucleus, and external markers represent the boundary to separate the grouped cells.

Figure 2 represents the overall steps associated with the segmentation process.

The next step is to find the DCT coefficients. Here, the DCT coefficients have

been taken as the feature for the classification process. Due to the energy compaction

properties of the DCT, less computational time is required. The number of extracted

(a) (b)

(e) (f) (g)

(c) (d)

Fig. 2 Different segmentation steps: a original image, b image after using external marker, c image

after using internal marker, d detected lymphoblasts, e–g detected sub-image using bounding box
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Fig. 3 Accuracy rate with the increase in number of features

Table 2 Comparison of accuracy of various classifiers over fivefold

Classifier Fold Average accuracy (%)

1 2 3 4 5

NB 78.49 83.78 81.23 83.45 81.35 81.66

KNN 82.85 80.59 85.51 84.23 84.12 83.46

BPNN 58.54 54.26 60.85 56.95 63.20 58.7

SVM 85.21 94.32 85.59 88.62 95.06 89.76

features is found to be 90. In Fig. 3, the classification accuracies of different clas-

sifiers with some features are portrayed. It is observed from that, all the classifiers

show maximum accuracy at feature number 90. The acquired features are fed to dif-

ferent classifiers to get different performance measures. Tables 2, 3, and 4 present the

fold-wise result of the fivefold cross-validation procedure for the determination of

accuracy, sensitivity, and specificity for different classifiers. The optimum has been

achieved with an accuracy of 89.76 % using the SVM classifier. The obtained values

of sensitivity and specificity are found to be 84.67 % and 94.61 % respectively. Note

that all the schemes are tested on the same dataset ALL-IDB1.
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Table 3 Comparison of average sensitivity of various classifiers over fivefold

Classifier Fold Average Sensitivity (%)

1 2 3 4 5

NB 88.62 87.32 83.65 91.25 92.66 88.70

KNN 99.80 96.32 97.35 99.21 99.21 98.38

BPNN 77.38 83.25 85.23 79.36 77.98 80.64

SVM 89.36 85.69 88.22 79.24 80.84 84.67

Table 4 Comparison of average specificity of various classifiers over fivefold

Classifier Fold Average Specificity (%)

1 2 3 4 5

NB 70.32 78.61 76.55 80.29 71.13 75.38

KNN 62.89 68.25 69.41 73.56 72.04 69.23

BPNN 35.23 39.58 36.24 38.22 39.18 37.67

SVM 96.23 95.37 94.35 88.39 98.71 94.61

5 Conclusion

In this work, a hybrid system for the automatic classification of leukemia using

microscopic images has been proposed. This system first applies Wiener filter fol-

lowed by histogram equalization to preprocess the image. The watershed segmen-

tation algorithm has been utilized to correctly separate the lymphocytes sub-image

from the preprocessed image. The DCT-based feature is used for deriving a set of

features from the sub-images. Subsequently, SVM is used to classify the images

as benign and malignant. The simulation results show the efficacy of the proposed

scheme while testing the system with SVM classifier. The classification accuracy on

dataset ALL-IDB1 is found to be 89.76 % using SVM. However, there is a scope to

reduce the computational overhead of the feature extraction step, and also works can

be further extended toward the extraction of cytoplasm from the blood cells.
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Robust Image Hashing Technique
for Content Authentication based on DWT
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Abstract This paper presents an image hashing technique for content verification
using Discrete Wavelet Transform (DWT) approximation features. The proposed
technique converts resized RGB color images to L*a*b* color images. Further,
images are regularized using Gaussian low pass filter. A level 2, 2D DWT is applied
on L* component of L*a*b* color image and the LL2 approximation sub-band image
is chosen for feature extraction. The features are extracted by utilizing a sequence of
circles on approximation sub-band image. Finally, the robust binary hash is gen-
erated from extracted features. The experimental results indicate that the hash of the
presented technique is invariant to standard content preserving manipulations and
malicious content altering operations. The experiment results of Receiver Operating
Characteristics (ROC) plots indicate that the presented technique shows strong
discriminative and robustness capabilities. Besides, the hash of the proposed
technique is shorter in length and key dependent.
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1 Introduction

With the modern image editing software, digital images can be easily tampered
without loss of their perceptual meaning that makes the verification of integrity and
authenticity of images critical. Many methods exist for verifying the integrity of
images and checking of authenticity. Generally, these are classified as water-
marking and digital hashing methods [1, 2]. The watermarking methods insert
secret data into images and the inserted secret data will be extracted for verifying
images integrity. The second category methods generate a digital hash from images
using existing crypto hash algorithms like MD5, SHA-1, etc. The main drawback of
these algorithms is that the output of the algorithm will be changed radically, even
when small changes occur in input data. Moreover, images undergo some normal
image processing operations including geometric transformations, filtering, com-
pression, brightness and contrast adjustment, color conversions, and format con-
version. These operations will change image pixel values that result with different
distortions in images, but the image content is preserved. Due to the sensitivity
property of crypto hash algorithms, they can classify images as unauthentic when
images undergo normal image processing operations. The alternative way for
verification of integrity of images is Content-Based Image Authentication (CBIA)
[2, 3]. CBIA is a process that uses features of the image like edges, textures,
coefficients, etc., in verification procedure to categorize query images as authentic
or unauthentic. The image hash is produced by processing the image features using
a secret key. The primary goal of this process is that the image features [2, 3] used
in hash generation must be sensitive to malicious attacks and insensitive to
insignificant modifications [3].

2 Related Work

In recent times, many image hashing techniques have come out for integrity veri-
fication. Ahmed et al. [4] proposed a secure hash method using DWT. Initially,
image pixels are permuting at block level and then DWT is applied for generating a
secure hash. Tang et al. [5] proposed a hash method using DCT coefficients. The
block-based dominant DCT coefficients are extracted for generating the image hash.
Qin et al. [6] proposed a hash technique in Discrete Fourier transform (DFT) do-
main. The hash is generated from DFT phase coefficients. Swaminathan et al. [7]
proposed a hashing method based on coefficients of discrete transform. Monga and
Mhcak [8] proposed image hashing using Non-negative Matrix Factorization
(NMF). NMF captures local features of images which are insensitive to geometric
attacks and reduces misclassifications. Zhao et al. [9] designed a hash method for
identifying forgeries on images like object deletion and addition. This method used
Zernike moments and significant texture details of image regions for hash gener-
ation. Zhenjun et al. [10] have developed hashing method using pixels entropy. The
obtained hash from pixels entropy is unique for malicious manipulations and
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shorter in length. Naidu et al. [11] proposed block-based image hash technique
using histogram. The image hash is produced based on block histogram bin dis-
tribution. The hash is robust to geometric distortions as well as malicious
alternations.

3 The Proposed Hashing Technique

To produce invariant hash for normal image processing operations and sensitive
hash for malicious image modifications, we present a new image hashing technique.
The presented technique includes three stages. They are:

Preprocessing: In this stage, the input image (IRGB) is scaled to N × N size of
pixels using bi-cubic interpolation. The scaled image converts into L*a*b* color
image (Ilab) [12]. Further, the Ilab color image is regularized using Gaussian low
pass filter.

Feature Extraction: A level 2, 2D DWT is applied on the L* component of the
Ilab color image and features used in hash generation are extracted from the LL2
approximation sub-band. The approximation coefficients are very robust to normal
image processing operations and sensitive for unauthorized attacks. To reduce hash
size and for extracting all approximation coefficients from the sub-band image, the
proposed technique extracts approximation coefficients by creating circles from the
center of the LL2 sub-band image as shown in Fig. 1a. Let, P × P is the size of LL2
sub-band image then its center point is obtained at position (P/2, P/2). The pro-
posed technique creates d = N/8 circles. The circles are labeled as C1, C2, …., Ci,
…., Cd−1, Cd, and the radius of these circles are 1, 2, 3,…., d − 1, d. The coefficients
that appear along the boundary of these circles are considered as features and these
are used in hash generation.

The feature coefficient (fc) on circle with radius r and angle θ shown in Fig. 1b is
extracted by computing Xfc and Yfc coordinates using the determining points on a

Fig. 1 Feature extraction. a A set of circles on a cameraman LL2 approximation sub-band image.
b Indicating feature coefficients on a boundary of the circle using radius r and angle θ
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circle procedure [13]. The proposed technique extracts n feature coefficients appearing
on the boundary of each circle by varying the angle θ by 1 degree, 0 ≤ θ < 2π. To
produce a secure image hash, the LL2 sub-band coefficients are permuted row and
column wise using a key-based random permutation process [14]. The proposed
technique extracts n = 8 feature coefficients on circle with radius 1, n = 16 feature
coefficients on circle with radius 2, and so on. The proposed technique creates 64
circles on approximation image. The number of features coefficients extracted on
circles 1–64 are n = {8,16,24,32,40,48,56,64,72,80,86,88,96,112,104,120,128,144,
138,145,152,160,168,168,182,200,178,200,192,200,200,224,222,232,250,240,240,
256,262,272,310,264,274,280,296,280,310,296,297,320,305,312,335,328,335,328,
337,352,353,352,359,360,359,360}. The feature coefficients extracted on circle Ci,
1 ≤ i ≤ d is expressed as V0i(j), 1 ≤ j ≤ n. Later, the final feature vector Vk of
length d obtained by computing the mean of coefficients extracted on each circle is
described as:

Vk = ∑
n

j=1
V0iðjÞ n̸, 1 ≤ i, k ≤ d ð1Þ

where k, is the index of the final Feature Vector. The step-by-step process of feature
extraction is given in Algorithm 1.

Algorithm 1. Feature Extraction from LL2 Approximation Sub-band

Algorithm FeatureExtraction(LL2, d) 
// P×P is the size of LL2
// (Xc,Yc) is the center point on LL2 image, (P/2,P/2)
// r is the radius and θ is the angle 
// fv is the vector of features extracted on circle with r
//  Vk final feature vector used in hash generation
{ 

for r:=1 to d do{

for θ:=1 to 2π do{
Xfc:= Xc+r×cos(θ); 
Yfc:=Yc+r×sin(θ);
fvj:=LL2(Xfc, Yfc); 

     end for
Vk=mean(fv);

   end for
}

Hash Generation: The binary hash (h) of length d − 1 bits is generated from the
feature vector Vk using Eq. 2.

hl =
1 if Vk− 1 −Vk ≥ 0, 2 ≤ k ≤ d
0 otherwise

�

ð2Þ

where l, 1 ≤ l ≤ d − 1 represents the hash bit index. Finally, the hash bits are
permuted using a secret key for producing the secure binary hash.
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4 Experimental Analysis

The presented hashing technique is experimented on 1600 original color images
selected from various sources [15–17]. The selected images are scaled to
512 × 512 pixels. A level 2, 2D Daubechie wavelet transform is applied on the L*

component and 64 circles are utilized for features extraction. The 63 bit length hash
is produced from extracted features. For verifying the image integrity and to
measure the similarity among suspect and original images, the hamming distance is
computed using Eq. (3).

NHDðhash1, hash2Þ= 1
L

∑
L

m=1
hash1ðmÞ−j hash2ðmÞj ð3Þ

4.1 Experiment Analysis on Standard Image Processing
Operations

The robustness experiment on proposed technique is performed with the list of
normal image processing operations described in Table 1. Totally, 60 similar copies
are produced by modifying images from the first 6 operations listed in Table 1, 8
similar versions are generated by manipulating 10 benchmark original images using
the last 2 manipulations listed in Table 1. A total of 96,080 distorted images are
used in experiment. Over 1600 images, the average hash distance is estimated on
one particular manipulated operation. The achieved results are compared with
reported image hashing approach [6]. The results are shown in Figs. 2, 3, 4 and 5.

The proposed technique yields a better performance on scaling and Gaussian
distortions. The scaling operation does not change the approximation coefficients that
contribute to the proposed technique shows better performance than the method [6].
The results obtained on scaling and Gaussian distortion are shown using Fig. 2a, b,
respectively. The performance results undermedian andwiener filters are presented in
Fig. 3a, b, respectively. The proposed technique yields better performance.

Table 1 Standard image processing operations

Tool used Operation type Total images

Matlab Scaling (scale factor: 0.5–0.1–1.5) 10
Matlab Gaussian noise (variance: 0.01–0.01–0.1) 10
Matlab Median filter (size of filter: 1–1–10) 10
Matlab Wiener filter (size of filter: 1–1–10) 10
Matlab JPEG compression (quality: 10–10–100) 10
Matlab JPEG 2000 compression (ratio: 1–1–10) 10
Photoshop Brightness adjustment (adjustment scale: −20–10–20) 04

Photoshop Contrast adjustment (adjustment scale: −20–10–20) 04
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The results on image compression operation using JPEG are presented in Fig. 4.
From Fig. 4a, we noted that the hamming distances are below 0.05 for all quality
factors. Under JPEG 2000, the proposed technique has shown hamming distances
below 0.02 for compression ratios 1 to 10. The comparison results on brightness and
contrast adjustment operations are indicated using Fig. 5. The produced hamming
distances are below 0.02 for all brightness and contrast adjustment manipulations.

Fig. 2 Performance results on a Scaling. b Gaussian noise distortion

Fig. 3 Performance results on a Median filter. b Wiener filter

Fig. 4 Performance results on image compression operation using a JPEG. b JPEG 2000
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4.2 Experiment Analysis on Malicious Content Alterations

The presented technique is also tested with malicious content alternations including
removal of image content and inserting new content on images using cropping
operation. The images used in content removal operation are shown in
Fig. 6a, b respectively. The image indicated in Fig. 6b is generated by removing the
content from the image center shown in Fig. 6a. From each image, four versions of
content deletion images are created. Finally, a total of 4 × 1600 = 6400 content
removal images are used in experiment. The similarity is computed among the actual
and content removal images. The performance results on content removal attack are
shown in Fig. 7a. For content removal below 80 %, the method [6] yields better
performance than the proposed technique. The method [6] extracts more sampling
points from the center of the DFT phase image that contributed to produce higher
hamming distances.

Fig. 5 Performance results of a Brightness adjustment. b Contrast adjustment

Fig. 6 Altered images used in content removal and content insertion operations
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The images used in content insertion using cropping operation are indicated in
Fig. 6c–h. The two distinct images used under this operation are presented in
Fig. 6c, d. Initially, four sub-images of sizes 160 × 160, 192 × 192, 224 × 224,
and 256 × 256 are created using crop operation from Fig. 6d. The created
sub-images 160 × 160 and 224 × 224 pixels of size are presented in Fig. 6e, f,
respectively. Further, the content insertion copies are generated by inserting cropped
sub-images on image 6c. The created forgery images are presented in Fig. 6g, h.
Totally, 1600 + 4× 1600 = 8000 forgery images are used in this malicious oper-
ation. The average hash distance is computed between the actual and forgery images.
The obtained results are presented in Fig. 7b. The presented technique on content
insertion operation yields better performance than the technique [6].

4.3 Experiment Analysis on Fragility and Robustness

The presented hashing technique robustness is estimated using True Positive Rate
(TPR). For good robustness, the technique has to produce larger TPR values.
Similarly, the fragility of the contributed method is computed using False Positive
Rate (FPR) [11]. For higher fragility, the technique has to yield smaller FPR values.
To estimate TPR and FPR, we consider two groups of color images including query
and database images. We have selected 1200 query images and divided 1200 query
images into 12 groups, each group with 100 images. To categorize query images as
unauthentic or authentic, the following list of Threshold (T) values is utilized,
where T = [0.1 0.12 0.14 0.16 0.18 0.2]. The query image is considered as
authentic when the hash distance among query image and database images is
smaller than T, if it is greater than T, image is classified as unauthentic. For each
group of images, the TPR and FPR values are computed separately for all T values.
The plotted ROC points with values of FPR and TPR are indicated using Fig. 8.
The plotted ROC points appeared in top-left corner on the ROC plane. It indicates
that the proposed technique is possessing strong robustness and high discriminative
capability. The TPR and FPR values over 1200 images are shown in Table 2. For

Fig. 7 Performance results on a Content removal. b Content insertion
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T = 0.2, the proposed technique classified only 12 images as unauthentic out of
1200 authentic images and 18 unauthentic images are misclassified as authentic.
The TPR and FPR values shown in Table 2 are almost equal to 1 and 0 respec-
tively, except TPR values at T = 0.16 and T = 0.18.

4.4 Secure and Key Dependent Hash

In order to show, the image hash of the proposed technique is key dependent, we
have generated a hash of cameraman image using a secret key. Later, we have
chosen 100 wrong keys and produced 100 hashes of cameraman image. The
hamming distance is computed between original hash of the cameraman image and
hashes produced using 100 wrong keys. The obtained results are shown in Fig. 9a.
We also presented results on 100 different images with the same secret key using
Fig. 9b. The hash distance variations present in Fig. 9 show that the produced hash
is key dependent. The proposed hashing technique produced a short length hash
when compared to reported image hash methods listed in Table 3.

Fig. 8 ROC plots using FPR and TPR values at a T = 0.1. b T = 0.12. c T = 0.14. d T = 0.16.
e T = 0.18 and f T = 0.2

Table 2 Performance results on image authentication

Threshold (T) 0.1 0.12 0.14 0.16 0.18 0.2

TPR 1 1 0.9983 0.9858 0.985 0.9991
FPR 0 0.0008 0.0025 0.0041 0.0041 0.015
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5 Conclusion

We presented a robust image hashing technique for integrity verification and to
authenticate digital images using DWT approximation features. The hash of the
proposed technique is invariant to various standard content preserving operations
and variant to image rotation operation. The proposed technique is also robust to
content removal and insertion manipulations. The evaluation on fragility and
robustness experiment shows that, the presented technique has high discriminative
and robustness capabilities. The hash of the proposed technique is shorter in length
and key dependent.
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Robust Parametric Twin Support Vector
Machine and Its Application in Human
Activity Recognition

Reshma Khemchandani and Sweta Sharma

Abstract This paper proposes a novel and Robust Parametric Twin Support Vector

Machine (RPTWSVM) classifier to deal with the heteroscedastic noise present in

the human activity recognition framework. Unlike Par-𝜈-SVM, RPTWSVM pro-

poses two optimization problems where each one of them deals with the structural

information of the corresponding class in order to control the effect of heteroscedas-

tic noise on the generalization ability of the classifier. Further, the hyperplanes so

obtained adjust themselves in order to maximize the parametric insensitive margin.

The efficacy of the proposed framework has been evaluated on standard UCI bench-

mark datasets. Moreover, we investigate the performance of RPTWSVM on human

activity recognition problem. The effectiveness and practicability of the proposed

algorithm have been supported with the help of experimental results.

Keywords Human activity recognition ⋅ Twin support vector machines ⋅
Heteroscedastic noise ⋅ Machine learning

1 Introduction

Human Activity Recognition is an interesting field of research in the domain of

Computer Vision. From the viewpoint of computer vision, the recognition of activity

is to match the observation (e.g., video) with previously defined patterns and then

assign it a label, i.e., activity type [1]. The challenges include the endless vocabulary

of the activity classes, varying illumination, occlusion, and intraclass differences. In

addition to this, the intraclass noise contributes to the complexity of the activity

recognition problem [2].
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A human activity is represented by set of features derived from the corresponding

video sequence. An activity recognition problem is divided into two phases: feature

extraction from the video sequence followed by classification and labeling. Recently,

global space-time features representation and support vector machine (SVM) for

human activity recognition have drawn wide attention in the research community

[3, 4]. An activity is represented via a motion-context descriptor obtained using his-

togram of action sequences and optic flow values. Then, classification models are

exploited to label a video sequence to the corresponding activity class.

In the recent past, Jayadeva et al. [5] proposed Twin Support Vector Machine

(TWSVM) which seeks two nonparallel hyperplanes such that each hyperplane

passes through one of the two classes and is atleast one unit distance away from

the samples of other class. This model leads to lower computational complexity and

better generalization ability when compared with SVMs. TWSVM solves two QPPs

of smaller size as compared to SVM where a single large size QPP is solved and

hence TWSVM training time is improved by approximately four times when com-

pared with SVM [5]. TWSVM has also been effectively applied to human activity

recognition problem [6].

In general, the classical SVM and its extensions anticipate the noise level on train-

ing data to be uniform throughout the domain, or at least, the functional dependency

is assumed to be known in advance [7]. However, this uniform noise assumption is

rarely satisfied in real-life problem including activity recognition framework where

the noise in the features is largely dependent on the feature values. Working on the

lines of 𝜈-support vector machine (𝜈-SVM) [9], Hao proposed parametric margin

𝜈-support vector machine (Par-𝜈-SVM) in order to deal with heteroscedastic noise

problem in pattern classification problem. Unlike 𝜈-SVM, Par-𝜈-SVM seeks to max-

imize a parametric margin between a pair of nonparallel margin hyperplanes. Wang

et al. [7] enhanced the idea of parametric margin to proximal support vector machine

which they called Proximal Parametric Support vector classifier (PPSVC). PPSVC

maximizes proximal parametric margin between the proximal hyperplanes, unlike

Par-𝜈-SVM which maximizes the parametric margin between two nonparallel hyper-

planes.

Working on the idea of parametric margin, Peng [10] proposed twin parametric

margin SVM (TPSVM) in which author minimized the sum of projection values of

negative (positive) samples on the positive (negative) hyperplane with parameter 𝜈.

Apart from this, TPMSVM constrained the projection values of positive (negative)

points on the positive (negative) parametric margin hyperplane to be at least zero.

This gives a more flexible parametric classifier. However, TPSVM does not consider

the prior structural information inherent in the data to deal with the effect of noise.

This paper introduces a novel parametric TWSVM classifier based on Par-𝜈-

SVM and TWSVM termed as Robust parametric Twin Support Vector Machine

(RPTWSVM). It seeks a pair of nonparallel parametric hyperplanes, determined

using a pair of parametric insensitive proximal functions, by solving two-smaller

sized QPPs resulting into a robust heteroscedastic noise handling structure. The goal

of our proposed model is to adjust the parametric insensitive zone of arbitrary shape

and size so as to capture the noise present in each of the class more accurately.
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Computational efficacy of par-𝜈-SVM, TPSVM, and RPTWSVM in terms of

activity class prediction for standard Weizmann dataset [11] along with several UCI

[12] benchmark datasets have been reported.

In this paper, let us consider a data set D having total m number of data points

in which m1 data points belong to class +1 and are represented by matrix A and m2
data points belongs to class −1 and are represented by matrix B. Therefore, the sizes

of matrices D, A, and B are (m × n), (m1 × n), and (m2 × n), respectively, where n is

the dimension of feature space.

Section wise the paper is organized as follows. Section 2 presents the brief

discussion of the related work. Section 3 introduces the proposed work in activity

recognition framework. Experimental results are presented in Sect. 4. Finally, Sect. 5

summarizes our contributions.

2 Review of Parametric Support Vector Machines

In this section, we briefly dwell upon the par-𝜈-SVM and TPSVM which forms the

base of our proposed work.

2.1 Parametric-𝝂-Support Vector Machine

Hao [8] replaced the 𝜌 in original 𝜈-SVC [9] algorithm with a parametric margin

model g(x) = (zTx + d). Thus, Par-𝜈-SVM classifier finds parametric margins of two

classes using two nonparallel hyperplane given by wTx + b = ±(zTx + d), and the

classifying hyperplane is given by the mean of these parametric hyperplane. The

classifying hyperplane wTx + b = 0 is obtained via solving the following problem:

Min
w,b,z,d,𝜉

1
2
wTw + C(−𝜈( 1

2
zTz + d) + 1

m
eT𝜉)

subject to D(Aw + eb) ≥ Az + ed − 𝜉, 𝜉 ≥ 0, (1)

where 𝜉 represents the error variable.

Rather than solving the primal problem, author in [9] solved the corresponding

dual problem. Further, with the help of experimental results author in [8] have shown

that Par-𝜈-SVM turns out to be a good parametric insensitive model and is effective

in handling the heteroscedastic noise [8].

The class of new test sample x (i = +1 or −1) is determined by sign{wTx + b}.
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2.2 Twin Parametric Support Vector Machine (TPSVM)

TPSVM [10] finds a pair of hyperplanes given by f1(x) = wT
1 x + b1 = 0 and f2(x) =

wT
2 x + b2 = 0 that determines the positive and negative parametric margin of the two

classes, respectively. The linear TPSVM considers the following pair of optimization

problems to obtain the corresponding hyperplanes:

Min
w1,b1,𝜉

1
2
wT
1w1 +

𝜈

l2

∑
i∈B(wT

1 xj + b1) +
c
m1

∑
i∈A 𝜉i

subject to

wT
1 xi + b1 ≥ 0 − 𝜉i, 𝜉i ≥ 0, i = 1, ...,m1 (2)

Min
w2,b2,𝜉

1
2
wT
2w2 +

𝜈

l1

∑
i∈A(wT

2 xj + b2) +
c
m2

∑
i∈B 𝜉i

subject to

wT
2 xi + b2 ≥ 0 − 𝜉i, 𝜉i ≥ 0, i = 1, ...,m2, (3)

where m1 and m2 are number of patterns in class +1 and class −1, respectively, and

𝜉 represents the error variable..

After solving quadratic programming problems (2) and (3), the classifier for

TPSVM is given as follows:

f (x) = sign[(ŵ1 + ŵ2)Tx + ( ̂b1 + ̂b2)] (4)

where ŵi =
wi

||wi||
and ̂bj =

bj
||wi||

for i = 1, 2.

On the similar lines, TPSVM has been extended to nonlinear version as well.

3 Robust Parametric Twin Support Vector Machine

In this Section, we present a robust and efficient learning algorithm working on

the lines of Par-𝜈-SVM and TWSVM termed as the robust parametric twin support

vector machine (RPTWSVM). Unlike Par-𝜈-SVM which solves a single large-sized

QPP to obtain the classifying hyperplane, RPTWSVM is faster and more efficient

as it solves two smaller sized QPPs. Similar to TWSVM, RPTWSVM also derives

a pair of nonparallel hyperplanes around the data points through two QPPs. How-

ever, RPTWSVM does not make any fixed noise assumption like TWSVM, and thus

automatically adjust the hyperplanes to maximize the parametric insensitive region

in order to deal with the effect of noise and hence it is more robust.
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3.1 Linear Case

RPTWSVM determines two hyperplanes in Rn
given as follows:

f1(x) − g1(x) = 0 ⇒ wT
1 x + b1 = (zT1 x + d1)

and,

f2(x) + g2(x) = 0 ⇒ wT
2 x + b2 = −(zT2 x + d2)

Each determines the (lower/upper) bound for the corresponding class. Here,

f1(x) − g1(x) = 0 determines the positive parametric margin hyperplane, and the neg-

ative parametric margin hyperplane is determined by f2(x) + g2(x) = 0.

The following pair of optimization problems are solved in order to determine the

two hyperplanes:

(RPTWSVM 1)

Min
w1,b1,z1,d1,𝜉1

c1
2
(||w1||2 + b21) + c2(−

𝜈

2
(||z1||2 + d21) + eT𝜉1) +

c3
2
||Bw1 + eb1 + e||2

subject to

(Aw1 + eb1) ≥ (Az1 + ed1) − 𝜉1,

𝜉1 ≥ 0. (5)

(RPTWSVM 2)

Min
w2,b2,z2,d2,𝜉2

c1
2
(||w2||2 + b22) + c2(−

𝜈

2
(||z2||2 + d22) + eT𝜉2) +

c3
2
||Aw2 + eb2 − e||2

subject to

−(Bw2 + eb2) ≥ (Bz2 + ed2) − 𝜉2,

𝜉2 ≥ 0, (6)

where c1, c2, c3 ≥ 0 are regularization parameters, e represents vectors of ones of

appropriate dimension, 𝜈 determine the penalty weights and 𝜉1 and 𝜉2 represent the

error vector corresponding to classes A and B, respectively.

Unlike TPSVM, where author seeks for the parametric hyperplanes given by f1(x)
and f2(x), respectively, the RPTWSVM seeks two parametric margin hyperplanes

given by fj(x) ± gj(x), where j = 1, 2, one for each class, and classifies points depend-

ing upon its proximity to the two classes. The first term in the objective function of

(5) or (6) takes care of structural risk minimization of the data and controls the model

complexity. For each point xi, an error up to (zTj xi + dj) is allowed. Everything beyond

this is captured in error variable 𝜉i, which is further penalized in the objective func-

tion via a regularization parameter c2. The size of the parametric insensitive zone

is controlled by
1
2
(||z1||2 + d21) which is regulated using constant 𝜈. The constraint

ensures that all the samples of the positive class lie beyond the parametric margin

hyperplane.
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Consider [w b] = u, [z d] = v, [A e] = H, [B e] = G, then Eq. (5) can be

rewritten as

Min
u,v,𝜉1

c1
2
(uTu) + c2(−𝜈(vTv) + eT𝜉1) +

c3
2
||Gu + e||2

subject to Hu ≥ Hv − 𝜉1,

𝜉1 ≥ 0. (7)

Considering the Lagrangian function corresponding to QPP (7) and using the

KKT necessary and sufficient conditions, the dual of QPP (5) is obtained as follows:

Max
𝛼

−1
2
𝛼

TH(c1I + c3GTG)−1HT
𝛼 + c3

2
eTG(c1I + c3GTG)−1HT

𝛼 + 1
2c2𝜈

𝛼

THHT
𝛼

subject to 0 ≤ 𝛼 ≤ C, (8)

where 𝛼 is the vector of Lagrange multipliers.

Similarly, the solution of (6) is obtained via solving the following optimization

problem:

Max
𝛽

−1
2
𝛽

TG(c1I + c3HTH)−1GT
𝛽 + c3

2
eTH(c1I + c3HTH)−1GT

𝛽 + 1
2c2𝜈

𝛽

TGGT
𝛽

subject to 0 ≤ 𝛽 ≤ C. (9)

A new test sample x̂ is assigned a class label depending upon the following deci-

sion function:

argMin
i=1,2

{|(w1 + u1)T x̂ + (b1 + d1)|
||w1 + u1||2

,

|(w2 − u2)T x̂ + (b2 − d2)|
||w2 − u2||2

}
. (10)

Similarly, the proposed method can be extended to nonlinear case using kernel

methods.

4 Experimental Results

All the experiments have been carried out in MATLAB version 8.0 under Microsoft

Windows environment on a machine with 3.40 GHz CPU under 16 GB RAM.

4.1 Benchmark Datasets

To prove the efficacy of proposed work, we performed classification experiments on

UCI machine learning datasets [12]. The features in all the datasets are normalized

to the range [0, 1] before training the classifier. In our simulations, we performed

experiments with Gaussian kernel in order to obtain the classifiers.
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Table 1 Classification results with Gaussian Kernel on UCI datasets

Dataset Par-𝜈-SVM TPSVM RPTWSVM

Mean accuracy Learning time (in sec)

Heart-Statlog (270 × 13) 81.85 80.00 83.7
0.43 0.67 0.49

WPBC (198 × 34) 81.32 80.82 81.32
0.28 0.44 0.19

Haberman (306 × 3) 72.52 76.15 74.84

0.52 0.89 0.31

Echocardiogram (131 × 10) 84.78 86.32 87.03
0.17 0.19 0.10

Spect (267 × 44) 79.00 79.42 79.74
0.39 0.80 0.28

We have applied grid search method [13] to tune the parameters 𝜈, ci (i = 1 to 4)
and kernel parameter 𝜎. For each dataset, a validation set comprising of 10% ran-

domly selected samples from the dataset is used. For this work, we have selected

values of c1, c2, and c3 from the range 0 to 1. The parameters 𝜈 are tuned in the

range {0.1 to 1}. The value of parameter C was tuned in the range of 10i, where

i = {1, 2, 3, 4, 5, 6}. Mean of classification accuracy is determined using tenfold

cross validation [14].

Classification Results We have examined the performance of RPTWSVM against

Par-𝜈-SVM and TPSVM. The experiments are conducted with all the algorithms

using tenfold cross validation [14] and the mean classification accuracy is reported.

The classification results using Gaussian kernel for Par-𝜈-TWSVM, TPSVM and

RPTWSVM are reported in Table 1. The bold values indicate best result and the

mean of accuracy (in %) across tenfolds. The table demonstrates that RPTWSVM

mostly outperforms the other methods in terms of generalization ability. In this case,

mean accuracy of RPTWSVM, for all the datasets, is 81.32% as compared to 79.89
and 80.48% for Par-𝜈-TWSVM and TPSVM, respectively.

4.2 Application to Human Activity Recognition

Figure 1 depicts the flow chart which briefly explains the feature extraction and activ-

ity recognition steps involved in the proposed activity recognition framework.

Motion-Context Descriptor Following Tran et al. [3], we have used global features

suggested for representing the activity sequence. The descriptor is a robust and effi-

cient in representing the activity sequence. The first step deals with the extraction of

image sequence from the video which is further used for calculating the normalized
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Fig. 1 A flowchart

depicting the proposed

activity recognition

framework

bounding box around the actor using the silhouettes obtained with background sub-

traction. Then pyramidal implementation of Lucas Kanade algorithm [15] is used

to obtain optic flow values for each image. The optic flow values are then divided

into horizontal and vertical components given by Fx and Fy, respectively. These val-

ues are then smoothed using median filter to lessen the effect of noise. The silhou-

ette gives us the third set of values that represents the bounding coordinates of the

binary image in four directions, namely, left, right, top, and bottom. The normalized

bounding box obtained from each image is divided into 2 × 2 windows and then each

window is divided into 18 pie slices covering 20
◦

each. These pie slices are further

histogrammed to obtain the component values. The component values are integrated

to obtain resultant 72 (2 × 2 × 18)-dimensional descriptor. By concatenating the val-

ues from all three components, we obtain a 216-dimensional frame descriptor [3].

The feature descriptor obtained gives a very rich representation of the local

feature of the image. Adding to this, to make a context of time we concatenate

three blocks of five frames representing the past, current, and future to form a 15-

frame block. Further the frame descriptor thus obtained corresponding to each block

are stacked in order to form a 1080-dimensional vector. This 1080-dimensional

vector is then projected onto 70 dimensions using principal component analysis.
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Fig. 2 Weizmann Dataset

The resulting motion-context descriptor is joined with the current frame descriptor

to form the final 286-dimensional motion-context descriptor [3].

Weizmann Dataset Weizmann dataset [11] consists of 93 (180 × 144 pixels) videos

in low resolution where nine actors are performing 10 activities which include walk

(walking), run (running), jump (jumping), side (striding sideways), bend (bending),

wave1 (waving with one hand), wave2 (waving with both hands), etc. Some example

actions belonging to Weizmann dataset are shown in Fig. 2.

Evaluation Methodology

1. Leave 1ActorOut (L1AO): This methodology removes all the activity sequences

performed by an actor from the training set and uses them as the testing set.

2. Leave One Sequence Out (L1SO): This methodology removes one activity

sequence at a time from the training set.

The activity label of an activity video sequence was assigned based on the major-

ity of the labels assigned to each video frame of that particular activity sequence.

Results For Human Activity Recognition, we choose radial basis function (RBF)

kernel for our classifiers because of nonlinear relationship between action classes

and histogrammed feature obtained in the descriptor. Optimal values of parameter

c1, c2, c3,C and 𝜈, and kernel parameter 𝜎 were obtained using grid search with a set

comprising 10 % of the frames from each video sequence.

In order to implement activity recognition problem as a binary classification prob-

lem, we picked up two activity classes at a time, eg., bend versus wave, etc., and

used them to evaluate our results. We performed the activity recognition task using

RPTWSVM, Par-𝜈-SVM and TPSVM for both the evaluation methodologies.
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Table 2 Prediction accuracy on Weizmann dataset using L1SO

Dataset Par-𝜈-SVM TPSVM RPTWSVM

Prediction accuracy learning time (in sec)

Bend versus Wave2 (1245 × 214) 73.68 72.22 100
33.32 14.59 16.52

Wave1 versus Wave2 (1259 × 214) 73.68 72.22 100
38.78 13.71 16.59

Skip versus Jump (925 × 214) 73.68 72.22 89
36.19 9.31 6.41

Table 3 Prediction accuracy on Weizmann dataset using L1AO

Dataset Par-𝜈-SVM TPSVM RPTWSVM

Prediction accuracy learning time

Bend versus Wave2 (1245 × 214) 83.33 100 100
19.69 13.71 12.86

Wave1 versus Wave2 (1259 × 214) 72.22 100 100
16.94 13.71 13.34

Skip versus Jump (925 × 214) 77.77 61.11 78.94
13.24 9.86 8.37

The results have been summarized in Tables 2 and 3. The results in Table 2

show that RPTWSVM performs comparable to other approaches and for the highly

confused classes of skip versus jump, RPTWSVM performs better. In case of leave

one actor out (L1AO), the test sequence was composed of two activity sequences

from each actor. The results are comparable for all the approaches. However,

RPTWSVM performs better in terms of training time.

5 Conclusion

In this paper, we have presented a novel robust parametric twin support vector

machine (RPTWSVM) for binary classification problems. RPTWSVM successfully

extend the parametric margin concept to the twin support vector machine frame-

work leading to better generalization ability and faster training in comparison to

Par-𝜈-SVM. The hyperplanes obtained in RPTWSVM are more flexible and auto-

matically adjust itself with the objective to lessen the effect of heteroscedastic noise

in generalization ability of the classifier.

Experimental results on the benchmark UCI datasets proves the efficacy of our

proposed framework in terms of generalization ability when compared with TPSVM

and Par-𝜈-SVM. Further, we investigated the performance of RPTWSVM on human
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activity recognition problem, which also validated the effectiveness and practicabil-

ity of the proposed framework.

In this paper, we have considered dataset, where only one actor is performing

a single action. However, it would be interesting to explore the application of the

proposed approach for other video sequences, where more than one actor is perform-

ing more than one activity. Moreover, the proposed approach can be modified in the

least squares sense so as to further reduce the training time complexity.
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Separating Indic Scripts with ‘matra’—A
Precursor to Script Identification in
Multi-script Documents

Sk.Md. Obaidullah, Chitrita Goswami, K.C. Santosh,
Chayan Halder, Nibaran Das and Kaushik Roy

Abstract Here, we present a new technique for separating Indic scripts based on

matra (or shirorekha), where an optimized fractal geometry analysis (FGA) is used

as the sole pertinent feature. Separating those scripts having matra from those which

do not have one, can be used as a precursor to ease the subsequent script identifica-

tion process. In our work, we consider two matra-based scripts namely Bangla and

Devanagari as positive samples, and the counter samples are obtained from two dif-

ferent scripts namely Roman and Urdu. Altogether, we took 1204 document images

with a distribution of 525 matra-based (325 Bangla and 200 Devanagari) and 679

without matra-based (370 Roman and 309 Urdu) scripts. For experimentation, we

have used three different classifiers: multilayer perceptron (MLP), random forest

(RF), and BayesNet (BN), with the target of selecting the best performer. From a

series of test, we achieved an average accuracy of 96.44 % from MLP classifier.
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Keywords Handwritten script identification ⋅ ‘matra’ based script ⋅ Topological

feature ⋅ Fractal geometry analysis

1 Introduction

To build a ‘paperless’ world, physical documents need to be first converted into dig-

ital form, then to textual version. This technique of converting scanned images of

handwritten, typewritten, or printed text into machine-encoded form is known as

optical character recognition. Increasing efforts from the research community can

be found in the literature of this domain. Script identification is an important aspect

in India for multilingual document processing as there are 13 official scripts (includ-

ing Roman) and 23 different languages (including English). In the literature, the need

of automatic script identification systems has already been pointed out [1]. Here, we

present a new technique to identify two different script types, i.e., with ‘matra’ (like

Bangla, Devanagari etc.) and without ‘matra’ (line Roman, Urdu, etc.). Though this

paper does not represent a standalone work on automatic Indic script identification,

but it guarantees to ease the subsequent script identification process by separating

these ‘matra’ based scripts from their counter part.

1.1 Related Works and Our Contribution

State-of-the-art works on script identification based on Indic and non-Indic scripts

are reported in the literature since last decade. These works can be classified into

different categories namely document-level, line-level, block-level, word-level

depending on the type of input document images considered. Character-level script

identification is not very common because in general multi-script documents does

not occurs at character-level. Among the available works on Indic scripts, Hochberg

et al. [2] did identification on a few Indic scripts composed together with non-Indic

scripts at document-level, considering features based on connected components. Zhu

et al. [3] did work to identify some Indic and non-Indic scripts using different image

descriptor with scale, rotation, translation invariant shape codebook-based features.

They had used multi-class SVM to classify at document-level. A technique based

on texture feature (rotation invariant) and multichannel GLCM to identify Bangla,

Roman, Devanagari, and Telugu scripts was proposed by Singhal et al. [4]. Hangarge

et al. [5] proposed a scheme to identify Devanagari, Roman, and Urdu scripts using

KNN classifier and features like visual discrimination, pixel/stroke density, morpho-

logical transformation, etc. Rajput et al. [6] suggested a technique based on DCT and

wavelet-based feature with KNN classifier to identify eight Indic scripts. Sarkar et

al. [7] proposed a word-level script identification technique using foreground back-

ground translation-based approach. Recently, Hangarge et al. [8] suggested a direc-

tional DCT-based approach to identify few popular handwritten Indic scripts. Rani
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Fig. 1 Block diagram of the proposed work

et al. [9] proposed a character-level script identification technique using gabor filter

and gradient-based features for Gurumukhi and Roman scripts.

In this paper, we propose a technique to identify scripts with ‘matra’ from oth-

ers without ‘matra.’ The concept of fractal analysis (FGA) was first introduced in

the field of script identification by one of the authors of the present work [10]. But

in that work fractal feature was used in combination with other features making a

multidimensional feature set. But novelty of the present work is due to optimization

of the feature set (one-dimensional in our case) and faster algorithm as it extracts

features directly from the topological distribution of the pixels (presence or absence

of ‘matra’). Figure 1 shows block diagram of the present work. Initially line-level

document images are feed to the system. Preprocessing is done using our existing

technique [11]. Then one-dimensional feature is extracted. Present work considers

two types of Indic scripts namely with ‘matra’, e.g., Bangla, Devanagari and without

‘matra’ namely Roman and Urdu. Here we apply the concept of FGA to identify the

presence or absence of ‘matra.’ Then best performer classifier is chosen among the

three different classifiers. Finally, the script type is produced as an output.

1.2 Our Scope

We have already stated that there are 13 scripts (including Roman) in India and few

of the major scripts can be classified by a topological property known as ‘matra.’ A

‘matra’ is a horizontal line present on the upper part of scripts like Bangla, Devana-

gari, etc. When user starts writing with pen or pencil he/she draws the line at the top

and then starts writing the graphemes below this line with some touching compo-

nent in between. Figure 2 shows an example where a Bangla script word is shown

which contains ‘matra’ but a Roman script word contains no ‘matra’. Though there

are many scripts with ‘matra’ and without ‘matra’ available in India, for present

experiment two majorly used ‘matra’ based scripts namely Bangla and Devanagari

and two scripts without ‘matra’ namely Roman and Urdu are considered. These four

scripts were chosen observing their wide demographic distribution in India.
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Fig. 2 Presence of ‘matra’ or ‘matra’ in Bangla script, the same is absent in Roman [11]

The paper has been organized in the following manner: In Sect. 2 feature extrac-

tion techniques are discussed. In Sect. 3 we discuss experimentation details including

data collection, preprocessing and classification. Finally we conclude our paper at

Sect. 4.

2 Feature Extraction

The extraction of features is the most imperative task in any work requiring pat-

tern recognition. The features should be robust enough, though, easily computa-

tional. Fractal geometry analysis or FGA based intelligent and optimized technique

is employed here to compute the feature vector. Our approach is intelligent and opti-

mized because for present work only one-dimensional feature vector is considered.

Feature dimensionality reduction is an important issue in the field of machine learn-

ing. As the dimension of the feature set will be reduced it will become more com-

putationally effective. The following section discuss about the extracted feature in

detail.

2.1 Fractal Geometry Analysis (FGA)

Present work is motivated by the concept of fractal geometry analysis or in short

FGA of an object [10]. A fractal is formaly defined as an irregular geometric object

with an infinite nesting of structure at all scales (or self-similarity). The geometric

characteristics of the objects or connected components of an image can be under-
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stood by its fractal dimension. A fractal is represented as a set for which Hausdorff-

Besicovich [12] dimension is larger than the topological dimension. Fractal dimen-

sion is an important property for textural analysis. Researchers typically estimate

the dimension of connected components in an image by fractal analysis. The fractal

dimension of a continuous object is specified by a well-defined mathematical limit-

ing processes.

Mandelbrot and Van Ness derived the fractal theory from the work of Hausdorff

and Besikovich. The Hausdorff-Besikovich dimension (DH) is defined by the follow-

ing equations:

DH = lim
s→0+

lnN
𝜀

ln 1
𝜀

(1)

where N
𝜀

is the number of elements of 𝜀 diameter required to cover the object in the

embedded space. When working with the data, which is discrete in nature, one is keen

to find out the deterministic fractal and the associated fractal dimension (Df ). The

fractal dimension (Df ) can be defined as the ratio of the number of self-similar pieces

(N)with magnification factor (1∕r) into which an image may be broken. Our intuitive

idea is that, normally the dimensions of surfaces are integers. However we have to

understand that, here we are dealing with non-idealized objects (non-euclidean), and

thus we cannot say that their surfaces have dimensions which is integral in nature.

As Mandelbrot said, mountains are not cones and lightnings are not straight lines.

Here we encounter a similar situation. Surfaces of natural objects differ from the

idealized ones in the aspect that the curves on natural surfaces are continuous, but

non-differentiable. These objects, thus have a dimension Df which is “fractional” in

nature. Df is defined as

Df =
lnN
ln 1

r

(2)

Df may be a non-integer value, as opposed to objects strictly Euclidean in nature.

However, Df can only be directly calculated for a deterministic fractal. Mandelbrot

pointed out that the dimension of the dimension of the object and the dimension of

the embedded space are two different things. Dimension of the embedded space is

given by the degrees of freedom in that space. The idea of dimension of an object

is how many boxes of the embedded space are necessary to cover it. We reduce

the box size to zero progressively and find out where the number Df converges, the

converging point being the dimension of the object. There are varieties of applicable

algorithms for estimatingDf , and we have used Box-counting algorithm for the same.

The upper part and the lower part play a significant role in feature extraction from

the document image. This observation motivated us to solve the present problem by

FGA. Indic scripts can be categorized as ‘matra’ based and without ‘matra’ based

with respect to topological structure. So if pixel density of the connected components

is calculated, there will be difference in pixel density of upper part and lower part of

the components of different scripts.
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The algorithm to compute average fractal dimension of an image component is

described below

Algorithm_FGA ∶

∙ The line-level gray scale images are considered and converted into two tone image

using our existing tow-stage based binarization technique.

∙ The fractal dimension of the top most and bottom most profile of each of the image

component is calculated and stored in TFD and BFD variables correspondingly.

∙ Then the average fractal dimension of the top most and bottom most profile of each

of the image component is computed. These average values are stored in ATFD

and ABFD variables correspondingly.

∙ Ratio of the fractal dimension of top most and bottom most profile is calculated

and this single valued feature vector is constructed. The ration is stored in variable

RFD.

RFD = ATFD
ABFD

(3)

This RFD obtained by Eq. 3 is used as the one and only distinguishing topological

feature for the present work.

Sample results are shown in following Fig. 3 for Bangla, Devanagari, Roman, and

Urdu scripts. In each of these figures subpart of the original line-level image is shown

in a. The fractal dimension of the top and bottom profiles are shown by b and c
correspondingly.

3 Experiments

Any experimental work requires proper experimental setup building to carry out the

training, testing, and validation. The first and foremost task is the data collection

followed by preprocessing. Next Sect. 3.1 discuss about this step. In Sect. 3.2 brief

discussions about experimental set up is provided. Lastly classification and statistical

performance analysis of different well-known classifiers are done in Sect. 3.3.

3.1 Data Collection and Preprocessing

Due to unavailability of standard open database in script identification field we have

developed our own dataset. Data collection is a tedious and time-consuming job

which is solely dependent on other people who may contribute towards building

the database. Different people with varying age, sex, educational qualification group

were contributed to build our present database. We constructed a line-level database

by collecting 1204 document images, comprising of the said scripts. The script dis-



Separating Indic Scripts with ‘matra’—A Precursor to Script Identification . . . 211

(i) FGA Based Feature on Bangla Script, (ii) FGA Based Feature on Devanagari Script,
(a) Original Line-level document image, (a) Original Line-level document image,

(b) FGA of the top profile of (a), (b) FGA of the top profile of (a),
(c) FGA of the bottom profile of (a) (c) FGA of the bottom profile of (a)

(iii) FGA Based Feature on Roman Script, (iv) FGA Based Feature on Urdu Script,
(a) Original Line-level document image, (a) Original Line-level document image,

(b) FGA of the top profile of (a), (b) FGA of the top profile of (a),
(c) FGA of the bottom profile of (a) (c) FGA of the bottom profile of (a)

(a)

(b)

(c)

(a)

(b)

(c)

(a)

(b)

(c)

(a)

(b)

(c)

Fig. 3 Illustrating fractal dimension of Bangla, Devanagari, Roman, and Urdu scripts

Table 1 Database distribution (script wise)

Script Topological property Database size

Bangla with ‘matra’ 325

Devanagari with ‘matra’ 200

Roman without ‘matra’ 370

Urdu without ‘matra’ 309

tribution is as follows: Bangla 325, Devanagari 200, Roman 370, and Urdu 309. So

the distribution of ‘matra’ based script and without ‘matra’ based script becomes 525

and 679 Line-level document images correspondingly. Following Table 1 provides a

glimpse of the used dataset.

These images were digitized using HP flatbed scanner and stored in gray scale

version with 300 dpi intensity level. We have used our existing two-stage based bina-

rization algorithm [11] for preprocessing of these gray scale images (Fig. 4).
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Fig. 4 Scripts with ‘matra’ a Bangla b Devanagari, and scripts without ‘matra’ c Roman d Urdu

script documents (top to bottom)

3.2 Set up

Multilayer perceptron (MLP), random forest (RF), and bayes net (BN) were used for

classification and statistical performance analysis which is discussed in the following

section. We followed K-fold cross validation approach to train and test the dataset.

In this work, the value of K was considered as five experimentally, which means

that, the whole dataset will be broken into a ratio of 4:1. Then, it will be repeated

five times such that, all the instances would participate for training and testing data

distribution.

3.3 Results and Analysis

We have not only used a light weight single-dimensional feature set for classifica-

tion but different well known classifiers are also tested. MLP, RF, and BN, these

three classifiers are considered and their performances are statistically analyzed

with respect to standard measuring parameters like average accuracy rate (AAR),

model building time (MBT), relative absolute error (RAE), etc. A confusion matrix

is shown in Table 2 which was taken using MLP classifier. For global classification,

we are considering the complete ‘matra’ dataset(i.e., Bangla and Devanagari) ver-

sus the complete without ‘matra’ script dataset (i.e., Roman and Urdu). The ‘matra’

dataset are assigned as class 1, and without ‘matra’ dataset are assigned as class 2.

For local classification, we are considering each instance of a ‘matra’ script versus

without matra; script. Here, we are showing the resultant data sets that were built

using MLP classifier with fivefold cross validation.

(A) For global classification, out of 525 ‘matra’ based scripts from Bangla and

Devanagari 487 were classified correctly (on an average). For without ‘matra’ based

scripts out of 679 document images, 654 instances were perfectly classified (on an

average). Average accuracy rate of 94.43 % for MLP, 95.59 % is obtained by random
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Table 2 Confusion matrix on fivefold cross validation using MLP

Classified As ‘matra’ Non-‘matra’

‘matra’ 481 44

without ‘matra’ 23 656

Table 3 Local classification accuracy

Script combinations Average accuracy (%)

‘matra’ based Bangla versus Roman 95.1

Bangla versus Urdu 98.26

without ‘matra’ based Devanagari versus Roman 97.54

Devanagari versus Urdu 96.85

Table 4 Statistical performance analysis of different classifiers

Classifier AAR (%) MBT (s) RAE (%) TP Rate FP Rate Precision Recall F-Measure

MLP 96.44 0.59 10.67 0.9644 0.0406 0.965 0.9644 0.9642

RF 96.32 0.03 10.45 0.9632 0.0418 0.9632 0.9632 0.9632

BN 94.83 0.02 10.4 0.9484 0.058 0.9484 0.9484 0.9484

forest RF and 94.68 % for bayes net BN classifiers. So, we can observe that at global

level RF > BN > MLP, though the difference is very close.

(B) For local classification, we took each instance of ‘matra’ vs without ’matra’

script, and found the accuracy to be even higher. This is because the deviation is

higher for a single instance of ‘matra’ versus without ’matra’ script (e.g., Bangla vs

Roman) than it would be for the whole class. The close proximity of average accuracy

rate obtained by different classifiers supports the robustness of our technique. The

highest accuracy for each instance of the local classification using MLP classifier are

as follows (Tables 3 and 4):

4 Conclusion and Plan

No doubt, script identification from multi-script documents is essential towards

making the automation of document processing for a large country like India.

This work will definitely accelerate the entire process by offering a new approach

for classification of ‘matra’ based scripts from others without ‘matra’. Further, an

one-dimensional, lightweight feature ensures computational ease, resulting a faster

processing. Not only that, out of three different classifiers namely MLP, RF, and BN,

the best performer for different output cases has also been found out.
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Future scope includes enriching the volume of the corpus. Scopes can be further

extended to review some misclassification issues by combining FGA with few more

script dependent features. But a realistic trade-off between feature dimension and

accuracy rate must also be kept into mind.
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Efficient Multimodal Biometric Feature
Fusion Using Block Sum and Minutiae
Techniques

Ujwalla Gawande, Kamal Hajari and Yogesh Golhar

Abstract Biometric is widely used for identifying a person in different area like
Security zones, Border crossings, Airports, Automatic teller machines, Passport,
Criminal verification, etc. Currently, most of the deployed biometric systems use a
single biometric trait for recognition. But there are several limitations of unimodal
biometric system, such as Noise in sensed data, Non-universality, higher error rate,
and lower recognition rate. These issues can be handled by designing a Multimodal
biometric system. This research paper proposes a novel feature level fusion tech-
nique based on a distance metric to improve both recognition rate and response
time. This algorithm is based on the textural features extracted from iris using Block
sum and fingerprint using Minutiae method. The performance of the propose
algorithms has been validated and compared with the other algorithms using the
CASIA Version 3 iris database and YCCE Fingerprint database.

Keywords Multimodal biometric system ⋅ Block sum ⋅ Minutiae ⋅ Feature
level fusion

1 Introduction

Multimodal biometric recognition requires logical fusion of different traits [1–3].
Whenever more than one biometric modality is used for the development of mul-
timodal biometric, the fusion of different modalities can be performed at the sensor,
feature, matching score, or decision levels. The majority of the work in this area has
been focused on fusion at decision level and matching score-level [4, 5]. The

U. Gawande (✉) ⋅ K. Hajari ⋅ Y. Golhar
Department of Information Technology, YCCE, Nagpur, India
e-mail: ujwallgawande@yahoo.co.in

K. Hajari
e-mail: kamalhajari123@gmail.com

Y. Golhar
e-mail: yj999@ymail.com

© Springer Science+Business Media Singapore 2017
B. Raman et al. (eds.), Proceedings of International Conference on Computer Vision
and Image Processing, Advances in Intelligent Systems and Computing 459,
DOI 10.1007/978-981-10-2104-6_20

215



amount of information available for fusion at these levels is limited [6]. Sparing
references are available for fusion at the feature level [7, 8]. Integration at feature
level is expected to achieve high recognition rate. On the contrary feature level
fusion is difficult to achieve, due to various issues like: (1) the feature sets of
multiple modalities may be incompatible. For example, minutiae points set of
fingerprint and Eigen-coefficients of face. (2) The feature spaces of diverse bio-
metric systems may be different and (3) concatenating two feature vectors may lead
to a feature vector with very high dimension [6]. Due to these issues False Rejection
Rate (FRR) is more. Most of the feature level fusion in the literature is performed
using simple concatenation of feature sets, serially or parallel [9, 10].

The remainder of this paper is organized as follows: Sect. 2 describes various
unimodal and multimodal system. Section 3 describes the preprocessing and texture
feature extraction algorithm for both the modality. Section 4 describes the proposed
feature level fusions for single feature set algorithm. Simulation results are pre-
sented in Sect. 5 along with the comparison of the proposed approach with existing
feature level fusion technique. Finally, Sect. 6 concludes this paper.

2 Unimodal and Multimodal Systems

The fused feature vector usually requires appropriate feature normalization, selec-
tion, and reduction techniques [5]. Since the features exploits more useful infor-
mation about the raw biometric data, fusion at this level is expected to give more
accuracy compared to fusion at the score and decision levels [6, 11]. It is observed
that feature level fusion is easy to implement for closely related modalities. These
feature sets are called homogeneous sets [12]. However, feature level fusion is
difficult to achieve for heterogeneous feature sets [5]. Due to these constraints, most
of the attempts at feature level fusion have reported limited success. Son and Lee
[13] used Daubechies wavelet transform for face and iris images. Kumar et al. [14]
proposed palmprint-based verification system by integrating hand geometry fea-
tures. Feature level fusion of iris and fingerprint has been proposed by Jagadeesan
et al. [7]. A similar attempt is made by Conti et al. [15].

3 Preprocessing and Feature Extraction

We have selected Iris and Fingerprint as the two modalities to fuse at feature level.

3.1 Iris Recognition

Iris patterns are unique due to its rich, distinctive, and complex pattern of crypts,
furrows, arching, collarets, and pigment spots. These factors result in discriminating
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textural patterns for each eye of an individual and even distinct between twins. Iris
recognition consists of three main steps. (1) Preprocessing, (2) Feature Extraction,
and (3) Recognition.

3.2 Iris Preprocessing

The preprocessing step consists of iris localization and normalization steps. The iris
area between the inner and outer boundaries of the iris is first localized. This step
also detects and removes any specular reflection and eyelash or eyelids noise from
the image using Hough transform [17]. Daugmans rubber sheet model is used for
iris normalization [18]. The next step is to extract distinctive texture features from
normalized iris image.

3.3 Iris Feature Extraction

We propose a novel algorithm called block sum [19] for extracting the texture
features from normalized image. This method is based on the blocks, which is a
rectangular window of pixels in a normalized image, as shown in Fig. 1. The block
size is varied from 5 × 5 to larger values. In this context, the normalized image of
size 240 × 20, is divided into 60 blocks of size mxn, where m = 16 and n = 5.

The block size is set to 16 × 5 and its main aim is to reduce size feature vector,
first the entropy for a given block. It is the probability of occurrence of the average
intensity value of that block. To obtain the unique feature vector, we subtract the
entropy value of a given block from the gray level of each pixel and sum it with the
block sum of previous cell. The representative value of each block is computed as
follows:

1. Entropy for each block is computed using an entropy function, say it is ‘Ei,’
where ‘i’ varies from 1 to 60.

2. The gray level value for each pixel in a block is represented as Cij, where ‘i’
represent the block index for jth pixel in the block, respectively. With a nor-
malized image of size 240 × 20, ‘j’ varies from 1 to 80.

Vertically 
20 pixels 

Group 

16x5 pixels 

Horizontal size of 240 pixels

Fig. 1 Division of normalized image into cells
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3. For finding out the block sum feature value for the ith block and for every pixel
in a block, the value Sj, is calculated using

Sj= Sj− 1+ Cij−Eið Þ ð1Þ

Where, 1 ≤ i ≤ 60, 1 ≤ j ≤ 80
4. Finally, the value of Sj is scaled by a size of window or block, i.e., final value of

block sum feature for the ith block, which is used as a feature value of that
block.

Si= Sj= ∑80
j=1

Sj
80

� �

ð2Þ

In this manner, 60 values for 60 blocks are obtained and stored feature vector of
size 1 × 60. This block sum feature vector is further used in feature level fusion.
Another biometric used for feature level fusion is Fingerprint.

3.4 Fingerprint Recognition

Fingerprint is highly used in society and extensively used by forensic experts in
criminal investigations. The fingerprint recognition consists of four steps: (1) Image
acquisition, (2) Preprocessing, (3) Feature extraction, and (4) Recognition. These
steps are performed on YCCE Fingerprint database [20, 21].

3.5 Fingerprint Preprocessing

Fingerprint images acquired not assured to be of perfect quality. Preprocessing step
increases the contrast between ridges and furrows and connects the false broken
points of ridges. This step is followed by finding a region of interest, which is
performed by segmentation.

3.6 Fingerprint Feature Extraction

We propose a novel feature set algorithm that captures global point, i.e., core and
local points (minutiae point’s) of a fingerprint. For this, we used the method of [22]
due to its more accurate results in detecting the core point. At each pixel the
directional component ‘θ’ is available based on the gradient. In every block, the
difference of direction components is computed using Eqs. (1) and (2).

218 U. Gawande et al.



Diff X = ∑
3

k=1
sin 2θðk, 3)− ∑

3

k=1
sin 2θ ðk, 1Þ ð3Þ

Diff Y = ∑
3

k=1
cos 2θð3, 1)− ∑

3

k=1
cos 2θ ð1, 1Þ ð4Þ

The core point ‘X’ is located at the pixel (i, j) where Diff X and Diff Y are
negative. The result of this core point detection is shown in Fig. 2.

The next step is to mark the ridge termination and bifurcation. We perform a
morphological operation that connects the ridges for nonbreakable ridge structure.
At each pixel 3 × 3 windows sliding is performed. The minutiae points are marked
based on the number of ones in these 3 × 3 blocks. These blocks are categorized as
terminations, if a central pixel is 1 and count of one valued neighbor is also one.
Similarly, blocks are categorized as bifurcations, if a central pixel is 1 and counts of
one valued neighbor are three. [23], the fingerprint image consists of genuine
marked minutiae points, as shown in Fig. 3. Now, using terminations and bifur-
cations point, we follow the ridges, starting from core point, in increasing direction
of radial distance.

The 60 value is derived based on an observation that maximum fingerprint
information will be captured by minutiae points. The distance from the core point to
each of initial 60 minutiae points are considered as new features set.

(a) Sample 1 (b) Sample 2

Core Point Core Point

Fig. 2 Samples of core point detection

Termination Minutiae pointBifurcation False Minutiae Extraction

Fig. 3 Sample of marked minutiae points around the core point
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4 Feature Level Fusion

A new method of feature fusion is proposed in this section. It consists of two steps.
First step is the generation of fused feature vector for reference database. This fused
vector is trained using RBFSVM classifier. Second step is the generation of query
feature sets, which is used to test the RBFSVM classifier for final recognition.

4.1 Fused Feature Vector for Reference Database

The process of fused feature vector generation for reference database is depicted in
Fig. 4. Here, we describe the framework in generic form. Let the total number of
subjects is ‘M,’ which is identified by ‘i’ and it varies from 1 to m. Let the number
of samples per subject is ‘N,’ which is identified using ‘j’ and ‘j’ varies from 1 to n.
The total number of subject, i.e., ‘M,’ is set to 100 and the number of images per
subject, i.e., ‘N,’ is set to 4, for our experimentation. The proposed algorithm is
described below

1. Each fingerprint feature vector is represented as Fij. Where ‘F,’ stands for
fingerprint, ‘i’ represent the subject number with ‘m’ number of subject, ‘i’
varies from 1 to m. The ‘j’ indicates feature vector derived from jth sample
image. So ‘j’ varies from 1 to 4, as four images are used per subject. The length
of each of these feature vectors is ‘l,’ where ‘l’ is the set of 60 elements.

2. Each iris feature vector is represented as Iij. Where ‘I,’ stands for iris, ‘i’
represent the subject number and ‘j’ indicates feature vector derived from a jth
sample image. Each generated feature vector is of length 1 × 60.

3. Next, we derive the difference vector for each pair each subject, i.e., DFij, where
‘DFij’ for difference feature of a fingerprint, for jth sample image of ith subject.

DFi1= Fi1−Fi2j j ð5Þ

DFi2= Fi2−Fi3j j ð6Þ

DFi3= Fi3−Fi4j j ð7Þ

DFi4 = Fi4 −Fi1j j ð8Þ

4. Similarly, for iris, again we derive the difference vector for each subject, i.e.,
‘DIij,’ where ‘DIij’ for difference feature of the iris, for jth sample image of ith
subject.

DIi1= Ii1− Ii2j j ð9Þ

DIi2= Ii2− Ii3j j ð10Þ
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DIi3= Ii3− Ii4j j ð11Þ

DIi4= Ii4 − Ii1j j ð12Þ

5. Here each generated difference vector of size is 1 × 60. The computational
complexity reduces by taking the average of two difference measure derived
from modality.

Feature set I1

Difference Vector DI3

Feature set I2 Feature set I3 Feature set I4

Fused feature vector 
for image 1 ‘D1’ 

Fused feature vector 
for image 3 ‘D3’ 

Fused feature vector 
for image 2 ‘D2’ 

Fused feature vector 
for image 4 ‘D4’ 

Image 1, Subject 1 Image 4, Subject 1Image 3, Subject 1Image 2, Subject 1

Image 1, Subject 1 Image 4, Subject 1Image 3, Subject 1Image 2, Subject 1

Difference Vector DI2Difference Vector DI1 Difference Vector DI4

Difference Vector DF1 Difference Vector DF2 Difference Vector DF3 Difference Vector DF4

Feature set F
1

Feature set F
2

Feature set F
3

Feature set F
4

Fig. 4 Reference fusion vector creation
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Dij = DFij +DIij
� �

2̸ ð13Þ

Were, ‘j’ = 1 → n, were n = 4 and
‘i’ = 1 → m, were m = 100
The length of the resultant fused feature vector is also 1 × 60, for each subject.

4.2 Feature Level Fusion for Query Image

1. We search for most similar feature vector from reference database to derive
difference vector. The proposed feature level fusion for query image is shown in
Fig. 5.

∑d =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x ̄− x0
� �

R− 1 x ̄− x0
� �t

r

ð14Þ

Where x ̄ and x′ are the query feature vector and reference feature vector,
respectively. ‘R’ represents the covariance between x ̄ and x′. In our case, the
Mahalanobis distance for fingerprint and iris are represented by ‘∑F’ and ‘∑I’
symbols.

Query 
fingerprint 
image

Reference
database

Features set obtained by 
block sum algorithm

Features set obtained by 
novel minutiae algorithm

Feature 
Extraction

Reference 
database

Difference vector DI Difference vector DF

Fused feature vector

Classification Using RBFSVM classifier

Query iris 
image

Compared Compared

Fig. 5 Proposed feature level fusion
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∑F =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Ft −Fij
� �

R− 1 Ft −Fij
� �t

q

ð15Þ

∑I =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

It − Iij
� �

R− 1 It − Iij
� �t

q

ð16Þ

2. Next, the most similar feature vector is derived based on the Mahalanobis
distance

∑
F

= min
ij

Ft −Fij
� �

R− 1 Ft −Fij
� �t

� �1 2̸
ð17Þ

∑ I = min
ij

It − Iij
� �

R− 1 It − Iij
� �t

� �1 2̸
ð18Þ

3. We derive the difference vector between query feature vector and most similar
feature vector by

DFt = Ft −Fijj j ð19Þ

DIt = It− Iijj j ð20Þ

Where Fij and Iij are the most similar feature vector in the reference database.
4. For feature level fusion, we merge these two difference vectors derived by

taking simple average

Dt = DFt +DItð Þ ̸2 ð21Þ

5. The length of the fused feature vector is also 1 × 60. This new fusion vector is
used for further classification using RBFSVM classifier for final recognition.

5 Simulation Results

The performance are measures using FAR, FRR, and response time. The database
consists of 1000 images from 200 subjects. For database, we use 100 subjects of iris
from CASIA and 100 subjects from YCCE fingerprint database. Five pairs of iris
and fingerprint are obtained for each subject. Each pair represents one subject. Our
approach is compared with the approach of [16]. The results are depicted in Fig. 6.
In this experiment best performance of 1 % FAR is archived for proposed
algorithm.
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6 Conclusion

Some of the issues in feature level fusion in the context of multimodal biometrics
have been tackled in the proposed work. The feature level fusion algorithm elim-
inates the high dimensionality issues of existing feature fusion. The objective is to
obtain a higher recognition rate with minimum false acceptance rate and fast
response time. With this objective, from the simulation results, it is observed that
96 % of recognition rate and 0 % FAR are obtained using proposed feature level
fusion. All these experiments are sufficient to prove the superiority of proposed
feature level fusion. Overall, comparing the results, it is observed that the proposed
algorithm fuses the features of individual modalities efficiently, which is very much
evident from simulation results.
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Video Synopsis for IR Imagery Considering
Video as a 3D Data Cuboid

Nikhil Kumar, Ashish Kumar and Neeta Kandpal

Abstract Video synopsis is a way to transform a recorded video into a tempo-

ral compact representation. Surveillance videos generally contain huge amount of

recorded data as there are a lot of inherent spatio-temporal redundancies in the form

of segments having no activities; browsing and retrieval of such huge data has always

remained an inconvenient job. We present an approach to video synopsis for IR

imagery in which considered video is mapped into a temporal compact and chrono-

logically analogous way by removing these inherent spatio-temporal redundancies

significantly. A group of frames of video sequence is taken to form a 3D data cuboid

with X, Y and T axes, this cuboid is re-represented as stack of contiguous X − T
slices. With the help of Canny’s edge detection and Hough transform-based line

detection, contents of these slices are analysed and segments having spatio-temporal

redundancy are eliminated. Hence, recorded video is dynamically summarized on

the basis of its content.

Keywords Video synopsis ⋅ Video summarization ⋅ IR ⋅ MWIR ⋅ Canny’s edge

detection ⋅ Hough transform-based line detection ⋅ Spatio-temporal redundancy

1 Introduction

Popularity of thermal imaging systems in surveillance technology has drawn a lot

of attention from vision community in the past few decades. Increasing population

of such systems is generating vast amount of data in the form of recorded videos;

with help of video summarization a compact but informative representation of video
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sequence may be provided. Since for surveillance purpose timing information of

events is important, chronology of events is also maintained in compact representa-

tion. Generally, IR (infra-red) signatures of targets are more prominent than back-

ground and clutter; this contrast is commonly used as a clue for change detection.

We have also decided contrast-based clue for detecting representative segments with

motion but in place of processing video sequence in X − Y plane, we have chosen

X − T plane. Spatio-temporal regularity [1] is utilized for labelling representative

segments with motion.

2 Related Work

The goal of this section is to review and classify the state-of-the-art video synop-

sis generation methods and identify new trends. Our aim is to extract information

from unscripted and unstructured data obtained from recorder of surveillance sys-

tem. Ding [2] categorized video synopsis techniques in the following three levels:

∙ Feature-Based Extraction: In such approaches low level features like number of

foreground pixels and distance between histograms are used to identify frames

with higher information content.

∙ Object-Based Extraction: In such approaches objects of interest like vehicle,

pedestrian are used for labelling frames with higher information content.

∙ Event-Based Extraction: In such approaches events like entrance of a vehicle,

pedestrian in field of view are used for setting pointers with high semantic level.

Such approaches are more application specific.

Li et al. [3] presented an optical flow based approach for surveillance video sum-

marization. It is a motion analysis-based video skimming scheme in which play-back

speed depends upon motion behaviour.

Ji et al. [4] presented an approach based on motion detection and trajectory extrac-

tion. Video is segmented based on the moving objects detection and trajectories are

extracted from each moving object. Then, only key frames along with the trajectories

are selected to represent the video summarization.

Cullen et al. [5] presented an approach to detect boats, cars and people at coastal

area. For this, the region of interest is decided and validated. It is taken as input for

video condensation algorithm to remove inactive time space.

Rav-Acha et al. [6] presented a method for dynamic video synopsis in which sev-

eral activities were compressed into a shorter time, where the density of activities

were much higher. For better summarization of video event, chronology is not main-

tained as several events are merged in few frames.

Petrovic et al. [7] presented an approach for adaptive video fast forward. A like-

lihood function based upon content of video is formulated and playback speed is

modelled accordingly.

Hoferlin et al. [8] presented an information based adaptive fast forward approach

in which the playback speed depends on the density of temporal information in the
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video. The temporal information between two frames is computed by the divergence

between the absolute frame difference and noise distribution.

Porikli [9] presented multiple camera surveillance and tracking system based on

object based summarization approach. For this, only the video sequence for each

object is stored in place of storing video for each camera. Then, object is tracked by

background subtraction and mean shift analysis.

Most of the approaches discussed above rely on motion detection-based tech-

niques in X − Y plane for video summarization but in case of IR sequences with poor

SNR and targets limited in very small fraction of X − Y plane it becomes challenging

to detect targets, to tackle with such scenarios a novel approach of video summeriza-

tion is presented in subsequent sections. In place of detecting targets in X − Y plane,

trajectory of motion is extracted from X − T slices which covers a relatively larger

fraction of X − T slice.

3 Methodology

3.1 Overview of the Approach

Problem of video synopsis can be defined as a mapping generation problem between

a video sequence and its temporal compact version. In the present approach for map-

ping generation, considered video sequence is analysed in X − T plane and spatio-

temporal redundant segments are eliminated. Trajectory of moving objects is utilized

for this job. First a video sequence is represented as a 3D data cuboid VXYT then this

cuboid is chopped in contiguous X − T slices and a set of slices I(y)XT is generated.

Set of binary edge maps EXT (y) is obtained from I(y)XT with help of Canny’s edge

detection. A consolidated edge map 𝜉XT is generated by registration of all elements

of EXT (y). Using Hough transform-based line detection with a number of constraints

representative segments with motion are labelled in 𝜉

′

XT and 𝜁XT is generated where

𝜉

′

XT is binary edge map obtained from 𝜉XT . For transformation from VXYT to 𝛹XYT a

transformation matrix 𝜏T is needed which is extracted from 𝜏XT where 𝜏XT is formed

by subtracting 𝜉

′

XT from 𝜁XT and 𝛹XYT is 3D data cuboid representation of temporal

compact version of video sequence.

3.2 Data Cuboid Representation of a Video Sequence

As in Fig. 1a, b group of frames of video sequence is taken to form a 3D data cuboid

VXYT with X, Y and T as axes. VXYT can be expressed [10, 11] as following:

VXYT =
{
I(t)XY ,∀t ∈ {1, 2, 3,………… , p}

}
(1)
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Fig. 1 Data cuboid representation of a video sequence a Frames from video sequence Windmill,
b Video sequence Windmill represented as a 3D data cuboid, c Data cuboid chopped in contiguous

X − T slices and d Data cuboid chopped in contiguous Y − T slices

Where I(t)XY is a frame of video sequence with X and Y axes at any particular

time t and p is number of such frames of size mXn.

As shown in Fig. 1c data cuboid VXYT has an alternative representation [10, 11]

as an stack of m number of contiguous X − T slices I(y)XT with size nXp.

VXYT =
{
I(y)XT ,∀y ∈ {1, 2, 3,………… ,m}

}
(2)

Yet another way to represent [10, 11] the same data cuboid VXYT is suggested in

Fig. 1d by stacking n number of contiguous Y − T slices I(x)YT .

VXYT =
{
I(x)YT ,∀x ∈ {1, 2, 3,………… , n}

}
(3)

3.3 Mapping Between Contents of X − Y and X − T Planes
of Data Cuboid

If content of X − Y frame is stationary then in X − T slices there will be a number of

horizontal features parallel to T axes. Since present approach assumes that video is

recorded from a stationary IR system, such horizontal features are most likely content
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of X − T slices. Most important conclusion related to present work is that if there are

pixels with local motion in X − Y frame then trajectory of motion appears in features

of X − T slices having those pixels. Geometry of this trajectory can be approximated

by combining a number of inclined line segments. If there is any acceleration in

motion, then there will be a number of curves in trajectory but any curve can be

approximated by combining a number of small inclined line segments. This fact is

utilized for labelling of segments with motion. In Fig. 2, an X − T slice is shown

which corresponds to X − Y frame containing stationary as well as moving objects,

hence combination of corresponding features is appearing in figure.

Formation of a Set of Binary Edge Maps. From Eq. 2 a set {I(y)XT ,∀y ∈
{1, 2, 3, ...........,m}} is obtained from VXYT . In this section we obtain EXT (y) from

{I(y)XT ,∀y ∈ {1, 2, 3, ...........,m}} using Canny’s edge detection [12], which is one

of the most widely used edge detection algorithms. Even though it is quite old, it has

become one of the standard edge detection methods and it is still used in research

[13]. Canny redefined edge detection problem as a signal processing optimization

problem and defined an objective function with following

– Detection: Probability of detecting real edge points should be maximized while

the probability of falsely detecting non-edge points should be minimized.

– Localization: Amount of error between detected edge and real edge should be

minimum.

– Number of responses: For one real edge there should be one detected edge though

this point is implicit in first point yet important.

Consolidated Edge Map Generation. Since we are mapping video sequence into a

temporal compact representation, information carried along Y axes of VXYT is redun-

dant atleast for labelling of representative segments with motion; therefore for further

processing we are using a consolidated edge map formed by utilizing all elements

of EXT (y). As EXT (y) is generated from I(y)XT whose elements are contiguous slices,

all elements of EXT (y) are already registered in spatial domain; hence consolidated

edge map 𝜉XT of VXYT is generated by using logical OR operation over all elements

of EXT (y).

Fig. 2 A typical X − T slice representing features of stationary as well as moving objects in cor-

responding X − Y plane of video sequence, Moving objects are appearing in curved trajectory
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3.4 Extraction of Representative Segments with Motion from
Consolidated Binary Edge Map

As discussed earlier, to extract segments having motion we have to extract inclined

line segments from X − T slices, hence our goal is to find out set of inclined 𝛶XT . But

as 𝛶XT ⊂ LXT where LXT is set of lines with cardinality r in any X − T slice, elements

of 𝛶XT are obtained from LXT with imposed constraints. Hough transform-based line

detection is used to find out elements of LXT .

Hough Transform-Based Line Detection. Now we have to explore a set of line

segments LXT (y) from binary edge map 𝜉

′

XT of consolidated edge map 𝜉XT which is

mathematically a set of points in any VXYT . Hough transform [14] based line detec-

tion is a very popular, accurate, easy, and voting-based approach for such kind of

operations [15]. Hough transform is based upon line point duality between X − Y
and M − C domains, where y = mx + c is equation of line. By quantizing the M − C
space appropriately a two-dimensional matrix H is initialized with zeros. A voting-

based method is used for finding out elements of H matrix H(mi, ci), showing the

frequency of edge points corresponding to certain (m, c) values.

Considered Constraints. Following are assumed constraints while implementing

Hough transform-based line detection:

– Slope constraint: If LXT = {liXT (y),∀i ∈ {1, 2, 3....r}}where liXT ,∀i ∈ {1, 2, 3....r}
are line segments with slopes {𝜃iXT ,∀i ∈ {1, 2, 3....r}} in any IXT (y),∀y ∈
{1, 2, 3....m}} then liXT ∈ 𝛶XT if 𝜃low < 𝜃iXT < 𝜃high,∀i ∈ {1, 2, 3....r}
Where 𝜃high is dependent upon global motion in I(t)XY∀t ∈ {1, 2, 3...., p} and 𝜃low
is dependent upon velocity of moving object and clutter in scene.

– Maximum Length constraint: In present approach we are using Hough transform

based line detection for labelling representative segments having motion, so few

constraints have been imposed on this method. It will increase temporal redun-

dancy if an object is with motion with similar pose is part of for more than few

frames. Since 𝜉XT is generating transformation matrix between VXYT and 𝛹XYT ,

inclined line segments of a fixed slope with more than a threshold length are

replaced with inclined line segments of a fixed slope with threshold length. By

setting an upper threshold on H matrix of Hough transform line segments more

than certain length can be avoided.

– Minimum Length constraint: As it is obvious in real time scenarios that there

will be a substantial amount of clutter available in captured scenes in form of

unwanted motions due to various causes, e.g., motion in leaves due to wind, it

becomes necessary to tackle such scenarios for robustness of proposed approach.

By analysing such unwanted motions we can conclude that such motions will also

generate incline trajectories in X − T slices but shorter in length, hence by select-

ing a lower length threshold in H matrix of Hough transform these can be elimi-

nated.
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3.5 Labelling of Representative Segments with Motion

From Eq. 4 set of representative segments with motion 𝜏XT is difference of 𝜁XT as in

Fig. 3b and 𝜉

′

XT as in Fig. 3a.

𝜏XT = 𝜁XT − 𝜉

′

XT (4)

3.6 Extraction of Representative Segments with Motion

A sparse set 𝜏T is generated from 𝜏XT with unity entries corresponding to frame

numbers with representative motion segments. This set is used as transformation

matrix for obtaining 𝛹XYT from VXYT .

4 Results

Results of video synopsis along with video sequences are presented based on our

approach on two datasets. As there are very limited datasets available for such

sequences, we have tried to generate a robust test bed of thermal imaging sequences

captured in different environmental conditions using a 640 × 512 detecting elements-

based MWIR imaging system. Number of frames in temporal compact representation

are dependent upon motion content of considered video sequence. There are also few

false alarms in form of frames containing no motion information, due to outlier line

segments during Hough transform-based line detection. As in Fig. 4a there is Room
dataset containing an IR video sequence of 1393 frames out of which 939 frames

contain object(s) with motion, in its temporal summarized representation there are

525 frames out of which 55 frames are false positives; this implies that we are getting

almost 2.65 times compressed sequence. There are three randomly moving persons

in this sequence, it can be concluded that almost all important events related with

motion are captured in its compact representation. Analysis is also done for Road
dataset containing a MWIR video sequence Road-2 of 2440 frames out of which

1425 frames contain object(s) with motion, it is transformed in a compact represen-

tation containing 1084 frames with almost 2.25 times compression out of which 243

frames are false positives. Similarly as in Fig. 4b for Road-1 sequence containing

a thermal video of 823 frames we are getting almost two times temporal compact

representation with 411 frames.
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Fig. 3 For Room video sequence of 1393 frames X axes representing T (number of frames) and Y
axes representing X a 𝜉

′

XT Binary edge map obtained from Canny’s edge detection of consolidated

binary edge map 𝜉XT , b 𝜁XT Result of Hough-based line with imposed constraints (in red), c 𝜏XT
representative segments with motion (in red) and d Selected frame nos. for compact representation

(in white)
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Fig. 4 For both figures a and b sequence shown above is considered video and sequence shown

below is temporal compact representation of considered video a Synopsis Generation for Room
dataset: In its compact representation, there are four non-contiguous frames, first frame corresponds

to entrance of person-1, second and third frames correspond to pose change and fourth frame cor-

responds to entrance of person-2 and b Synopsis Generation for Road-1 sequence: In its compact

representation, there are four non-contiguous frames representing entrance of pedestrian, car, bus,

and truck, respectively

5 Limitations

Although we have obtained very promising results from present approach there are

certain limitations. As Hough transform is a voting-based mechanism for detecting

geometries from a set of points and we are using it with some imposed constraints,

hence it is obvious that there will be a number of outliers and missing segments.

When transformation matrix is generated using these outliers then there are a few

frames which unnecessarily become part of temporal compact representation 𝛹XYT
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and hence we are unable to completely eliminate spatio-temporal redundancy. On the

other hand, if the missing segments are part of 𝜏XT then few of important events may

be missing from 𝛹XYT . Number of such outlier or missing segments can be reduced

by adjusting upper and lower thresholds of Canny’s edge detection.

6 Conclusion

We considered a novel approach for video synopsis in IR imagery. Although there

are a number of approaches suggested in literature yet Hough transform based line

detection has barely been used to solve such kind of problems. We are making use of

Canny’s edge detection and Hough transform based line detection, fortunately both

are very old and well established algorithms. This makes implementation aspect of

present model very simple. The results are promising barring limitations and model

is extremely simple.
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Performance Analysis of Texture Image
Retrieval in Curvelet, Contourlet,
and Local Ternary Pattern Using DNN
and ELM Classifiers for MRI Brain
Tumor Images

A. Anbarasa Pandian and R. Balasubramanian

Abstract The problem of searching a digital image in a very huge database is
called content-based image retrieval (CBIR). Texture represents spatial or statistical
repetition in pixel intensity and orientation. When abnormal cells form within the
brain is called brain tumor. In this paper, we have developed a texture feature
extraction of MRI brain tumor image retrieval. There are two parts, namely feature
extraction process and classification. First, the texture features are extracted using
techniques like curvelet transform, contourlet transform, and Local Ternary Pattern
(LTP). Second, the supervised learning algorithms like Deep Neural Network
(DNN) and Extreme Learning Machine (ELM) are used to classify the brain tumor
images. The experiment is performed on a collection of 1000 brain tumor images
with different modalities and orientations. Experimental results reveal that con-
tourlet transform technique provides better than curvelet transform and local ternary
pattern.

Keywords CBIR ⋅ Texture ⋅ Brain tumor ⋅ DNN and ELM

1 Introduction

In recent years, digital image collection has increased with the rapid growth of the
size. The gigabytes of images are generated from military and civilian equipments.
We cannot access or make use of the information unless it is organized so as to
allow the efficient, browsing, searching, and retrieval. The active research area in
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image processing is image retrieval. The two major research communities are
computer vision and database management. The text-based and visual-based are
two research communities in image retrieval. Content-based image retrieval has
proposed to overcome those difficulties. The problem of searching for digital image
in a very huge database is content-based image retrieval. The text-based keywords,
images are manually annotated by their own visual content such as texture, color,
shape, etc. [1].

Medical imaging is the technique to create images of the human body for clinical
purposes and medical science. The medical image is used in modern techniques like
digital radiography (X-ray), ultrasound, microscopic imaging, computed tomogra-
phy (CT), magnetic resonance imaging (MRI), single photon emission computer
tomography (SPECT), and positron emission tomography (SPECT). The MRI uses
radio waves originally for brain images like bleeding, aneurysms, tumors, and
damages. The MRI is an accurate procedure for hundreds of images in slices per
single patient. The T1, T2, and PD are the images produced for specific tissue
characteristics of the image. The three types of image orientation in brain images
are coronal, sagittal, and axial [2]. The malignant tumor and benign tumor are the
two types of brain tumor. The malignant tumor can be classified into primary tumor
and secondary tumor. The primary tumor is stored within the brain and secondary
tumor that have spread from somewhere else called brain metastasis. The symptoms
of brain tumor are headaches, seizures, problem with vision, vomiting, and mental
changes [3].

Texture analysis is an important issue used in a variety of image and video
applications including image segmentation, image retrieval, object recognition,
contour detection, scene classification, and video indexing. Texture features are
visual patterns consisting of contrast, uniformity, coarseness, and density. In medical
image analysis, the main objective of the texture is used to classify the brain images
into gray and white matter of the magnetic resonance (MR) image [4].

Murala et al. [5] developed a new image retrieval algorithm for local mesh
pattern using biomedical image retrieval. The significant improvement for retrieval
performance LBP with gabor transform and domain methods. Manjunath et al. [6]
developed an image retrieval method using gabor texture feature to measure the
similarity of the image. The retrieval performance of the texture is useful for
region-based retrieval. Pan et al. [7] proposed similarity retrieval uncertain location
graph method for brain CT image texture. The similarity image retrieval technique
is used to reduce the searching time, high accuracy, and efficiency.

2 Feature Extraction

Feature extraction is a dimensionality reduction that starts with the initial set of
measured data for human interpretations. Feature extraction is used to reduce the
huge set of data from the resources.
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2.1 Preprocessing

The preprocessing step is used to enhance the visual appearance of an image using
contrast enhancement techniques. Contrast enhancement will be used to perform
adjustments on the darkness or lightness of the image.

2.2 Curvelet Transform

Curvelet Transform (CT) represents a curve-like feature the use of texture and
spatial locality information for multiscale directional transform. The digital image
processing is important to handle brain visual cortex of images as spatial locality,
scale, and orientation. CT is used in the 3-D biological data analysis, seismic data
analysis, fluid mechanics analysis, video processing, and partial differential equa-
tion analysis. CT is locally implemented ridgelet and is closely related to ridgelets.
CT can represent even curve-like features sparsely, whereas ridgelet sparsity is on
the straight line like features. Curvelet-based feature extraction is defined as
extraction of characteristic and discriminating curvelet coefficient features from the
data [8, 9] (Fig. 1).

2.3 Contourlet Transform

Contourlet transform (ConT) is a form of directional multiresolution image repre-
sentation and made up of a smooth regions partition by smooth boundaries. Con-
tourlet transform is implemented based on two types: Laplace pyramid and
directional filter bank. The contourlet transform is based on basis functions with
flexible aspect ratios and different directions in multiple scales. It has a small
redundancy unlike other transforms. Contourlet has offered a high degree of

Fig. 1 a Ridgelet waveform. b Curvelets with different scales
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directionality and anisotropy and not only access the main features of wavelets like
multiscale and time frequency localization. Contourlet is achieving critical sam-
pling, but it takes different and flexible number of directions at each scale [10–12].

Contourlet Transform algorithm.

1. The input image has four frequency components like LL (Low Low), LH (Low
High), HL (High Low), and HH (High High).

2. At each stage, Laplacian pyramid produces a low pass output (LL) and a band
pass output (LH, HL, HH).

3. The band pass output is passed into a directional filter bank, which produces the
results as contourlet coefficient. Then the low pass output is again passed
through the Laplacian pyramid to produce more coefficients. The process is
repeated until the fine details of the image are retrieved.

4. Finally, the image is reconstructed by applying the inverse contourlet transform
(Fig. 2).

2.4 Local Ternary Pattern

Local ternary pattern (LTP) is a texture operator that has higher dimensionality and
is more discriminative than LBP. LBP has threshold pixels of 0 and 1 values but
LTP uses threshold pixels of 0, 1, and -1 values. Consider p as a neighboring pixel,
c as the center pixel, and k as the threshold constant [13, 14] (Fig. 3).

Fig. 2 Decompostion of contourlet transform
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f ðxÞ=
1, if p> c− k
0, if p> c− k and p> c+ k
1, if p< c− k

8<
: ð1Þ

LTP algorithm.

1. Consider a pixel surrounded by eight neighbors.
2. Every pixel in a cell, the left-top, left-middle, left-bottom, right-top, etc., are

compared to the center pixel of each of its eight neighbors.
3. The normal pixel values in an image form a values in the pattern matrix.
4. To extract the LTP for the center pixel, C, where the center pixel’s value is

greater than neighbor’s value, assign “1”, center pixel value is less than
neighbors value, assign “−1” and center pixel value is equal to neighbors value,
assign “0”.

5. Split as positive pattern and negative pattern.
6. Finally, the local ternary pattern value is calculated

3 Classification

Classification is the process in which ideas and objects are recognized, differenti-
ated, and understood. The deep neural network (DNN) and extreme learning
machine (ELM) are the classification techniques used for MRI brain tumor images.

Fig. 3 Calculation of LTP
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3.1 Deep Neural Network

Deep neural network (DNN) is a multilayer neural network model that has more
than one layer of hidden units between its inputs and its outputs. The two important
processes used in the classification are training and testing phases. In the training
phase, the features of training data are trained using deep learning classifier.
Artificial neural networks provide a powerful tool to analyze, model, and predict.
The benefit is that neural networks are data-driven, self-adaptive methods. Com-
monly used neural network uses back propagation algorithm. But it is not adequate
for training neural networks with many hidden layers on large amounts of data.
Deep neural networks contain many layers of nonlinear hidden units and a very
large output layer. Deep neural networks have deep architectures which have the
capacity to learn more complex models than shallow ones. [15, 16] (Fig. 4).

3.2 Extreme Learning Machine

The extreme learning machine is single layer feedforward neural network (SLFNs)
which chooses randomly hidden nodes and the output weights of SLFNs. The
random choice of input weight and hidden biases of SLFNs can be assigned if the
activation functions in the hidden layer are infinitely differentiable. The output
weight (linking the hidden layer to the output layer) of SLFNs can be inverse
operation of the hidden layer output matrices. The learning speed of the extreme
learning machine is thousand times faster than feedforward network algorithm like
back propagation (BP) algorithm. The learning algorithm tends to reach the smallest
training error, good performance, and obtains the smallest norm of weights. It
extremely fast SLFN learning algorithm and easily implemented to extreme
learning algorithm [17].

Fig. 4 Examples of functions
represented by a graph of
computations
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4 Experimental Results

Evaluated with the overall performance of the brain tumor image is the type with
sagittal and axial. We used T1 weighted image of MRI brain tumor images.
The MRI brain tumor image database contains 1000 images. Brain images contain
five classes and each class has 200 images. The resolution of the image is
256 × 256. Sensitivity, specificity, accuracy, error rate, and f-measure are the five
performance metrics used. For evaluation, both DNN and ELM classification
average accuracy are as follows: curvelet transform- 97.5 %, contourlet transform-
97.5 %, and local ternary pattern- 20 %. Let TP be true positive, FN—false neg-
ative, FP—-false positive, and TN—-true negative [18, 19] (Figs. 5, 6, 7 and 8).

Sensitivity =
TP

TP+FN
ð2Þ

Specificity =
TN

FP+ TN
ð3Þ

Accuracy =
TP+ TN

TP+FP+ TN +FN
ð4Þ

Errorrate = 100−Accuracy ð5Þ

F −measure =
2TP

2TP+FP+FN
ð6Þ
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5 Conclusion

In this paper, the performance of texture feature extraction for MRI brain tumor
image retrieval is evaluated. The main objective of this study is to investigate and
evaluate an effective and robust approach for texture representation and to use it in
image retrieval. The curvelet transform, contourlet transform, and local ternary
pattern are the techniques used for texture feature extraction. To classify, the brain
tumor image for supervised learning algorithms, namely DNN and ELM are used. It
is inferred from the results that contourlet transform using DNN and ELM classifier
outperform other techniques like curvelet transform and Local ternary pattern. In
terms of time, ELM classifier outperforms DNN. Contourlet transform achieves
better performance and ELM classifier achieves better performance. It reduces the
retrieval time and improves the retrieval accuracy significantly.
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ROI Segmentation from Brain MR Images
with a Fast Multilevel Thresholding

Subhashis Banerjee, Sushmita Mitra and B. Uma Shankar

Abstract A novel region of interest (ROI) segmentation for detection of Glioblas-

toma multiforme (GBM) tumor in magnetic resonance (MR) images of the brain is

proposed using a two-stage thresholding method. We have defined multiple inter-

vals for multilevel thresholding using a novel meta-heuristic optimization technique

called Discrete Curve Evolution. In each of these intervals, a threshold is selected by

bi-level Otsu’s method. Then the ROI is extracted from only a single seed initializa-

tion, on the ROI, by the user. The proposed segmentation technique is more accurate

as compared to the existing methods. Also the time complexity of our method is very

low. The experimental evaluation is provided on contrast-enhanced T1-weighted

MRI slices of three patients, having the corresponding ground truth of the tumor

regions. The performance measure, based on Jaccard and Dice indices, of the seg-

mented ROI demonstrated higher accuracy than existing methods.

Keywords Segmentation ⋅ Discrete curve evolution ⋅ Delineation ⋅MRI ⋅ GBM ⋅
Thresholding

1 Introduction

Image segmentation is ubiquitous in any image analysis system. In the medical

image analysis, we need to perform segmentation accurately and efficiently since

errors occurring in this step are usually carried over to subsequent processing phases.

Accurate segmentation facilitates computerized visualization, feature extraction, and
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analysis of the region of interest (ROI). Image segmentation entails pixel wise label-

ing of the image regions according to similarity in terms of visual characteristics. The

segmentation of the ROI is an important step in computer-aided detection and diag-

nosis (CAD) systems assisting medical practitioners and radiologists in the process

of interpreting medical images [14, 20].

Detection of tumors, anomalies, organs of specific interest or any other features in

a medical image requires considerable amount of experience and knowledge about

visual characteristics of the anatomical features. Image segmentation and detection

of such different region of interests (ROIs) is typically performed manually by expert

radiologists as part of the whole treatment process. The increasing amount of avail-

able data and the complexity of the features of interest made us think differently. It is

almost necessary and becoming essential to develop automated delineation system to

assist and advance image understanding to allow for reproducible results which are

quantifiable for further analysis and inference [3]. Besides this, the existence of inter

and intra observer, inter patient and inter scanner variability make computer-guided

delineations highly desirable for outlining the tumor or anomalies. Computer-aided

quantitative image analysis is thus rising in significance with more and more bio-

medical researchers exploring the field [5, 15].

1.1 Magnetic Resonance Imaging (MRI) and Glioblastoma
Multiforme (GBM)

Glioblastoma multiforme (GBM) is a common and highly lethal primary brain

tumor in adults. Since repeated biopsies are challenging in brain tumor patients,

brain imaging has become widespread by allowing noninvasive capturing of GBM

heterogeneity. One such imaging tool is Magnetic Resonance Imaging (MRI) used

routinely in diagnosis, characterization, and clinical management for diseases of the

brain. MRI is a powerful and noninvasive diagnostic imaging tool. It works on the

principles of magnetic fields and radio frequency waves controlled by a computer to

make the body tissues emit distinguishing radio waves (depending on their chemical

makeup) of varying intensities in order to map detailed 3D images of soft tissues

of the brain. Such images provide insight using the achieved high spatial resolution

of normal and diseased tissue molecular signatures (as in solid tumors). Variable

image contrast can be achieved by using different pulse sequences while changing the

imaging parameters like proton density (PD), longitudinal relaxation time (T1), and

transverse relaxation time (T2). Therefore, development of semi-automated medical

image segmentation algorithms, which would be more accurate and require negligi-

ble user interactions become necessary [1, 12].

1.2 Image Segmentation by Thresholding

Image segmentation can be defined as the process of dividing an image into multiple

nonoverlapping partitions with homogeneous properties (for example, similar gray
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level intensities, texture, etc.). If I is an image then the segmentation problem is to

determine the regions R1,R2,… ,Rm, such that I =
⋃m

(i=1) Ri, where Ri is a connected

region; and Ri
⋂

Rj = ∅ for all i and j, i ≠ j; and Ci ≠ ∅, ∀i.
Among the various segmentation strategies, thresholding remains the most effi-

cient in terms of its simplicity in understanding, implementation, as well as process-

ing time. A clearly distinguishable target from the background usually has a bimodal

histogram, with the threshold corresponding to its valley. In such cases, bi-level non-

parametric thresholding algorithms exhaustively search for an optimum threshold.

There exists many bi-level thresholding methods in literature [16, 17], including

those based on histogram shape, clustering, entropy, and minimum error. However,

for real-world images often a single threshold may not suffice to generate a satis-

factory segmentation of the ROI and there may not exist any traceable valley. Such

scenario led to the development of multilevel thresholding, which computes multiple

thresholds to segment images into several classes. Thereby an automatic determina-

tion of the appropriate number and values of multiple thresholds that can preserve

most relevant details in the original image is still an important issue, therefore an

interesting and challenging area of research.

The bi-level methods can easily be extended to a multilevel framework, however,

it requires an exhaustive search for determining the optimal set of thresholds while

maximizing the optimizing a function. For example, to segment an image with L gray

levels in m classes, an exhaustive search needs
L−1Cm combinations of thresholds;

thereby involving a huge computational overhead. Several improved algorithms have

been proposed in literature [7, 9, 10].

The main objective of this research is to develop a novel semi-automatic,

minimally interactive tumor delineation method from MR images. The algorithm

produces fast segmentation of the ROI, as compared to that obtained by other

interactive segmentation methods. The output is almost as good as those generated

manually by radiologists. A Multilevel thresholding is initially employed, based on

the meta-heuristic optimization technique called Discrete curve Evolution (DCE)

[2], to optimally segment the contrast-enhanced T1-weighted MR image. The tumor

is then automatically delineated from only a single seed initialization, on the ROI,

by the user; thereby, minimizing user interaction.

2 Meta-Heuristic Optimization for Generating
the Intervals from the Histogram

In the multilevel scenario, global thresholding-based segmentation approaches some-

times do over segmentation. Liu et al. [11] proved that the objective function of

Otsu’s [7, 13] method in multilevel scenario is equivalent to the objective function

of the K-means method. The main drawback of K-means clustering is that it cannot

discover clusters with non-convex shape or different sizes [6], which is also a limita-

tion of the multilevel Otsu’s method. To overcome the drawbacks of traditional mul-

tilevel Otsu’s thresholding here we have proposed a multilevel thresholding method

on localized intervals (see Sect. 3).
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Here we apply a meta-heuristic optimization technique [2] over the shape of the

histogram, to approximate the contour profile, based on a cost optimization func-

tion given in Eq. 1, within a fixed number of iterations, while preserving multi-

ple visually critical points. Subsequently, we detect each of these thresholds with

the minimization in terms of the between-class variance. According to the meta-

heuristic optimization technique a digital curve P is represented by a set of piecewise

linear segments with vertex set V(P) = {v1, v2,… , vk}, and a set of line segments

S(P) = {s1, s2,… , sk−1}, such that consecutive line segments are: s1 = {v1, v2},… ,

sk−1 = {vk−1, vk}. For each pair of consecutive line segments si and si+1 the cost C is

calculated as

C =
𝜃(si, si+1) × l(si) × l(si+1)

l(si) + l(si+1)
, (1)

where 𝜃(si, si+1) is the angle between segments si, si+1, and l(⋅) is the length function

normalized with respect to the total length of the curve P.

The intensity histogram of a gray level image is first scaled into relative intensity

frequencies in the range [0, 1], as fi =
fi−min

max−min
with fi denoting the frequency of the ith

gray level, andmax andmin corresponding to the maximum and minimum frequency

values in the histogram. The normalized histogram profile is represented as a digital

curve, with the meta-heuristic optimization technique being applied over k − (n + 2)
evolutions, (where k ∶ k > n + 2 number of points in the curve), to determine the

n + 2 most significant points by minimizing the cost F of Eq. (1). Note that the points

of the curve, where its shape changes drastically, are denoted as significant points. It

is obvious that the significant points typically lie around the peak or valley regions

of the histogram. Therefore n intervals are defined around these n significant points.

The steps of curve evaluation and interval generation from the histogram of the image

using the meta-heuristic optimization technique are given in the Fig. 1. The inten-

sity histogram in Fig. 1a is scaled to generate Fig. 1b. Figure 1c–e show the approx-

imate histogram at the end of 100, 200, 230, and 245 evolutions, followed by the

final approximation at n = 3, we consider only the three significant points (Point 1,

Point 2, Point 3, as evaluated by Eq. (1)) excluding the starting and the ending points,

are depicted in Fig. 1f. Each interval is then further processed, using bi-level Otsu’s

thresholding, to generate the thresholds. Figure 2a depicts the multilevel exhaustive

Otsu’s thresholding, the points detected by the meta-heuristic optimization technique

and thresholds generated by locally applying bi-level Otsu in each intervals. The seg-

mentation by the proposed method is given in Fig. 2b.

The time complexity of the proposed multilevel thresholding algorithm is of the

order O(L2), where L is the number of gray levels. It is thus, independent of the

number of thresholds or the size of the image. There is no multilevel thresholding

method, reported in literature, which produces such large improvement in compu-

tational complexity without compromising on the quality of the thresholding. Our

algorithm is less susceptible to noise also, which is one of the inherent characteristics

of medical images.
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Fig. 1 Steps of the meta-heuristic optimization technique based interval generation from the his-

togram of the image. a Histogram of the image, b scaled intensity histogram, meta-heuristic opti-

mization technique approximated histograms after c 100, d 200, e 300, f 245 and g 250 evaluations
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Fig. 2 Thresholds generated by the exhaustive multilevel Otsu’s method and by the proposed

method

In the next phase the user selects a point (interactively) within the ROI, to extract

the ROI from the thresholded image. The seed selection problem is thus minimized in

the proposed semi-automatic scheme. Since the segmented image may also contain

other objects. A connected-component analysis is applied for labeling the different

components based on their similarity, and then extracting the region with the same

label as the initial seed pixel. This is followed by the filling of any holes in the ROI,

using the flood fill operation [4]. The pseudo code of the proposed method is outlined

in Algorithm 1.

Algorithm 1 : Proposed Algorithm

Input: A gray-level image I, and the number of thresholds n.

Output: Segmented image containing only the ROI(s).

Steps
1: procedure PROPOSED(I, n)

2: Compute the intensity histogram of the input image I.
3: The intensity histogram scaled into relative intensity frequencies in the range [0, 1].

4: Use the meta-heuristic optimization for generating the n intervals from the histogram as

outlined in Sect. 2.

5: A threshold is selected, from each of these n intervals, using Otsu’s method.

6: Segment the input MR slice into multiple classes using the thresholds generated by the

proposed method.

7: User selects the appropriate class (ROI) by placing a single seed point over it.

8: Extract the ROI by using post processing steps like connected component analysis and

flood filling.

9: return Segmented image containing only the ROI(s).

10: end procedure
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3 Experimental Results

In this section we provide a comparative analysis on the segmentation results of

glioma with the proposed method. The results are demonstrated, at first, using a typ-

ical example in Fig. 3 and Table 1, which shows a comparison with multilevel Otsu

and K-means clustering, as mentioned in Sect. 2. Figure 3a shows a T1-weighted

brain MR image and its corresponding manual segmentation (selection of threshold

by trial and error) Fig. 3b, with four classes viz. background and CSF (Region 1),

gray matter (Region 2), white matter (Region 3), and tumor and skull (Region 4).

Figure 3c, d show the segmentation of the same MR image using multilevel Otsu

and K-means, respectively, and proposed method in Fig. 3e. The Table 1 illustrates

the pixels count in each regions, for these methods. It can be observed from Fig. 3

that multilevel Otsu or K-means fail to produce the proper segmentation of the MR

image as the regions are of different sizes (Table 1), which is also justified with the

sensitivity scores.

We also considered a more elaborated analysis of the proposed method using MR

images of three patients. The comparison is made with ground truth, multilevel Otsu

and with the results obtained by a region growing based semi-automatic method

called the Grow-Cut [19]. The Grow-Cut has been reported to be a good method

for tumor delineation in medical images [18]. The results of Dice and Jaccard index

[8] and run time analysis are presented in the Fig. 4 and in Table 2 respectively.

Fig. 3 a T1-weighter brain MR image, b manually segmentation into four classes, c segmentation

done by using exhaustive multilevel Otsu, d K-means clustering, and e segmentation done by the

proposed method

Table 1 Number of pixels in different regions in manual segmentation, Otsu’s method, K-means

clustering, and the proposed method

Regions Manual Otsu K-means Proposed

Region 1 33126 34316 34531 34707

Region 2 23813 43143 43080 20290

Region 3 22384 3273 3344 24280

Region 4 6437 5028 4805 6483

Sensitivity – 74.47 % 76.06 % 97.32 %
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Fig. 4 Jaccard and Dice index profiles for the proposed algorithms, exhaustive Otsu, and Grow-Cut

over of 3 patients

Table 2 Average accuracy and runtime (in seconds) for different methods over 30 MR

images(slices) for three patients

Mean accuracy over 30 slices (Jaccard and Dice index)

Slice Proposed Exhaustive otsu Grow-Cut

Jac Dice Jac Dice Jac Dice

Mean 0.89 0.94 0.79 0.88 0.66 0.78

S.D. 0.08 0.05 0.18 0.14 0.22 0.19

Runtime (Sec.)

Mean 0.99 26.25 3.11

S.D. 0.23 0.52 0.72

The brain tumor images used in this experiment was obtained from a publicly avail-

able database.
1

The average accuracy using Jaccard index and Dice index shows that

the segmentation accuracy of the proposed method is higher than multilevel exhaus-

tive Otsu and Grow-Cut. The proposed method is also efficient in terms of computa-

tional time as observed from Table 2. The computational time was less than 1.0 s on

an average for proposed method and it was implemented on a computer with an Intel

i5 3.0-GHz processor having 4 GB RAM, in MATLAB R2013. This is a significant

improvement in term of quality of segmentation and speed.

Figure 5 illustrates the qualitative evaluation of different segmentation methods

over six skull stripped 2D T1-weighted contrast-enhanced brain MR images of the

three patients (in the three rows) having GBM. It is visually evident that our algo-

rithm, with only a single seed pixel per ROI, is able to achieve best accuracy (with

reference to the ground truth) in extracting the tumor region(s).

1
“Brain tumor image data used in this work were obtained from the MICCAI 2012 Challenge on Multimodal Brain

Tumor Segmentation (http://www.imm.dtu.dk/projects/BRATS2012) organized by B. Menze, A. Jakab, S. Bauer,

M. Reyes, M. Prastawa, and K. Van Leemput. The challenge database contains fully anonymized images from the fol-

lowing institutions: ETH Zurich, University of Bern, University of Debrecen, and University of Utah.

Note: the images in this database have been skull stripped”.

http://www.imm.dtu.dk/projects/BRATS2012
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Fig. 5 Six skull-stripped T1-weighted MRI slices of three patients with glioma. a Original images

(Patient 1: slice no.(100, 103), Patient 2: slice no.(60, 63), Patient 3: slice no.(92, 95)), from left
to right. b Expert delineation of the tumor region on the six slices. Segmentation results obtained

by c proposed method, d exhaustive Otsu, and Grow-Cut with one, five, and twelve seed pixels,

represented as e, f and g, respectively. (For interpretation of the references to color in the text, the
reader may refer to the web version of this article)
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4 Conclusions

Computer-aided segmentation of the region of interest (ROI) plays the key role

in treatment and surgical planning. A wide variety of brain MR image segmenta-

tion approaches have been proposed in literature, each having their own advantage

and limitations in terms of suitability, applicability, performance, and computational

cost. A segmentation method is practically applicable in case of medical images if it

is efficient in terms of computational time (preferably producing results in real time),

accuracy (i.e., being comparable to the manual segmentation by medical experts)

and minimum user interaction. The proposed method is very efficient in terms of

computational time, as given in Table 2. With the advancement in hardware the pro-

posed method is expected to produce segmentation within real-time which would be

a significant contribution in the field of medical image processing. The segmentation

accuracy of the proposed method is also very high with respect to the state-of-the-art

methods.
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Abstract Scene understanding plays a vital role in the field of visual surveillance

and security where we aim to classify surveillance scenes based on two important

information, namely scene’s layout and activities or motions within the scene. In

this paper, we propose a supervised learning-based novel algorithm to segment sur-

veillance scenes with the help of high-level features extracted from object trajec-

tories. High-level features are computed using a recently proposed nonoverlapping

block-based representation of surveillance scene. We have trained Hidden Markov

Model (HMM) to learn parameters describing the dynamics of a given surveillance

scene. Experiments have been carried out using publicly available datasets and the

outcomes suggest that, the proposed methodology can deliver encouraging results

for correctly segmenting surveillance with the help of motion trajectories. We have

compared the method with state-of-the-art techniques. It has been observed that, our

proposed method outperforms baseline algorithms in various contexts such as local-

ization of frequently accessed paths, marking abandoned or inaccessible locations,

etc.
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1 Introduction

Self regulating visual vigilance systems are highly dependent upon motion patterns

of moving objects to find out distinct types of activities occurring within the range of

sensor. Understanding scene dynamic [1], analyzing traffic patterns [2] or abnormal

activity detection [3] can be accomplished through analyzing motion patterns of the

objects appear in such scenes. Therefore, computer vision guided approaches are

becoming popular to solve some of the aforementioned problems. This is possible

largely due to the advancement of object detection and tracking techniques in recent

times.

Object detection and tracking has applications in behavior analysis [4], vehicle

detection and counting for traffic surveillance [5], anomalous or abnormal activity

detection [6–8], foreground segmentation [9] scene segmentation and analysis [1,

10, 11], automatic traffic routing [2], important area segmentation [12], video con-

tent analysis [13], etc.

However, context-based scene segmentation still needs close attention of the

researchers of computer vision community. As camera-based surveillance has

reached almost every corner of our society, it has become necessary to automate such

systems for tackling the surveillance task with higher efficiency and lesser depended

on human observers. Thus, detection of uncommon movements can be accomplished

with computer-based systems. To achieve this goal, installed systems must have bet-

ter understanding of surveillance scene which cannot be achieved without accept-

able scene segmentation. Existing scene segmentation techniques use location of

the object center [11] or movement pattern learned through velocity or displacement

[10] to partition surveillance scenes.

Unsupervised approach has its own benefits in abnormal activity detection. How-

ever, sometimes it is beneficial to use supervised approach for scene understanding

since such techniques first learn from the scene and then investigate. In addition

to that, supervised learning-based approaches are likely to produce better results

because of the availability of ground truths. For learning through supervised

approach, one requires training samples and it is desired to have samples within

appropriate feature space. It is cumbersome to take decision about the feature space

and relevant threshold.

An object’s instantaneous position, e.g., (xi, yi) at time (ti) can be used to construct

the trajectory of the object. This can be quite helpful to understand the pattern of

movement within the scene, however, complex representation of the scene dynamic

may not be possible using such simple features. On the contrary, high-level features

such as importance of a local block (rectangular) [10] can be useful to understand the

scene dynamics. They have proposed a new representation of a scene, referred to as

Region Association Graph (RAG). Such a representation can be used to describe the

path of a moving object. We have observed that, trajectories of two moving objects

may look visually different in-spite of having similar motion paths. Therefore, build-

ing a scene model using raw trajectories can be challenging. However, is such tra-

jectories are represented using high-level information, the task can be simplified and
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less ambiguous. For example, if trajectories are represented using paths constructed

with the help of RAG proposed in [10], classification or grouping of the trajectories

will be more accurate. This will definitely lead to better scene segmentation which

is the primary objective of this paper.

We have used high-level information such as importance of the nodes and identi-

fication numbers as per the RAG to represent raw trajectories. These trajectories are

then fed to HMM classifier. Next, a heuristic has been applied to assign the blocks to

grow meaningful segments. We compared our technique with the method proposed

by Dogra et al. [10] using two datasets, namely, IIT and MIT car datasets. Our pro-

posed method gives better results on scene segmentation as compared to the method

proposed in [10].

Scene segmentation with the help of trajectory classification is presented in the

following section. We have carried out experiments using two datasets and the results

of our experiments are presented in Sect. 3. Conclusions of the work are presented

in Sect. 4. A few possibilities of future extensions are also mentioned in conclusion

section.

2 Scene Segmentation

Raw trajectories are first processed to extract the high-level features using the

methodology introduced by the authors of [10, 12]. They have verified the theoretical

model of object motion using various publicly available datasets and custom-built

dataset. According to their theory, distribution of block importance usually follow

a pattern. Thus, if a surveillance scene is divided into rectangular blocks of known

dimension, their importance can be estimated using number of objects visiting a

block and how much time users or objects spend inside that block. In the next phase,

we have constructed a weighted region association graph (RAG) as discussed in [10].

In this proposed framework, high-level features, namely, node importance and

node identification, are used to represent object trajectories. It has been verified that,

these two features are important to decide the pattern of movements inside a scene.

An example segmentation of a surveillance scene is shown in Fig. 1. The scene is

segmented using the aforementioned method with the help of trajectories taken from

the IIT human trajectory dataset [10]. We have used different colors to show various

types of nodes or regions. The blocks are encoded with unique symbols. Nearby

blocks are connected to grow the regions and a final segmentation is achieved. Our

scene segmentation approach is solely based on movement patterns and it does not

depend upon other information such as texture.
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Fig. 1 A typical

segmentation map generated

using [10] when applied on

IIT dataset

2.1 High-Level Feature Extraction

For the purpose of trajectory smoothing and removal of discontinuities or outliers, we

have used RANSAC-based approach proposed by [14]. Outliers exist in the signal

because of tracking error. Therefore, we need to remove these outliers for better

segmentation results. Dogra et al. [12] have extracted some high-level features, such

as label of a block (b). In their approach, first they have calculated average velocity

of a target object from its uniformly sampled trajectory segment. In the next step,

they have calculated the total number of times a block is visited by various targets,

which is referred to as global count or 𝜎b. Using this count, they filtered out some

unimportant blocks. Lastly, they have estimated block importance (𝜏b) using Eqs. (1)

and (2), respectively.

𝜔b = 𝜔b +
vti − vti

vti
(1)

where, 𝜔b represents the weight of the block b computed from average (vti ) and

instantaneous (vti ) velocities of a target object, ti.

𝜏b =
𝜔b

𝜎b
(2)

In this paper, we have used the above block importance (𝜏b) to construct a high-

level feature vector comprising with label together with the original (x, y) coordinate

values of the trajectory, and the node-number of a block as per the region association

graph (RAG) proposed in [10]. Hence each point of a trajectory of arbitrary length

can be replaced by the four dimensional feature point as given in Eq. (3), where x(i),
y(i), (i)b, and node − number(i)b, represent value of x coordinate, y coordinate, label
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of block b, and node-number of block b at sequence number i of the time series

representation of the original trajectory.

F(i) = [x(i), y(i), label(i)b, node − number(i)b] (3)

2.2 Supervised Classification Using HMM

An HMM consists of a number of states, say Q. Each state (j) has an associated

observation probability distribution bj(O) that determines the probability of gener-

ating observation O and each pair of states i and j has an associated transition prob-

ability aij. For the purpose of recognition HMM can be learned for each category.

HMM can be defined as 𝜆 = (Am,Bm, 𝜋m), where m = 1, 2, .....C,
∑C

m=1 𝜆m = 1, Am
is a Q × Q state transition probability distribution matrix, and Bm is the observation

probability distribution matrix. For all classifier C, we chose the model that best fits

with the observation. This actually tells that with unknown observation and cate-

gory, we can estimate the posterior P(𝜆i|O) for each 𝜆m and select 𝜆
∗
C, subject to the

condition given in (4),

C∗ = argmax
m

P(𝜆m|O) (4)

such that

P(𝜆m|O) =
P(O|𝜆m)P(𝜆m)

P(O)
(5)

where P(O) is the evidence that is calculated using (6).

P(O) =
C∑

1
P(O|𝜆m)P(𝜆m) (6)

As HMM is a supervised approach, therefore, we first need to manually classify

some of the trajectories to prepare a training set and provide this set as input to the

HMM. Classification of trajectories highly depends upon the scene geometry as well

as on movement patterns. In general, classification criteria likely to change as the

scene and motion patterns change. Based on this, the number of classes may vary.

Remaining set of trajectories are fed to the classifier to grouping. using these grouped

trajectories, we apply a heuristic to merge blocks of the image. Finally, we get the

segmentation of the scene. Segmentation is described in the following section.
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2.3 Segmentation of the Surveillance Scene

The scene segmentation heuristic is described in this section. As mentioned ear-

lier, a surveillance scene is first needs to be partitioned into N × N nonoverlapping

blocks. Next, we apply the following methodology to assign or group these blocks

based on the number of trajectories passing through these blocks. We may recall, our

HMM-based classification has already grouped the trajectories into desired numbers

of classes. Therefore, the whole scene is finally segmented into regions depending

upon the number of classes in the trajectories plus one. This extra region is intro-

duced because, there may be some blocks that have not visited by any target. The

method of segmentation is as follows (Fig. 2).

Let Ti represents the ith trajectory of length n and bj denotes the jth block of the

scene such thatB is the set of all blocks. We assume, there are k classes of trajectories,

where ck represents the kth class. Now, for every block, say bj ∈ B, we determine the

set of trajectories 𝜆bj passing through block bj. Now, we partition the trajectories from

set 𝜆bj into respective classes. In the next step we find the dominating class within that

block having highest number of trajectory footfalls. Suppose ck be the dominating

class for the block bj, then we assign class ck to this block. An example of the above

block labeling is depicted in Fig. 3. Finally, simple region growing algorithm has

been used to merge blocks having similar cluster assignment and connected through

8-connectivity rule.

Fig. 2 An example demonstrating the process of association of a block to a particular segment or

region
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Fig. 3 a Image shows surveillance scene of the IIT dataset. The scene image is divided into 100

nonoverlapping blocks of similar dimension and the trajectories are superimposed on the scene

b Blocks are labeled using the method proposed in [10] c Creation and representation of the nodes

of the graph d A typical color-coded representation of the surveillance scene after segmentation,

and e Final RAG representation of the scene

3 Experimental Evaluation

Experimental results are presented and discussed in this section. To support our

claim, we have used publicly available datasets in our experiments. A comparative

analysis has also been performed to establish the superiority of our approach of scene

segmentation. We have compared our results with the method proposed by authors

of [10]. Context Tracker proposed by Dinh et al. [15] has been used to extract the

raw trajectories representing object movements.

3.1 Description of the Dataset

Our proposed scene segmentation method has been applied on IIT surveillance

dataset prepared by the authors of [10] and a car trajectory dataset proposed by

Xiaogang et al. [16]. The IIT dataset consists of 191 trajectories representing human
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Fig. 4 a Surveillance scene of the MIT dataset is partitioned into 100 nonoverlapping blocks of

similar dimension and the trajectories are superimposed on the scene b Blocks are labeled using the

method proposed in [10] c Creation and representation of the nodes of the graph d A typical color-

coded representation of the surveillance scene after segmentation, and e Final RAG representation

of the scene

movements. As per the authors, primary objective of creating such a dataset was to

test scene segmentation and video abnormality detection algorithms. Car dataset is

huge in volume (≥40 k trajectories), out of which we have randomly selected 400

trajectories to verify our algorithm. Dogra et al. [10] have reported that, their pro-

posed anomaly detection algorithm performs satisfactorily on various other datasets

such as VISOR [17] or CAVIAR [18]. However, we have not used these datasets due

to less number of trajectories.

We first show the original scenes of IIT and MIT datasets with trajectories plot-

ted over the scenes in Figs. 3a and 4a, respectively. Outputs at various intermediate

stages are shown in the subsequent figures.

3.2 Results of HMM Classification

Trajectories were manually labeled and then used for training and testing. HMM

was trained and tested using high-level features ‘label’ and ‘node-number’. Based
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Fig. 5 HMM Classification a (k = 2) for IIT dataset b (k = 4) for MIT dataset

on the HMM classification, we segmented the surveillance scene of both datasets.

We have trained and tested HMM with varying number of classes. Finally, we have

observed that, HMM-based classification produces exciting results for four classes

when applied on MIT car dataset. We have classified the IIT dataset trajectories into

two classes. It has been observed that, for both datasets, trajectories of suspicious

or off-the-track nature have been classified with reasonably high accuracy. Figure 5

presents the HMM classification of both datasets.

Figure 6 shows that, our proposed classification-based segmentation produces

better scene segmentation as compared to segmentation obtained by Dogra et al.

[10]. Trajectories were preprocessed by a method proposed in [14] to remove the

effect of outliers. In Fig. 6b, d, we mark the unvisited blocks with Tan color after

outlier removal. For IIT dataset, frequently visiting or regular blocks are marked as

Red and suspicious bocks are marked as Yellow. For MIT dataset, frequently visiting

nodes are marked as Red, moderately visited nodes with Orange and purple color

as they belong to different classes and finally, rarely visited blocks are marked with

Yellow color.

It can be easily verified from Fig. 6 that, the approach of [10] identifies some

blocks as frequently visiting, however, in reality, these blocks have never been visited

by any moving target. On the other hand, our proposed segmentation algorithm does

a better job. Ground truths and classification results using IIT surveillance dataset

and MIT car dataset are presented in Tables 1 and 2, respectively.

4 Conclusion

In this paper, surveillance scene segmentation with the help of trajectory classifi-

cation using HMM, is introduced. High-level features have been obtained from raw

object trajectories and then trajectories were classified into normal and abnormal
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Fig. 6 HMM Classification-based Segmentation a (k = 2) Segmentation of IIT dataset using [10]

b Segmentation of IIT dataset using our approach c (k = 4) Segmentation of MIT car dataset using

[10] d (k = 4) Segmentation of MIT car dataset with our approach

Table 1 Results of IIT dataset (Training: 50 % and Testing: 50 %), GT: Ground Truth

C1 C2 Result

Dataset: IIT Trajectory = 191;

GT: C1 = 190; GT: C2 = 10; K = 2;

91 4 Accuracy = 96.84% Precision = 75%

Recall = 60%

Table 2 Results using MIT car dataset (Training: 50 % and Testing: 50 %), GT: Ground Truth

C1 C2 C3 C4 Result

Dataset: MIT car Trajectory = 400;

GT: C1 = 195; GT: C2 = 103;

GT: C3 = 77; GT: C4 = 25; K = 4;

92 55 38 13 Accuracy = 97.47%

Precision = 92.31%

Recall = 100%

movements on MIT parking lot and IIT Bhubaneswar datasets. High-level features

are obtained using a recently proposed unsupervised technique to label segments

of a given surveillance scene partitioned into nonoverlapping blocks. Our proposed

method produces better results (Fig. 6) as compared to the method of [10].
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Classification of Object Trajectories
Represented by High-Level Features
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Abstract Object motion trajectory classification is an important task, often used to

detect abnormal movement patterns for taking appropriate actions to prohibit occur-

rences of unwanted events. Given a set of trajectories recorded over a period of time,

they can be clustered to understand usual flow of movement or detection of unusual

flow. Automatic traffic management, visual surveillance, behavioral understanding,

and sports or scientific video analysis are some of the typical applications that

benefit from clustering object trajectories. In this paper, we have proposed an unsu-

pervised way of clustering object trajectories to filter out movements that deviate

large from the usual patterns. A scene is divided into nonoverlapping rectangular

blocks and importance of each block is estimated. Two statistical parameters that

closely describe the dynamic of the block are estimated. Next, these high-level fea-

tures are used to cluster the set of trajectories using k-means clustering technique.

Experimental results using public datasets reveal that, our proposed method can cate-

gorize object trajectories with higher accuracy when compared to clustering obtained

using raw trajectory data or grouped using complex method such as spectral cluster-

ing.

Keywords Trajectory ⋅ Surveillance ⋅ Clustering ⋅ k-means ⋅ Label ⋅ Node-no ⋅
RAG

R. Saini (✉) ⋅ P.P. Roy

IIT Roorkee, Roorkee, India

e-mail: rajkr.dcs2014@iitr.ac.in

P.P. Roy

e-mail: proy.fcs@iitr.ac.in

A. Ahmed

Haldia Institute of Technology, Haldia, India

e-mail: arif.1984.in@ieee.org

D.P. Dogra

IIT Bhubaneswar, Bhubaneswar, India

e-mail: dpdogra@iitbbs.ac.in

© Springer Science+Business Media Singapore 2017

B. Raman et al. (eds.), Proceedings of International Conference on Computer Vision
and Image Processing, Advances in Intelligent Systems and Computing 459,

DOI 10.1007/978-981-10-2104-6_25

273



274 R. Saini et al.

1 Introduction

Automatic visual surveillance systems heavily rely on motion patterns of moving

targets to understand different types of events. Movement patterns of the objects can

be quite informative. They can be used for highway traffic analysis [1], scene seman-

tic analysis [2], anomalous activity detection [3], etc. Research work on computer

vision-aided object detection and tracking has advanced significantly during last two

decades. Therefore, applications of object tracking have increased leaps and bounds.

For example, it is being used for human behavior analysis [4], anomalous activity

detection [5–7], semantics analysis [2], automatic traffic management or routing [1],

scene segmentation or classification [8, 9], interest area localization [10], video sum-

marization [11], etc.

However, in spite of very good advancement in object detection and tracking;

trajectory clustering is yet in its infancy stage. Majority of the existing classification

techniques use low-level features such as location of the object center, velocity of

the object, pattern of movement, etc. Existing techniques that use high-level features

such as region information [12] are limited in scopes and often turn out to be scene

specific, domain dependent, and supervised [13]. Unsupervised techniques can be

exploited to mitigate above limitation.

However, selection of a good set of features is a challenging task, be it supervised

or unsupervised. Simple features like object location (xi, yi, ti) can work in local pat-

tern analysis, however, they cannot be used for analysis of complex patterns. High-

level features, such as the importance or label of a block as proposed by Dogra et al.

[8] can be used to represent semantic change in a trajectory over its course of execu-

tion. For example, the RAG-based segmentation of a scene proposed in their method

can be useful to represent a moving object’s path. Traces of raw trajectories of two

objects, 𝜏i and 𝜏j can be completely different even if they move in similar fashion,

therefore, making the clustering process tricky. In this paper, we have used two high-

level features proposed in the work of [8], namely label and node-number of a block

to classify object trajectories. Modified representation of a trajectory or path can be

fed to a classifier. We have shown through experimental validation that, our proposed

high-level feature-based clustering provides better results as compared to low-level

feature-based clustering. We have also shown that, our method based on a simple

k-means clustering technique done using high-level features outperforms complex

methods such as spectral clustering proposed by Ng et al. [14].

The rest of the paper is organized as follows. In the next section, we present

the proposed work of trajectory processing and clustering. In Sect. 3, experimen-

tal results obtained using two publicly available surveillance datasets, are presented.

We conclude in Sect. 4 by highlighting some of the possible extensions of the present

work.
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2 Classification of Object Trajectories

We have extracted high-level features by processing raw trajectories using the method

proposed in [8] that was originally built upon a concept proposed by Dogra et

al. [10]. They have assumed a theoretical model of object movement and verified

their hypothesis with benchmark datasets. Their model represents the probabilistic

importance distribution of localized areas of a surveillance scene. The authors have

partitioned a scene into N × N rectangular blocks and estimated the probabilistic

importance or label of a block depending on the number of persons visiting the block

and total time spent inside it. Next, a weighted region association graph (RAG) is

constructed to represent the scene. This has been used to detect suspicious move-

ments.

In this paper, we have used label and node-number as high-level features to rep-

resent a raw trajectory. In Fig. 1, we present a sample RAG-based segmentation map

of the surveillance scene taken from the MIT car trajectory dataset [15], wherein

black colored regions represents never visited, red colored regions are rarely visited,

blue colored areas represent moderately visited, and green colored segments are fre-

quently visited blocks. These colored blocks are encoded with decimal values and a

region growing technique is adopted to construct the RAG.

2.1 Preprocessing of Labeled Trajectories

Let, 𝜏 as mentioned in (1) represents the set of trajectories available for a given scene.

Trajectories need not be of identical length.

𝜏 = {T1,T2...,TN} (1)

Fig. 1 RAG-based

segmentation map generated

using the method proposed

in [8] applied on MIT car

dataset [15]
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Assume Ti, as given in (2)–(3), is a trajectory of length n. Since we are using

k-mean clustering, we need to make sure that the feature vectors become equal

length. A heuristic has been applied to accomplish this. We resample each trajec-

tory to a desired number of points. Finally a set of feature vectors, denoted by V , is

created where each vector is of equal length.

Ti = {p1, p2, p3, ..., pn} where n is the length of Ti (2)

such that,

pj = ⟨xj, yj, labelj, node-numberj⟩ (3)

where (x, y) represents spatial location at particular time instance ‘j’ and label and

node-number are calculated using [8, 10].

2.2 Clustering of Labeled Trajectories

Trajectories represented using high-level features (Fv) are then clustered to find

groups. We have used k-means clustering for grouping. Length of the feature vector

(d) can be chosen empirically. Selecting the number of desired clusters is a tricky

process. However, the method proposed by Dogra et al. [8] provides us some clue

about the probable optimum value of number of clusters (K). Assume the RAG of

a scene contains V nodes. We may recall, the entire scene has been divided into

four types of blocks depending upon the importance of each block. Therefore, on

an average, V∕4 number of nodes belong to the same label. Now, we can assume

that a person or moving object can visit any one of those V∕4 number of distinct

nodes (with same label). Thus, we have initialized the k-means algorithm with V∕4.

Though the above-mentioned assumption is valid for idealistic situations, however,

our experimental evaluation reveals that, it will work on most datasets. The cluster-

ing algorithm is discussed briefly in Algorithm 1. The distance used is ‘Euclidean’

distance.

3 Experimental Results

In this section, we present the results obtained using our algorithm applied on pub-

lic datasets and present comparative performance evaluation done against bench-

mark methods of clustering. Trajectories were extracted using the target detection

and tracking algorithm proposed by Dinh et al. [16].
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Algorithm 1 Trajectory clustering using high-level features and k-means clustering

1: procedure TRAJECTORYCLUSTERING(Fv,d,K) ⊳ Returns C1,C2, ...,CK clusters of
trajectories using ’label’ and ’node-number’

2: ⊳ Each Ti ∈ Fv is a matrix of dimension n x 4 where 3rd and 4th parameters denote ’label’ and

’node-number’

3: for i = 1 → ‖Fv‖ do
4: LABEL(i, 1..d) = Fv(1..d, 3)

t

5: NODE-NUMBER(i, 1..d) = Fv(1..d, 4)
t

6: end for
7: Cluster the arrays ’LABEL’ and ’NODENO’ using k-means algorithm individually and

return respective groups.

8: end procedure

3.1 Datasets and Ground Truths

Through experiments, we have tested our proposed methodology applied on IIT

anomaly detection dataset [8] and MIT car dataset [15]. The first dataset contains a

total of 191 distinct human trajectories and it was created for testing scene segmenta-

tion and anomaly detection techniques. The car dataset contains 400 car trajectories

recorded at a parking lot. Dogra et al. [8] have shown that, the anomaly detection

algorithm proposed by them works well on IIT dataset and other public datasets,

such as VISOR
1

and CAVIAR.
2

However, these datasets are not suitable for our

application because of insufficient number of trajectories. Thus, we have not tested

our method using these datasets. We begin our presentation on results by showing

original scenes of IIT and MIT datasets with trajectories superimposed on the scene

as depicted in Figs. 2a and 3a. Corresponding level-map, node-number map, scene-

segmentation map, and RAG representations are shown in subsequent diagrams of

the figures.

3.2 Results of Clustering

Clustering results of trajectories taken from IIT dataset are presented first. Since

there are only 17 nodes in the RAG of the scene (refer to Fig. 2), we have applied clus-

tering assuming four clusters as V∕4 = 4. However, we wanted to separate only those

trajectories that visited any one of the red nodes. For comparisons, we have applied

our algorithm by varyingK = {2, 3, 4}. Our observations reveal that, K = 2 provides

better results. The method is able to segregate those trajectories that describe volun-

tary or unintentional movements of objects visiting inaccessible regions or regions

marked as red. Experimental results are presented in Fig. 4.

1
http://www.openvisor.org.

2
http://homepages.inf.ed.ac.uk/rbf/CAVIARDATA1/.

http://www.openvisor.org
http://homepages.inf.ed.ac.uk/rbf/CAVIARDATA1/
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Fig. 2 a The background scene of IIT dataset is partitioned into 10 × 10 number of blocks with

overlayed trajectories. b Labeling of the blocks using the method described in [8]. c Construction

of the graph nodes using labels. d Color-coded representation of the segmented scene, and e RAG

corresponding to the segmentation

Fig. 3 a The background scene of MIT dataset as partitioned into 10 × 10 number of blocks with

overlayed trajectories. b Labeling of the blocks using the method described in [8]. c Construction

of the graph nodes using labels. d Color-coded representation of the segmented scene, and e RAG

corresponding to the segmentation
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Fig. 4 a–c Clustering of the trajectories of the IIT dataset using label by varying K = {2, 3, 4}.

d–f Clustering of the trajectories using node-number by varying K = {2, 3, 4}

It can be a verified form Fig. 4, best separation is observed when label is used as

feature in clustering with K = 2. On the other hand, when K > 2, results degrade.

Use of node-number to filter out outlier trajectories has also been tried, however, it

has failed to predict correct grouping. This has happened because, even clean tra-

jectories that pass through the central region of the scene, usually get separated

due to mutually opposite directions if node-number is used as the feature. This can

be explained with an example. Let, a person moves from bottom portion of the

scene to the top as per the segmentation shown in Fig. 2d. He or she can achieve

this by visiting the nodes in the following sequence: 2− > 3− > 2− > 7− > 2.

Ideally, if any other person moves from top portion of the scene to the bottom through

2− > 7− > 2− > 3− > 2 sequence, it should be considered similar with the previ-

ous pattern except a change in direction. But, the classifier usually assumes both to

be distinct. However, this is unlikely to happen when we use label as the high-level

feature since label of similar, but distantly located blocks, can be same.

Clustering results obtained using MIT car dataset trajectories, are presented in

Fig. 5. We have recorded best results using K = 3. This happens because, the scene

has two spatially separated regions of high trajectory density as marked by segments

blue blocks; one along the bottom-right corner of the scene as shown in Fig. 3d and

the other is toward the central part. Remaining blocks are either rarely visited (red)

or never visited (black), except three isolated, but heavily visited green blocks.

A summary of the results is presented in Table 1. We have conducted experi-

ments using various combinations of low-level (x, y) as well as high-level (label and

node-number) features. Result of one such combination (label + node-number) is

presented in Fig. 6. Our experiments revel that, other combinations do not perform

satisfactorily.
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Fig. 5 a–c Clustering of the trajectories of the MIT dataset using label by varying K = {2, 3, 4}.

d–f Clustering of the trajectories using node-number by varying K = {2, 3, 4}

3.3 Comparative Analysis

We have compared our proposed trajectory clustering algorithm with spectral clus-

tering method proposed by Ng et al. [14]. In spectral clustering-based classification,

we have computed distance separately using Dynamic Time Warping (DTW) [17]

and Minimum Variance Matching (MVM) [18].

Results of spectral clustering (using high-level feature) are presented in Fig. 7. It

may be observed that, spectral clustering results are not as accurate as we achieved

using our proposed high-level feature-based clustering. Computational overhead of

our proposed algorithm implemented using MATLAB R2013a on a personal com-

puter with Intel’s Core i3 (3rd generation processor) with 4GB RAM and 1GB graph-

ics card running with Windows 8, is presented in Table 2. It can be verified from the

table that, the proposed algorithm runs faster as compared to above two baseline

methods.

4 Conclusion

In this paper, a novel object trajectory classification methodology has been pro-

posed. We have used high-level features extracted from raw trajectories and applied

them to cluster normal and abnormal trajectories of two publicly available datasets.

High-level features are extracted using a recently proposed unsupervised way of

block-based labeling of surveillance scene. Our proposed method provides better
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Fig. 6 Result of clustering using label and node-number in combination. a Partitioning of the

trajectories using K = 2 IIT dataset. b Partitioning of the trajectories using K = 3 MIT car dataset

Fig. 7 Result of spectral clustering-based method proposed in [14] using ‘level’ feature applied

on both datasets a Distance measure using DTW [17] with K = 2. b Distance measure using MVM

[18] with K = 2. c Distance measure using DTW [17] with K = 3. d Distance measure using MVM

[18] with K = 3
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Table 2 Comparison of computational overhead against baseline clustering

Execution time in seconds

IIT dataset MIT dataset

Proposed (high-level feature + k-means) 1.599389 1.564383

DTW + Spectral clustering 80.231930 173.619898

MVM + Spectral clustering 90.163235 179.059711

results as compared to complex and time consuming techniques such as spectral

clustering in combinations with DTW and MVM. The proposed trajectory clustering

has several applications including traffic management, suspicious activity detection,

crowd flow analysis, etc.

References

1. J. Melo, A. Naftel, A. Bernardino, and J. Santos-Victor. Detection and classification of highway

lanes using vehicle motion trajectories. Intelligent Transportation Systems, IEEE Transactions
on, 7(2):188–200, June 2006.

2. X. Wang, K. Tieu, and E. Grimson. Learning semantic scene models by trajectory analysis. In

European Conference on Computer Vision, Proceedings of the, pages 110–123, 2006.

3. C. Piciarelli and G. Foresti. On-line trajectory clustering for anomalous events detection. Pat-
tern Recognition Letters, 27(15):1835 – 1842, 2006. Vision for Crime Detection and Preven-

tion.

4. L. Brun, A. Saggese, and M. Vento. Dynamic scene understanding for behavior analysis

based on string kernels. Circuits and Systems for Video Technology, IEEE Transactions on,

24(10):1669–1681, Oct 2014.

5. C. Piciarelli, C. Micheloni, and G. Foresti. Trajectory-based anomalous event detection. Cir-
cuits and Systems for Video Technology, IEEE Transactions on, 18(11):1544–1554, Nov 2008.

6. N. Suzuki, K. Hirasawa, K. Tanaka, Y. Kobayashi, Y. Sato, and Y. Fujino. Learning motion

patterns and anomaly detection by human trajectory analysis. In International Conference on
Systems, Man and Cybernetics, Proceedings of the, pages 498–503, 2007.

7. D. Xu, X. Wu, D. Song, N. Li, and Y. Chen. Hierarchical activity discovery within spatio-

temporal context for video anomaly detection. In International Conference on Image Process-
ing, Proceedings of the, pages 3597–3601, 2013.

8. D. Dogra, R. Reddy, K. Subramanyam, A. Ahmed, and H. Bhaskar. Scene representation and

anomalous activity detection using weighted region association graph. In 10th International
Conference on Computer Vision Theory and Applications, Proceedings of the, pages 31–38,

March 2015.

9. B. Morris and M. Trivedi. Learning and classification of trajectories in dynamic scenes: A

general framework for live video analysis. In International Conference on Advanced Video
and Signal Based Surveillance, Proceedings of the, pages 154–161, 2008.

10. D. Dogra, A. Ahmed, and H. Bhaskar. Interest area localization using trajectory analysis in

surveillance scenes. In 10th International Conference on Computer Vision Theory and Appli-
cations, Proceedings of the, pages 31–38, March 2015.

11. D. Dogra, A. Ahmed, and H. Bhaskar. Smart video summarization using mealy machine-based

trajectory modelling for surveillance applications. Multimedia Tools and Applications, pages

1–29, 2015.



284 R. Saini et al.

12. J. Lee, J. Han, X. Li, and H. Gonzalez. Traclass: trajectory classification using hierar-

chical region-based and trajectory-based clustering. Proceedings of the VLDB Endowment,
1(1):1081–1094, 2008.

13. J. Lee, J. Han, X. Li, and H. Cheng. Mining discriminative patterns for classifying trajectories

on road networks. Knowledge and Data Engineering, IEEE Transactions on, 23(5):713–726,

2011.

14. A. Ng, M. Jordan, and Y. Weiss. On spectral clustering: Analysis and an algorithm. InAdvances
in Neural Information Processing Systems, Proceedings of the, pages 849–856, 2001.

15. W. Xiaogang, T. Keng, N. Gee-Wah, and W. Grimson. Trajectory analysis and semantic region

modeling using a nonparametric bayesian model. InComputer Vision and Pattern Recognition,
Proceedings of the IEEE Computer Society Conference on, pages 1–8, June 2008.

16. T. Dinh, N. Vo, and G. Medioni. Context tracker: Exploring supporters and distracters in uncon-

strained environments. In Computer Vision and Pattern Recognition, Proceedings of the IEEE
Computer Society Conference on, pages 1177–1184, 2011.

17. I. Nakanishi, H. Sakamoto, N. Nishiguchi, and Y. Fukui. Multi-matcher on-line signature ver-

ification system in dwt domain. IEICE transactions on fundamentals of electronics, communi-
cations and computer sciences, 89(1):178–185, 2006.

18. L. Latecki, V. Megalooikonomou, Q. Wang, and D. Yu. An elastic partial shape matching

technique. Pattern Recognition, 40(11):3069–3080, 2007.



A Hybrid Method for Image
Categorization Using Shape Descriptors
and Histogram of Oriented Gradients

Subhash Chand Agrawal, Anand Singh Jalal
and Rajesh Kumar Tripathi

Abstract Image categorization is the process of classifying all pixels of an image
into one of several classes. In this paper, we have proposed a novel vision-based
method for image categorization is invariant to affine transformation and robust to
cluttered background. The proposed methodology consists of three phases: seg-
mentation, feature extraction, and classification. In segmentation, an object of
interest is segmented from the image. Features representing the image are extracted
in feature extraction phase. Finally, an image is classified using multi-class support
vector machine. The main advantage of this method is that it is simple and com-
putationally efficient. We have tested the performance of proposed system on
Caltech 101 object category and reported 76.14 % recognition accuracy.

Keywords Segmentation ⋅ K-means clustering ⋅ Histogram of oriented gradi-
ents ⋅ Shape descriptors ⋅ Codebook

1 Introduction and Related Work

In computer vision, the problem of image categorization is very easy task for
human being but it is very difficult to recognize and categorize an image for the
machine. This problem becomes complex due to the several factors such as com-
plex and cluttered backgrounds, position of an object, rotations, shape variations,
illumination effects, and occlusion in an image. The segmentation of an image is
problematic when image consists of several objects very close to each other or
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mixed with other objects. This problem is helpful in content-based image retrieval,
where the goal is to extract more accurate and faster image search results. The
problem of Image categorization mainly consists of three phases: segmentation,
feature extraction, and classification. In segmentation, region of interest (ROI) has
been extracted from the image. In feature extraction, various features which
uniquely represent the image are stored as a feature vector. Finally in the classifi-
cation, an image is tested against trained classifier and provides the label of cate-
gory. Some approaches skip the step of segmentation and directly apply the features
to the images. However, these methods have low recognition accuracy. The
accuracy of the method depends on the segmentation result, i.e., all objects must be
removed except required object.

In literature, there are various approaches which exist to categorize the object in
the image. Fei-Fei et al. [1] used a generative probabilistic model for the shape and
appearance feature of an object. Bayesian classifier is trained with these features.
The algorithm was also tested on batch Bayesian and maximum likelihood clas-
sifier. The incremental and batch have comparable result but both outperforms
maximum likelihood. This method was tested on 101 image category Caltech
dataset. Classifier is trained with 1, 3, 6, and 15 examples of each category. The
performance of proposed method is worst when training set size is large.

Perronnin et al. [2] utilized bag of visual words for feature extraction and support
vector machine for classification on large image sets. SIFT features at multiple
scales and codebooks of 4000 visual words are trained. Experiment is performed on
three standard benchmarks: Caltech 101, PASCAL VOC07 and ImageNet. With
linear classifiers on square—rooted BOV vectors, accuracy is 54.4 % on Caltech
101 and 49.0 % on VOC07. This approach focused on large training set but did not
deal with large number of categories.

Csurka et al. [3] presented a simple, computationally efficient method and affine
invariant method for visual categorization. This method consists of bag of key-
points approach corresponding to a histogram of the number of occurrences of a
particular pattern in an image and then multi-class classifiers are trained using these
bags of keypoints. Two descriptors, Harris affine detector and SIFT are computed in
feature extraction phase. Two classifiers, Naïve Bayes and SVM are used for cat-
egorization. The performance of this method was tested on seven category database.

Grauman and Darrell [4] proposed a new fast kernel-based approach which maps
unordered feature set to multiresolution histograms and computes a weighted his-
tograms intersection. In pyramid match kernel input sets are converted to mul-
tiresolution histograms. For object recognition, author uses SVM classifiers, which
are trained by matrix of kernel values between all pairs of training examples. The
method was tested on ETH-80 database with eight object classes, for a total of 400
images. A Harris detector is used to find interest point and several descriptors such
as SIFT, JET, patches are used to compute feature vector. Author also tested
performance on 101 Caltech database. For each object, 30 samples are used for
training and eight runs using randomly selected training sets yield a low accuracy of
43 % on the remainder of other database.
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Favorskaya and Proskurin [5] presented unsupervised image categorization
method which is robust to scales, shifts, rotations, and lighting conditions. The
images are segmented using J-SEG algorithm and only 5–7 large area segments
were involved in the categorization. Author used color G-SURF descriptor for the
regions. Visual words are constructed using K-means algorithm and matching is
performed using SVM algorithm. The experiment was performed on OT8 dataset
includes 2688 images with 256 * 256 pixels. From each category, 100 images are
selected for training and other set of images from each category was used for
testing.

Yao et al. [6] presented fine-grained image categorization approach for image
categorization. Author proposed a random forest with discriminative decision tree
algorithm to find image patches. SIFT descriptor on each image with spacing of
four pixels was applied. Using K-means algorithm, a vocabulary of visual words
was constructed. The method was evaluated on two fine grained categorization
tasks: human activity recognition and animal species. Human activity recognition
dataset PASCAL VOC2010 and subordinate object categorization dataset of 200
birds. This method yields 64.6 % accuracy with PASCAL VOC2010 dataset.

Hoi [7] proposed regularized max pooling. Image is divided into multiple
sub-windows at multiple location and scales. The method was tested on PASCAL
VOC2012 dataset for human activity recognition on still images and reported
76.4 % accuracy.

Zhang et al. [8] proposed a SVM-KNN-based approach for visual categorization.
Shape and texture were extracted and the method was tested on 101 object category
and achieved a correct classification rate of 59.05 at 15 training images per class
and 66.23 at 30 training images.

In this paper, we have a proposed a novel approach for image categorization
which is computationally efficient and tested on large category of objects unlike
previous works which were tested on handful of objects category. We have used
robust features that are invariant to scale, position, rotation, and lighting conditions.
Our method requires less number of training images for classification.

This paper is structured as follows: section II describes the proposed method-
ology. A description of the experiments undertaken and their results can be found in
section III. Finally, the last section presents conclusion and future work.

2 Proposed Methodology

Figure 1 shows the framework of proposed method. Our approach consists of three
phases: object segmentation, feature extraction, and classification. In the segmen-
tation phase, an object is segmented from the image using color-based segmenta-
tion, features representing the particular object are extracted in feature extraction
phase and classifier is trained on these features and object is categorized in clas-
sification phase.
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2.1 Object Segmentation

Segmentation of an object from the image is very challenging task in image cate-
gorization due to complex backgrounds, multiple other small objects closed to each
other and different lighting condition. We have applied color-based segmentation
using K-means clustering [9] and L*a*b* color space. K-means clustering divides
the whole image into three clusters based on different colors. The steps for seg-
mentation are as follows:

Step 1: Convert image to L*a*b* (also known as CIELAB or CIE L*a*b*) color
space.
L*a*b* space consists of a lightness layer L*, and color information is contained in
two chromaticity layer a* and b* where a* represents the color falls along the
green-red axis, and b* represents the color that falls along the yellow-blue axis.
Difference between two colors can be measured using the Euclidean distance
metric.
Step 2: Classify the Colors in ‘a*b*’ Space Using K-means Clustering
K-means clustering separates each object in an image as having a location in space.
It partitions the image into clusters in such a way that object in one cluster is near to
each other as possible, and object in other cluster as far as possible. K-means
clustering requires two things to specify: number of clusters and a distance measure
to quantify how close two objects are to each other in the ‘a*b*’ space. We cluster
the objects into three clusters using the Euclidean distance metric.

Output: 
Image
Catego-

Image 

Object Segmen-
tation 

K-Mean 
Color Cluster-
ing 

Threshold
Segmentation 

Classification 

Multi-Class 
SVM 

Feature Extrac-
tion 

Eccentricity

Circularity

Area 

HOG 

Orientation 

Fig. 1 Proposed framework
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Step 3: After step 2, we get three images in cluster 1, cluster 2, and cluster 3. The
object from image in most cases is contained in cluster 1 and cluster 2. So we add
these two clusters to get the object. Sometimes object is in cluster 3.
Step 4: Then we apply a global threshold to segment the object into binary image.
We find the area of object in binary image; if this area is less than the threshold
(7000 pixels) then object in cluster 3 is converted to binary image using global
threshold segmentation. Otherwise, addition of cluster 1 and cluster 2 is taken and
threshold is applied to convert image to binary image.
Step 5: Median filter is applied to remove noise in the object.
Step 6: Still this segmented object contains number of small object, a largest blob
of the object is taken out for feature extraction.

Figures 2, 3, 4, and 5 show the process of segmentation of object in an image
with process description in Fig. 2. In Figs. 2, 3, and 4 segmented image is obtained
from cluster1 + cluster2. It is clear from the images that all other objects except
ROI are removed. In Fig. 3, other objects are partitioned into cluster 3. Figure 4
shows the importance of color information and portions of the image are extracted
in cluster 1 and cluster 2. Figure 5 shows the importance of cluster 3, in this image
object is not identified in cluster 1 and cluster 2 so cluster 3 is taken for threshold
segmentation.

2.2 Feature Extraction

The goal of feature extraction is to locate the most discriminate information in the
images. It plays a vital role in matching and recognition process. We have used
global shape descriptors and HOG descriptor for feature extraction. Common
simple shape descriptors are area, eccentricity, circularity, and orientation which

Fig. 2 a Original image b Image in cluster 1 c Image in cluster 2 d Image in cluster 3 e image in
cluster1 + cluster2 f Binary segmented image g After applying Median Filter h Largest blob
i Masked grey image
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decide the overall shape of an object. The limitation of global shape descriptors is
that they can discriminate images with only large differences; therefore, they are
combined with other shape descriptors [10]. We used these shape descriptors on
binary segmented image.

Fig. 3 Other objects in cluster 3

Fig. 4 Color importance (object is of two different colors)

Fig. 5 Importance of cluster 3 as object is identified in cluster 3
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Area.
It is the actual number of pixels in the region.

Circularity [11].
A common shape factor, a function of the perimeter P and Area A which are
applicable to all geometric shape and independent of scale and orientation calcu-
lated as follows:

Circularity = 4.π.A
P2 ð1Þ

Eccentricity [11].
It is the ratio of major axis to minor axis.

Eccentricity =
major axis
min or axis

� �

ð2Þ

Orientation.
Measures the overall direction of the image.

The second feature that we have extracted is HOG (Histogram of Oriented
Gradients) which is generally used for object detection. This descriptor takes gra-
dient orientation into account in localized portion of an image. It converts the image
into small regions called cell and then a histogram of each pixel within the cell is
computed. Thus, HOG is a concatenation of such histograms [12]. The advantage of
HOG is that it is invariant to transformation and can be applied to complex
background and cluttered background. The features are built up over a block and
are normalized; therefore, it is invariant to illumination effects. In proposed work,
we used 9 cells and 9 bin histogram per cell so length of feature vector for HOG is
81. We apply HOG on masked image which is obtained after applying mask
operation on original image with segmented image containing only object.

3 Classification

In this phase, image categorization is performed. First, the systems are prepared for
training the dataset through support vector machine by extracting the features from
the object and store them as feature vector in a codebook. The global shape
descriptors help us by calculating the different values of the boundary or shape of an
image while HOG helps us by recognizing the exact sign and its meaning when the
image have some change in scale, position, or illumination. SVM gained popularity
because of its existing feature such as better empirical performance. SVM is a
classification and regression technique that uses machine learning theory to maxi-
mize the accuracy of prediction [13]. In the proposed work, MSVM is used to
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suitably classify the image among multiple classes. SVM is binary classifier which
has been converted to multi-class SVM using one-against-one approach which is
also known as pair-wise coupling. In this approach, one SVM is used for each pair
of classes. For the problem of n classes n*(n−1)/2 SVMs are trained to differentiate
sample of one class with sample of other classes. The classification of an image is
done according to maximum voting for the class by each SVM [14].

4 Experimental Results and Analysis

We have evaluated the performance of our proposed system on Caltech 101 [15].
This data set contains 8677 images of 101 objects. This dataset has wide variation
in number of images per object ranging between 40 to 800 images and size of each
image is about 300 * 200 pixels. We used 10-fold cross validation to check the
recognition rate of proposed algorithm. Then accuracy and confusion matrix is
derived. Each time one different fold is used for evaluation. Accuracy is measured
in terms of number of images correctly classified. The final result is average of all
101 object category class accuracy. We reported 76.14 % recognition accuracy.
Table 1 shows the recognition accuracy of first 10 objects of Caltech 101 and
Table 2 shows the confusion matrix for the same. Data in diagonal of the matrix
represents the number of images that are correctly classified by the system.

From the experimental result, we observe the categories which have large
number of images reported good recognition accuracy. For example, in dataset,
airplanes object has 800 images, classification accuracy is 90.25 which is greater
compared to other objects. We have also tested our method against other methods
that exist in the literature shown in Table 3 and found that our method outperforms
these methods.

Table 1 Recognition
accuracy

Object # images #Correctly classified Accuracy (%)

Airplanes 800 722 90.25
Anchor 42 33 78.57
Ant 42 30 71.42
Barrel 47 35 74.46
Bass 54 39 72.22
Beaver 46 34 73.91
Brain 98 80 81.63
Buddha 85 65 76.47
Butterfly 91 69 75.82
Camera 50 38 76
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5 Conclusions and Future Work

In this paper, we have proposed a method for image categorization using seg-
mentation by color-based K-means clustering and threshold method. We have
combined two descriptors shape descriptor and HOG descriptor for feature
extraction so that we can extract strong features from the image. Image classifi-
cation is done using MSVM. Proposed method is invariant to affine transformation
and cluttered background and computationally efficient. When two objects are
similar and one object is contained in another object, our method gets confused and
gives the wrong result. Our future work will focus on these problems and will
develop a method which is suitable for large-scale dataset.

References

1. Fei-Fei, L., Fergus, R., Perona, P.: Learning generative visual models from few training
examples: An incremental bayesian approach tested on 101 object categories. In: Computer
Vision and Image Understanding, vol. 106, no. 1, pp. 59–70 (2007).

2. Perronnin, F., S ́anchez, J., Liu, Y.: Large-scale image categorization with explicit data
embedding. In: proceedings of CVPR (2010).

3. Csurka, G., Dance, C., Bray, C., Fan, L.: Visual categorization with bags of keypoints. In:
Proceedings of Workshop on Statistical Learning in Computer Vision (2004).

4. Grauman, K., Darrell, T.: Pyramid match kernels: Discriminative classification with sets of
image features. In: Proceedings of ICCV (2005).

5. Favorskaya, M., Proskurin, A.: Image categorization using color G-SURF invariant to light
intensity. In: proceedings of 19th International Conference on Knowledge Based and
Intelligent Information and Engineering, Elsevier Systems, pp. 681–690 (2015).

6. Yao, B., Khosla, A., Li, F.F.: Combining randomization and discrimination for fine-grained
image categorization. In: CVPR (2011).

7. Hoai, M.: Regularized Max Pooling for Image Categorization. In: Proceedings of the British
Machine Vision Conference, BMVA Press (2014).

8. Zhang, H., Berg, A., Maire, M., Malik, J.: SVM-KNN: Discriminative nearest neighbor
classification for visual category recognition. In: Proceedings of CVPR (2006).

9. Chitade, A., Katiyar, S.K.: Color based image segmentation using K-means clustering. In:
International Journal of Engineering Science and Technology, vol. 2, no. 10, pp. 5319–5325
(2010).

10. Zhang, D., Lu, G.: Review of shape representation and description techniques. In: Journal of
Pattern Recognition, Elsevier, vol. 37, pp. 1 – 19 (2004).

Table 3 Comparison with
other methods

Method Recognition accuracy (%)

Zhang et al. [8] 66.2
Yang et al. [16] 73.2
Hu and Guo [17] 65.5
Bilen et al. [18] 75.31
Our method 76.14

294 S.C. Agrawal et al.



11. Agrawal, S.C., Jalal A.S., Bhatnagar, C.: Redundancy Removal for Isolated Gesture in Indian
Sign Language and Recognition using Multi-Class Support Vector Machine: In: International
Journal of Computational Vision and Robotics, InderScience, Vol. 4, No. 1/2, pp. 23 – 38
(2014).

12. Dalal, N., Triggs, B.: Histograms of Oriented Gradients for Human Detection. In: IEEE
Computer Society Conference on Computer Vision and Pattern Recognition, pp. 886–893
(2005).

13. Byun, H., Lee, S.W.: Applications of Support Vector Machines for Pattern Recognition: A
Survey. In: Proceedings of first International Workshop on Pattern Recognition with Support
Vector Machines, Springer, pp. 213–236 (2002).

14. Milgram, J., Cheriet, M., Sabourin, R.: “One Against One” or “One Against All”: Which One
is Better for Handwriting Recognition with SVMs?. In: Tenth International Workshop on
Frontiers in Handwriting Recognition (2006).

15. Fei-Fei, L., Fergu, R., Perona, P.: Learning generative visual models from few training
examples: an incremental Bayesian approach tested on 101 object categories. In: IEEE. CVPR
2004, Workshop on Generative-Model Based Vision (2004).

16. Yang, K. Y., Gong, Y., Huang. T.: Linear spatial pyramid matching using sparse coding for
image classification. In: Proceedings of CVPR (2009).

17. Hu, J., Guo, P.: Combined Descriptors in Spatial Pyramid Domain for Image Classification.
In: Computer Vision and Pattern Recognition (2012).

18. Bilen, H., Namboodiri, V.P., Gool, L.J.V.: Object and Action Classification with Latent
Window Parameters. In: International Journal of Computer Vision, vol. 106, no. 3 (2014).

A Hybrid Method for Image Categorization … 295



Local Binary Pattern and Its Variants
for Target Recognition in Infrared
Imagery

Aparna Akula, Ripul Ghosh, Satish Kumar and H.K. Sardana

Abstract In this research work, local binary pattern (LBP)-based automatic target
recognition system is proposed for classification of various categories of moving
civilian targets using their infrared image signatures. Target recognition in infrared
images is demanding owing to large variations in target signature and limited target
to background contrast. This demands robust features/descriptors which can rep-
resent possible variations of the target category with minimal intra class variance.
LBP, a simple yet efficient texture operator initially proposed for texture recognition
of late is gaining popularity in face and object recognition applications. In this
work, the suitability of LBP and two of its variants, local ternary pattern (LTP),
complete local binary pattern (CLBP) for the task of recognition in infrared images
has been evaluated. The performance of the method is validated with target clips
obtained from ‘CSIR-CSIO moving object thermal infrared imagery dataset’. The
number of classes is four- three different target classes (Ambassador, Auto and
Pedestrian) and one class representing the background. Classification accuracies of
89.48 %, 100 % and 100 % were obtained for LBP, LTP and CLBP, respectively.
The results indicate the suitability of LBP operator for target recognition in infrared
images.

Keywords Local binary pattern ⋅ Local ternary pattern ⋅ Complete local binary
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1 Introduction

Human beings are capable of detecting and recognizing objects surrounding them
through their innate abilities which improve with time by experience and learned
competence. Research is being carried out to develop systems which can imitate
these human activities for various applications, such as automatic target recognition
(ATR) [1, 2], surveillance [3–5], rescue operations [6] and intelligent transportation
systems [7, 8]. ATR systems originally meant for defence applications, are gaining
relevance and popularity in civilian sector recently for infrastructure security in
industries, such as nuclear, energy, oil and gas. In the civilian context, monitoring
unauthorized intruding persons and vehicles for security has been one of the most
critical issues for society, governments and industries [9, 10].

The objective of ATR algorithm is to detect and classify each target image into
one of the number of classes. The first stage detection involves detecting the
moving target in the image and removing the background clutter. The next stage of
recognition involves computing features which is passed to a classifier for classi-
fication [1]. The main focus of this work is the task of recognition.

Infrared imaging owing to its ability to operate even in extreme darkness and
harsh weather conditions is one of the preferred sensing technologies for target
recognition. However, target recognition in infrared images is difficult because of
the large variations in the thermal signatures of targets. As a matter of fact, the
thermal heat signature of both target and background clutter vary extensively due to
environmental variations [11]. Infrared images fail to provide information regarding
edges and boundaries of targets, making it difficult to extract robust features for
recognition [12]. This calls for exploration of features that are robust to these
variations, which is the core emphasis of this work.

2 Literature Survey

Over a span of 20 years, researchers have proposed several feature extraction
approaches. Feature extraction can be looked upon as a two-step process involving
feature detection and feature description. Feature detectors can be based on key-
points or uniform dense sampling of points across image [13]. Feature descriptors
describe the detected point using the local neighbourhood information around it.
Some popular feature descriptors used for recognition are SIFT-Scale invariant
feature transform [14], HOG-Histogram of oriented gradients [15], SURF-Speeded
up robust features [16]. In the past decade, texture operators used for texture
analysis and classification were extended to face and object recognition applications
and have shown promising results. Ojala et al. for the first time has presented Local
binary pattern (LBP) for texture recognition which has become popular as it is very
discriminative and computationally efficient [17]. A decade later, the suitability of
LBP for face recognition was demonstrated in [18]. Owing to its various
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advantages, researchers have proposed variants of LBP, Hamming LBP [19],
Extended LBP [20], Completed LBP [21], Local ternary patterns [22], Multi block
LBP [23, 24], etc. Also, LBP applicability to various fields, such as image
matching, object recognition and scene classification has been explored. In the
recent years, researchers have started investigating the use of LBP for military
target recognition in infrared images [25, 26]. This work focuses on demonstrating
the suitability of LBP and two of its variants––LTP, CLBP for civilian target
recognition in infrared images. The reason for choosing these variants is their
highly discriminative nature while retaining the computational effectiveness of the
basic LBP making them suitable for ATR systems which demand real-time oper-
ation capabilities.

This paper is organized as follows. First, we provide a brief introduction of LBP,
LTP and CLBP. Then, we describe the infrared ATR database used. Then, we
present the in depth recognition methodology, followed by the experimental results
and analysis and finally some concluding remarks.

3 Theoretical Background

A brief about the basic LBP and two of its extensions, LTP and CLBP is presented
in this section.

3.1 LBP

Local binary pattern (LBP) operator was presented by Ojala et al. for the purpose of
texture recognition [27]. It works on the basis of one major assumption that texture
consists of two complementary aspects, i.e. textural pattern and its strength.
The LBP pattern for each pixel is generated by thresholding the pixel intensity
value with its neighbourhood thereby resulting in a binary pattern. The original
LBP was proposed for a 3 × 3 neighbourhood. Later, in 2002 Ojala et al. [17]
presented a more generic revised form of LBP which is currently used as LBP. Two
main advantages of LBP operator is its invariance against monotonic grey-level
variations and ease of computation. LBP label is calculated by weighted multipli-
cation of the obtained LBP binary pattern, and summing up the result as shown in
Eq. (1). The thresholded values are computed by comparing its intensity value with
its neighbours as shown in Eq. (2).

LBPP,R = ∑P
i=1 2

ði− 1Þ × ft intensityi − intensitycð Þ ð1Þ

ft xð Þ= 1, x≥ 0
0, else

�

, ð2Þ
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where intensityc denotes the pixel intensity value of the center pixel, intensityi is the
pixel intensity value of its neighbours, P is the number of neighbours and R rep-
resents the radius of the neighbourhood. The LBP procedure is shown in Fig. 1.

The number of different LBP labels possible for a neighbourhood of P pixels is
given as 2P. For a 3 × 3 neighbourhood, the number of neighbour pixels is 8 with
28 = 256 possible number of different labels. Another popular extension to the
initial proposed LBP operator is the Uniform Patterns owing to its two main
characteristics, reduced size of feature vector and rotation invariant nature of the
descriptor [17]. If a LBP contains less than or equal to two bitwise changeovers
from 0 to 1 or vice versa when the bit pattern is navigated circularly then it is
known as uniform pattern. The binary patterns 11111111, 1000111 with 0 and 2
transitions, respectively, are uniform whereas the patterns 00101100 and 01011011
with 4 and 5 transitions, respectively, are not uniform patterns. It exploits the point
that the occurrence of some binary patterns is more frequent than others in texture
images. Uniform pattern detects only important local texture, such as spot, edge,
flat, corner, etc. While calculating uniform pattern LBP, a distinct label is used for
each of the uniform patterns and a single label is used to represent rest all
non-uniform patterns, thereby reducing the size of feature vector.

3.2 LTP

The original LBP was extended to a version named local ternary patterns (LTP) by
Tan and Triggs [28]. LTP is more robust to noise specifically in near-homogenous
image regions. LBP is sensitive to noise because of thresholding exactly at the
central pixel intensity. This issue is addressed in LTP by a 3-value encoding
scheme, in which intensity values in a zone of width ±t around intensityc are
quantized to zero, intensity values above this are quantized to + 1 and lower than
this to − 1 as shown in Eqs. (3) and (4).

Fig. 1 LBP calculation for a sample window of 3 × 3
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LTPP,R = ∑P
i=1 2

i− 1ð Þ × ft intensityi − intensitycð Þ ð3Þ

ft xð Þ=
1 x≥ intensityc + t
− 1 x≤ intensityc − t
0 x− intensitycj j< t

8

<

:

, ð4Þ

where t is the user-specified threshold value. This makes LTP more resistant to
noise compromising to an extent its invariance to grey-level transformations. They
also proposed a simplified coding scheme whereby each ternary pattern is frag-
mented into two parts: positive and negative, as shown in Fig. 2.

3.3 CLBP

A generalized and complete LBP, termed as completed LBP (CLBP) was proposed
by Guo et al. [29]. Intensity of center pixel and a local difference sign-magnitude
transforms (LDSMT) is used to characterize a local region in CLBP. Global
thresholding is used to binary code the center pixel which is termed as
CLBP_Center (CLBP_C). The image local structure is decomposed into two
complementary components: the difference signs termed as CLBP_Sign (CLBP_S)
and the difference magnitudes termed as CLBP_Magnitude (CLBP_M). LBP can
be treated as a distinctive case of CLBP which uses only CLBP_S. Through

Fig. 2 LTP calculation for a sample window of 3 × 3. In the LTP, the ternary pattern is further
coded into upper LBP and lower LBP. Upper pattern is coded by holding 1 and substituting 0 and
–1 with 0. Lower pattern is coded by substituting 1 and 0 with 0 and –1 with 1
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theoretical and experimental evidence it was observed that local structural infor-
mation is more preserved in the sign component when compared to the magnitude
component. In line with the coding strategy of CLBP_S, CLBP_M is defined as in
Eq. (5). The CLBP encoding process is illustrated in Fig. 3.

CLBP MP,R = ∑P
i=1 2

ði− 1Þ × ft intensityi − intensitycð Þ ð5Þ

ftðxÞ= 1, x≥ c
0, x< c

�

, ð6Þ

where c is value of threshold which is computed adaptively. It is generally chosen
as global mean intensity value of the image.

CLBP CP,R = ftðintensityc,CIÞ ð7Þ

where ft is defined as in Eq. (6) and threshold CI is set as the average intensity of
the complete image.

4 Experimental Data

In this work, LBP, LTP and CLBP features are evaluated in the context of infrared
target recognition. There are a total of four classes—three different target classes
(Ambassador, Auto, Pedestrian) and one class representing background. A total of
376 infrared target and background clips are generated from the ‘CSIR-CSIO
Moving Object Thermal Dataset’ consisting of total of 18 thermal video sequences
captured using a microbolometer type thermal image [12]. Complexity of IR images

Fig. 3 CLBP calculation for a sample 3 × 3 window
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is captured by generating target clips having variations in environmental conditions.
We used 80 % of dataset for training, i.e. 300 images (89 Ambassador, 89 Auto, 61
Pedestrians and 61 Background) and 20 % for testing, i.e. 76 images (19 images of
each category). Even though the number of classes is only four, the dataset is
challenging as each of the classes have large intra-class variations in terms of
variations in ambient temperature, target temperature, scale and pose. Representa-
tive set of infrared clips of the targets under diverse conditions is shown in Fig. 4.

5 Methodology

In this work, LBP and its derivative models are experimented for the IR target
recognition problem. Target recognition consists of two steps, feature
extraction/representation and classifier design. LBP is used for feature representa-
tion and for classifier SVM (Support Vector Machine) classifier [30] was chosen, as
SVM has demonstrated success in various computer vision tasks. In brief, the
overall process involves preprocessing the images to a fixed size of 200 × 200,
extracting the uniform LBP/LTP/CLBP features, generating the feature label

Fig. 4 Illustrative collection of infrared clips of targets (Top—Bottom Ambassador, Auto,
Pedestrian, Background)
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histogram and training the SVM classifier with these histograms. SVMs are
inherently two-class classifiers. We have extended them to handle the multiclass
problem by implementing the ‘One-versus-All’ approach [31]. The ‘one against all’
strategy consists of creating one SVM classifier for each class, which is trained to
differentiate the samples of one class from the samples of all other classes. This
trained SVM model is used to classify the test data. Figure 5 provides a graphical
representation of the process.

6 Results and Analysis

The performance of the proposed LBP-based infrared target recognition system is
evaluated on IR clips obtained from experimentally generated infrared image
sequences. The first stage of ATR, detection is performed using the spatiotemporal
information-based method proposed by Akula et al. [12]. The output of this method
is used to automatically obtain the IR target and background clips. A collection of
randomly chosen 300 clips across three target classes and background is chosen for
training and testing of the proposed recognition system. These clips capture vari-
ations of target signature in terms of temperature, scale and environmental
conditions.

The proposed method has been validated by using confusion matrix and average
classification accuracy as performance evaluation metrics. Average classification
accuracy is the average of the individual accuracy obtained for each class. To
evaluate the efficiency of LBP for target recognition in IR, we have used LBP with
varying pixel neighbourhood of 3 × 3, 5 × 5 and 7 × 7. The same have been
considered for LTP and CLBP. For all the cases uniform pattern representation was

Fig. 5 Graphical representation of LBP-based target recognition system
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used to retain rotational invariance. Confusion Matrix of LBP operator with pixel
neighbourhood of 5 × 5 is shown in Table 2. The high number of false classifi-
cation of the Background class is due to low resolution and lack of texture infor-
mation. Average classification accuracy of LBP and its variants for different radius
of pixel neighbourhood is detailed in Table 1. Our preliminary experiments show
that LTP and CLBP show a better classification performance in comparison to the
basic LBP. Also, LTP shows better performance in comparison to CLBP. The
addition of magnitude along with sign component is not very much beneficial due
to the temperature variations of targets in IR leading to variable intensity values of
the targets. Considering the trade-off of accuracy versus complexity, LTP seems to
be more suitable for IR target recognition.

7 Conclusion

Automatic target recognition of civilian vehicles and pedestrians in infrared images
is gaining popularity owing to its numerous possible applications, such as perimeter
monitoring of critical infrastructures, rescue operations, autonomous driver assis-
tance systems. LBP descriptor has become popular among texture models espe-
cially for texture and face recognition applications. The primary aim of this work is
to explore the appropriateness of LBP and its variants for target recognition in
infrared images under large inter-class variations caused by variations in ambient
temperature, target temperature, distance of target from sensor and target pose. It
was observed that all three descriptor models, LBP, LTP and CLBP achieved
considerably decent recognition rates of more than 87 %. Further, the recognition

Table 1 Average classification accuracy of LBP and its variants for different radius of pixel
neighbourhood

Sr. No Name of texture operator Neighbourhood of texture operator
3 × 3 5 × 5 7 × 7

1 LBP 89.48 % 89.48 % 88.16 %
2 LTP 100 % 96.05 % 100 %
3 CLBP 98.68 % 96.05 % 100 %

Table 2 Confusion Matrix of LBP operator with pixel neighbourhood of 5 × 5

Predicted class Actual class
Ambassador Auto Pedestrian Background

Ambassador 18 0 2 0
Auto 0 19 0 5
Pedestrian 0 0 17 0
Background 1 0 0 14
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rates were also improved by optimally choosing the descriptor radius. Our pre-
liminary experiments show that LTP and CLBP show a better classification per-
formance in comparison to the basic LBP. Considering the accuracy-time trade-off,
from the preliminary results LTP appears to be more suitable for civilian target
recognition in infrared images. In conclusion, this paper presents LBP-based
recognition framework and initial results for civilian target recognition in infrared
images. In future, the robustness of the system has to be validated on a larger
database containing additional relevant target categories, variations in targets and
occlusions.
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Abstract Image databases are getting larger and diverse with the coming up of
new imaging devices and advancements in technology. Content-based image
classification (CBIC) is a method to classify images from large databases into
different categories, on the basis of image content. An efficient image representation
is an important component of a CBIC system. In this paper, we demonstrate that
Self-Organizing Maps (SOM)-based clustering can be used to form an efficient
representation of an image for a CBIC system. The proposed method first extracts
Scale-Invariant Feature Transform (SIFT) features from images. Then it uses SOM
for clustering of descriptors and forming a Bag of Features (BOF) or Vector of
Locally Aggregated Descriptors (VLAD) representation of image. The performance
of proposed method has been compared with systems using k-means clustering for
forming VLAD or BOF representations of an image. The classification performance
of proposed method is found to be better in terms of F-measure (FM) value and
execution time.
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1 Introduction

Images are an important medium of communication these days, second only to text.
This has led to increasing size of image databases.

Unlike the past, where text-based approach using metadata was used to index
and retrieve the images in a database, content-based image retrieval aims at
indexing and retrieval of images based on actual content of images rather than the
metadata associated with it. CBIC, a sub-problem of Content-based image retrieval
(CBIR) [1] problem, which assigns images to different categories automatically on
the basis of content, is addressed in this paper. The system takes a query image as
input from the user and returns category of image. The generally used image
contents are colour, shape and texture information. Due to its effectiveness in
current context, this area of research has attracted lot of attention in recent years.

Efficient storing, indexing and searching are not possible if whole images are
stored and compared for search [2, 3]. That will be a waste of time and memory
space. An efficient representation is needed so that an image can be represented by
some of its unique features which can be later used for various purposes, viz.
classify images on the basis of their common features and search similar images
from database if a query image is given.

CBIC relies on the processing of set of features extracted from an image which
can represent whole image. The key frame features include texture features, shape
features and the most common colour features. Only the shape-based features for
image classification are used in this work. The proposed CBIC system gives the
category to which a query image belongs. This can be used for automatic cate-
gorization of image in a large database and searching for similar images. Use of
Scale-Invariant Feature Transform (SIFT) features [4] make the system invariant to
a substantial affine distortion, change in 3D viewpoint, addition of noise and change
in illumination in images.

The proposed method first extracts SIFT features from images. Then it uses
SOM for clustering of descriptors and forming a BOF [5–8] or VLAD represen-
tation of image. K-means is used in conventional CBIC and we propose and
demonstrate the use of SOM in place of k-means for forming visual words. This
greatly reduces the time complexity and improves the performance. To classify the
images from the database, the similarity between the feature vector of the query
image and each sequence of feature vectors in the training database is computed.
The vector comparison is performed using simple Nearest Neighbour (NN) classi-
fier using Euclidean distance metric.

Structure of content-based image classification system:

• Feature extraction—Features are extracted from training images using key point
detectors and described as a high dimensional vector using descriptors.

• Vocabulary creation—Formation of visual words by clustering descriptors of
detected features.
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• Representation—All training images are represented as high dimensional vector
using the visual words formed in second step.

• Query image—Query image given by user is also represented as a high
dimensional vector using the visual words formed in second step.

• Categorization—Vector representation of query image is compared with vector
representation of training images using some similarity measure and result is
returned.

The proposed method has been tested on Caltech101 dataset [9] available online.
The performance of the proposed system has been compared with k-means
clustering-based BOF and VLAD systems in terms of precision, recall, F-Measure
and execution time values.

Rest of the paper is organized as follows: Sect. 2 gives the basic concepts and
related literature for CBIC, Sect. 3 explains the details of approach taken in this
work, Sect. 4 discusses and compares the results obtained with previous and current
approaches and Sect. 5 gives the conclusion and scope of future work.

2 Basic Methodologies and Related Techniques

• Bag of Features (BOF)
BOF approach, initially proposed in [5], is analogous to Bag of Words approach
for indexing and retrieval of text documents. BOF representation groups the
local descriptors. Key points are detected using SIFT detector and described
using SIFT descriptor. A codebook of k “visual words” is obtained by clustering
the key point descriptors obtained, using k-means clustering. Each local
descriptor of dimension d of each key point of the image is assigned to the
closest visual word on the basis of Euclidean distance. An image is represented
as histogram of assignment of each local descriptor to a visual word. This gives
a k-dimensional vector representation of image. The BOF representation
obtained is normalized using Euclidean normalization. Many improvements to
BOF have been proposed with emphasis on efficiency and compactness of the
representation [10, 11], weighting scheme for visual words [12, 13] and
improving recall [14, 15]. Only basic BOF approach has been used in this paper
to limit the complexity.

• Fisher Vector (FV)
FV [16] is another widely used representation which has more compact repre-
sentation than BOF. It is obtained by calculating gradient of the sample’s
likelihood with respect to the parameters of this distribution. It is then scaled by
the inverse square root of the Fisher information matrix. It gives the direction in
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parameter space into which the learnt distribution should be modified to better fit
the observed data. FV gives high dimensional vectors for small vocabulary
sizes. In comparison with BOF, fewer visual words are required by this more
sophisticated representation. Dimension of vector is (2D + 1)*(N − 1) as gra-
dient with respect to mean of word and variation around the mean are calculated
for each dimension of a visual word. We consider three parameters of the
distribution, viz. relative frequency of word, mean of word and variation around
the mean where ‘D’ is the dimension of feature vector and ‘N’ is the number of
visual words. Linear classifiers provide excellent results with fisher kernels.

• Vector of Locally Aggregated Descriptors (VLAD)
VLAD [17, 18] is a simplification of Fisher Vector. Similar to BOF, key points
are detected and described using SIFT detector and SIFT descriptor. Key points
are clustered using k-means to learn a codebook C= fc1, . . . , ckg of k visual
words. Each local descriptor of key point x, belonging to set D, is assigned to its
nearest visual word ci = NN(x). VLAD descriptor differs from BOF descriptor
by storing the differences x − ci of the vectors x assigned to each visual word ci
in a vector rather than the number of descriptors assigned to each cluster. This
gives the distribution of the vectors with respect to the centre.

Vi = ∑
X ∈DjNN Xð Þ=Ci

X −Ci

where

Ci Value of ith visual word
Vi VLAD descriptor of ith visual word
D Set of local descriptors of key points
NN Nearest neighbour function which gives the visual word nearest to the input

key point descriptor

The dimension D of VLAD representation is D = k × d, if the local descriptor
is d-dimensional. Experimental results show that excellent results can be
obtained even with a relatively small vocabulary size. VLAD carries only
in-plane rotational invariance from original SIFT descriptor and is partially tol-
erant to image scaling and clipping. Improvements such as Intra-normalization to
address the problem of burstiness and Multi-VLAD to improve the retrieval
performance for small objects have been proposed [19]. Basic VLAD proposed
in [17] has been used in this paper to limit the complexity.

• Self-organizing maps (SOM)
SOM [20, 21] are a way to automatically cluster the points in a dataset. It is an
unsupervised competitive learning algorithm of the artificial neural networks. It
is related to classical vector quantization. The development of SOM was
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motivated by the way different sensory inputs such as motor, visual and acoustic
inputs are mapped onto corresponding areas of the cerebral cortex in a topo-
graphically ordered computational map. SOM-based clustering is used in this
paper in place of more time-consuming k-means clustering. This is based on the
intuition that SOM performs faster and topologically meaning full clusters than
K-means through its organized learning process. This is in fact demonstrated
based on the simulated experiments carried out in this paper. While the exe-
cution time of k-means clustering algorithm, previously used in CBIC algo-
rithms, depends directly on the size of visual vocabulary, SOM’s execution time
will not rise with data as the convergence can be archived with reasonably
sufficient samples.
A SOM is made of a network of neurons that is usually one or two dimensions.
At the beginning, the neurons are initiated with random weights. Input samples
from the input dataset are randomly selected to tune the weight vectors of
neurons in such a way that the most stimulated (winning) neuron and its
neighbours are being tuned more so that they become more like the stimulating
input sample. At the same time, the tuning effects for those neurons that
neighbour the winning neuron gradually decrease inversely to their distance
from the winning neuron. Gradually, this network of neurons progresses from an
initially unordered map to a stable topologically ordered map of clusters of
neurons. Each cluster contains neurons that belong to a particular class of the
input dataset. Some of the improvements proposed in the literature for SOM are
Distance metric learning method [22], spatial indexing method such as R-Tree
in order to speed up the search of the winning neuron to reduce the cost [23] and
batch version of the Kohonen algorithm to reduce execution time in some cases
[24]. Only SOM with Kohonen learning is used in this paper.

Steps in SOM algorithm are:

(1) Initialization—Weight vectors of all neurons on the map are initialized ran-
domly or randomly picked from inputs. Weight of the neuron j in the map can
be expressed as

wjð0Þ= fwji: j=1, . . . , n; i=1, . . . , dg

where n is the total number of neurons and d is the number of dimensions of
the input vector.
wjð0Þ is the value of weight vector of neurons at iteration 0.

(2) Sampling—An input sample is selected from dataset randomly and applied to
the lattice. It can be represented as

xðkÞ= fxki : i=1, . . . , dg

(3) Similarity Matching—The closest (winning) neuron cðtÞ is found at iteration t
using
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c tð Þ= argminj wj tð Þ− x kð Þ�
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�, j=1, . . . , n

where wj tð Þ− x kð Þ�
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�

�

�

�

�

� is the Euclidean distance between randomly selected
input sample and the neuron wj tð Þ on the map.

(4) Updating—Weight vectors of winning neuron and its neighbouring neurons
are updated according to

wj t+1ð Þ=wj tð Þ+ η tð Þhj, c tð Þ tð ÞðxðkÞ−wj tð ÞÞ

where hj, c tð Þ tð Þ is the neighbourhood function between neuron j and the winner
neuron c tð Þ at tth iteration and is calculated as

hj, c tð Þ nð Þ= expð−
d2j, cðtÞ
2σðtÞ2Þ

where σðtÞ is the time-varying standard deviation that affects the effective
width of the topological neighbourhood at iteration t and is calculated as

σ tð Þ= σ0expð− ηðtÞ
τ1

Þ, = 0, 1, 2, . . . ;N and τ1 =
N

log σ0

where

σ0 is the initial effective width
τ1 is the time constant
N is the total number of iterations in the adaptation process

Where dj, cðtÞ is the Euclidean distance between neuron j and the winner neuron
c tð Þ.
Where η tð Þ is the time-varying learning rate at tth iteration. The learning rate
serves to moderate the learning step of each iteration. It will decrease with
time so as to facilitate the convergence of the map. The learning rate at tth

iteration is computed as

η tð Þ= η0expð−
t
τ2
Þ, t=0, 1, 2, . . . ,N

where

η0 is the initial learning rate
τ2 is a time constant which is set to the total number of iterations in the

adaptation process, i.e. N

The steps 2–4 are repeated for N number of iterations in the adaptation
process.
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3 Proposed Methodology

We propose three methods, viz. VLAD with SOM, BOF with SOM and BOF with
SOM and Combined histogram and compare these with the case in which k-means
clustering is used in place of SOM-based clustering in all of these proposed
methods.

SOM in CBIC.

• Implementation of SOM in CBIC:

1. Input—Key points are detected using SIFT detector and described using SIFT
descriptor. Obtained key points descriptors are passed to SOM function along
with number of neurons n, total number of iterations N, initial value of effective
width σ0 and initial value of learning rate η0.

2. Clustering—Key points descriptors are clustered into n number of clusters by
SOM function.

3. Output—A vector with index of cluster centre to which each key point belongs
and a vector with value of d-dimensional cluster centres are returned by the
SOM function.

1. VLAD with SOM

• Training phase
First, SIFT features are extracted from all the training images. Then all the
extracted key point descriptors are stored in single row of a matrix and passed to
SOM-based clustering function which clusters the descriptors into clusters and
gives the output.
Sum of differences of cluster centre from each key point descriptor assigned to a
cluster centre is calculated for each cluster centre and stored in a vector rep-
resentation. This vector representation is called VLAD representation of image.

• Validation phase
For a given query image, each extracted SIFT descriptor is assigned to a cluster,
on the basis of Euclidean distance from the cluster centre, obtained in previous
step from SOM function. VLAD representation of a given query image is found
out as explained in training phase and its Euclidean distance from VLAD rep-
resentation of each training image is found. Query image is assigned a category
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using NN classification. Flowchart for the process shows the process graphically
with left portion showing training phase block and right portion showing testing
phase block.

Flowchart for VLAD:
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2. BOF with SOM

• Training phase
First, SIFT features are extracted and passed to SOM function to get the required
output as in VLAD with SOM.
A histogram for each training image is made in terms of number of key point
descriptors assigned to each visual word or cluster centre and stored in a vector.
This vector representation is called BOF representation of image.

• Validation phase
For a given query image, each extracted SIFT descriptor is assigned to a cluster
as in VLAD with SOM. BOF representation of the given query image is found
out as explained in training phase and its Euclidean distance from BOF repre-
sentation of each training image is found. Query image is assigned a category
using NN classification.

3. BOF with SOM and Combined histogram

• Training phase
All the steps in this phase are same as that in training phase of BOF with SOM
except that instead of creating separate histograms for all training images from
each category, only one histogram is created for each category. Sum of all
histograms for training images of a category are added and stored in a vector.
This vector representation is normalized. This results in only one histogram for
each category.

• Validation phase
BOF representation of a given query image is found as explained in BOF
with SOM and its Euclidean distance from the histograms obtained in training
phase is found. Query image is assigned a category using NN classification.
Flowchart for BOF with separate histograms for each training image and with
combined histogram is provided. It shows the process graphically with left
portion showing training phase block and right portion showing testing phase
block
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Flowchart for BOF and with combined histogram:
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4 Results

The experiments are performed on three categories of images of Caltech101 dataset,
viz. ‘airplanes’, ‘motorbikes’ and ‘faces’. Two hundred images were selected
randomly from each category and randomly divided into training and validation
sets. The results of proposed method are compared with state-of-the-art methods,
viz. VLAD with k-means clustering and BOF with k-means clustering. Comparison
is done in terms of precision (P), recall (R), F-Measure (FM) and execution time
values. FM is calculated as the harmonic mean of P and R (Table 1).

For VLAD, use of SOM gives better results in terms of average F-Measure
(FM) and execution time both. Improvement of 6 % is observed in average FM
value. Time taken while using k-means is about 3 times more than that of SOM.

For BOF, use of SOM gives better results in terms of execution time for the
similar FM values. Average FM values are similar for both cases. Time taken while
using k-means is about 1.5 times more than that of SOM.

For BOF with combined histogram, use of k-means gives an improvement of
about 7 % in average FM value. But execution time is about 6 times more in case of
k-means which is not practical. So, use of SOM gives better results in this case also.

Table 1 Results of different methods

Method Category P (%) R
(%)

FM
(%)

Avg
FM
(%)

Execution
time (Sec)

VLAD with SOM Airplanes 98.60 75 85.19 73.52 560
Motorbikes 73.80 48 58.16
Faces 62.89 100 77.21

VLAD with k-means Airplanes 78.43 80 79.20 67.01 1800
Motorbikes 70.76 46 55.75
Faces 57.89 77 66.09

BOF with SOM Airplanes 87.71 78 82.57 87.79 1500
Motorbikes 88.99 97 92.82
Faces 88.00 88 88

BOF with k-means Airplanes 85.71 84 84.84 87.26 2301
Motorbikes 81.14 99 89.18
Faces 98.75 79 87.77

BOF with SOM and
Combined Histogram

Airplanes 92.53 62 74.24 83.14 1500
Motorbikes 91.26 94 92.60
Faces 73.07 95 82.60

BOF with k-means and
Combined Histogram

Airplanes 92.47 86 89.11 90.38 2100
Motorbikes 100 86 92.47

Faces 81.81 99 89.58
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5 Conclusion

Results show the superiority of SOM for clustering purpose as compared to
k-means clustering in CBIC techniques. Techniques considered were VLAD, BOF
and BOF with combined histogram. Large improvements in execution time with
comparable accuracy prove the suitability of SOM for real-time purposes. Accuracy
of the techniques considered can be further improved using better classifiers like
K-Nearest Neighbour (KNN) or Support Vector Machines (SVM).
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Road Surface Classification Using Texture
Synthesis Based on Gray-Level
Co-occurrence Matrix

Somnath Mukherjee and Saurabh Pandey

Abstract Advance Driving Assistance System (ADAS) has been a growing area of
interest in the research community for automotive domain where scene under-
standing and modeling is one of the principally focus area of activities. Texture
synthesis using gray-level co-occurrence matrix (GLCM) of any rigid body is not
an exceptional task in image processing area. The additional integration of this
method is for texture characterization and use it for the road surface classifications
which is the primary focus of this paper. We have also introduced that GLCM based
road surface analysis in a line scan manner that can be used as a module for ADAS
application.

Keywords Gray-level co-occurrence matrix ⋅ Road texture ⋅ The Advance
Driving Assistance System (ADAS) etc.

1 Introduction

Road quality monitoring and surface type classification of the road and there by
detection of pot hole, smoothness or roughness of the road surface is one of the key
features of the Advance Driving Assistance System (ADAS). There are some recent
work has been addressed in [1] where road quality measurement like potholes,
surface cracks has been mentioned for need to detection and to identify and locate
the area by continuous monitoring of roads based on Geographical Information
systems (GIS) which is totally based on road information system that keeps track of
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the road condition and surface type. It can be considered to inspect the observation
of the road by technological solution instead of observing the ground truth from
manual inspections. In recent decades most of the vehicle has to be carried out the
Advance driving Assisting System (ADAS) which is followed by camera system
mounted in the front of the vehicle. The proposed system is only based on the single
view monocular camera which is very cost effective now a days and the decision
making system is also very low process in terms of algorithmically development as
this system is totally depends on simplest methodology for texture analysis which is
Gray-Level Co-occurrence matrix (GLCM). There are different methodologies for
the analysis of textures like Texton theory, the Wavelet based approach, the Fourier
approach. However, the simplest way for texture analysis is using GLCM which is
interesting as it is proven to be related to the way the human visual system perceives
texture, which is the very first approach to texture analysis defined by Haralik [2]
and it is still widely used. Accordingly [2] 14 statistical features has been intro-
duced to estimate similarity between different Gray-Level Co-occurrence matrices.
Here we are mainly focusing to develop this system for ADAS technology in which
where only highly compute optimal algorithm available for constraint embedded
environment can exist, that’s why some of relevant features has been considered
like dissimilarity, correlation, homogeneity, energy, entropy to reduce the com-
putational complexity so that this can be considered for ADAS along with a very
sufficient decision making framework where features that are computed from
GLCM are based on the assumption of the texture information in an image can be
considered as contained in the overall spatial relationship which Gray levels of
neighboring pixels have to one another. GLCM contains information about the
frequency of occurrence of two neighboring pixel combination in a particular
spatial image domain. An analogous work can be considered in [3] where road
surface has been classified in terms of texture analysis on the basis of material of the
road using mathematical morphology which is generally used for structuring ele-
ments with various shape and sizes. In Ref. [4–6] the various types of Road
detection approaches has been described, which can tell us about the review of
some research work in related to this. The Ref. [7–13] has been clearly described in
various types of texture classification using GLCM in different types of applications
like in Image Segmentation, SAR image Analysis etc. In Ref. [14] an application of
gray level co-occurrence matrix (GLCM) has been used to estimate texture based
similarity of rock images.

The Fig. 1 describe one of the road data which is based on KITTI [Reference]
Vision benchmark road data sets for road segmentation and also few patches has
been depicted in figure for correspondingly road texture. Accordingly Fig. 2 has
been arranged to show the corresponding patch of size 21 × 21 in terms of gray
value for different five road samples. Primarily this paper is focusing for road
texture analysis based on some relevant texture characteristics using GLCM and
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how to differentiate from various type of surface of road like roughness, smooth-
ness, pot hole presents or not along with decision making system which can be
considered as an ADAS features.

2 Overall Methodology

Gray level co-occurrence matrix (GLCM) [2], one of the most well known texture
analysis methods considered to be used for estimates image properties. Each entry
of the image matrix element in GLCM corresponds to the number of occurrences of
the pair of gray levels for each row and column which are a specific distance apart
in original image. In the below there is an example of GLCM description, Table-1
consider an image with 4 × 4 matrix and corresponding value in range in between
{1,…10}, Table-2 depicts the corresponding GLCM matrix table where it can be
easily observed that co-occurrence of gray value in the Table-1 has been mapped
into the Table-2. In [15] it has clearly mentioned about the computation of the
GLCM is not only the displacement but also the orientation between neighborhood
image pixels must be established. The orientations also can be in horizontal (0º) or
in vertical (90º) and two diagonal (45º and –45º). As this example has been con-
sidered in horizontally (0º) pixel relationship demonstrated in the Table-1 like 5 and
6 gray value has 3 times occurrence and thereby by it has been mapped as 3 in
Table-2.

Fig. 1 Original image with patches

Fig. 2 Five road patches with size 21 × 21
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Table 2 

Table 1 
1 2 3 4 5 6 7 8 9 10

1 0 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 2 0 0 0 0 0
5 0 0 0 0 0 3 0 0 0 0
6 0 0 0 0 0 0 0 0 0 3
7 0 0 0 0 0 0 0 0 0 0
8 0 0 0 0 0 0 0 0 0 0
9 0 0 0 1 0 0 0 0 0 0
10 0 0 0 0 0 0 0 1 2 0

1 2 3 4

1 5 6 10 9

2 4 5 6 10

3 10 9 4 5

4 5 6 10 8

According to Mryka Hall-Beyer’s web pages [16] for GLCM tutorial as there are
some basic criteria are presents for the texture calculations which is required a
symmetrical matrix, so the next step is therefore to get the GLCM into as a sym-
metric form. A symmetrical matrix can be defined in such way that the same values
occur in cells on opposite sides of the diagonal. The next step is to make it
symmetrical and after that the measures for calculation require that each GLCM cell
contain the probability of occurrences rather than to measures the count. So basi-
cally the last steps determined to estimate the number of times this gray value
relationship occurs, divided by the total number of possible gray value occurrences.

Pi, j =
Vi.j

∑
N − 1

i, j=0
Vi.j

ð1Þ

In equation [3] the probability of the GLCM matrix has been described where V
I,j denotes the number of occurrences of the specified outcome and the denominator
term determines the total number of possible outcomes, I and j are the number of
column and rows in GLCM matrix.

2.1 GLCM Feature Estimation

To estimate the road surface using texture analysis we have considered 4 different
types of relevant features Homogeneity, Dissimilarity, Correlation and Energy
which are basically widely used in the literature.

Homogeneity. Homogeneity can be measured by evaluating the uniformity of the
non-zero entries in the GLCM matrix [16]. It can be defined as the weight values by
the inverse of contrast weight according to [13].
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∑
N − 1

i, j=0

Pi, j

1+ i− jð Þ2 ð2Þ

The GLCM homogeneity feature of any texture will be very high when the con-
centration of Co-occurrence matrix along in the diagonal basis, it indicates that
there are a lot of pixels in the image area either with the same or very similar gray
value. The larger gray values changes on the image will reflect the lower homo-
geneity and there by increasing higher GLCM contrast. The range of homogeneity
is belongs to in between 0 and 1. If there is any little variation on the image then the
value of homogeneity will be very high and so if there is no variation then
homogeneity will be equal to 1. Therefore, higher value of homogeneity refers to
the textures that contain perfect repetitive structures of arrangement, In other hand
lower value of homogeneity refers to isolatable variation in both, texture elements
as well as their spatial rearrangements. A texture which has distribution in homo-
geneously refers to an image that has almost no repetition of texture elements and
spatial similarity in it is absent, It can be consider according to Eq. (2).

2.2 Energy

Energy, also called Angular Second Moment [2] and Uniformity is a measure of
textural uniformity of an image. Energy reaches its highest value when gray level
distribution has either a constant or a periodic form. A homogenous image contains
very few dominant gray tone transitions, and therefore the P matrix for this image
will have fewer entries of larger magnitude resulting in large value for energy
feature. In contrast, if the GLCM probability matrix contains a large number of
small entries, the energy feature will have smaller value can be depicted through
Eq. (3)

Energy=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

∑
N − 1

i, j=0
P2
i, j

s

ð3Þ

2.3 Dissimilarity

This GLCM feature can be considered as a measure that defines the variation of
gray level pairs onto an image. It is the closest to Contrast with a difference of the
weight and Contrast unlike the nature of dissimilarity [13]. It is expected that these
two different measures behave in the same way for the same texture because they
calculate the same parameter with different weights. Contrast will always give
slightly higher values than Dissimilarity. Dissimilarity ranges from [0,1] and obtain
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maximum when the gray level of the reference and neighbor pixel is at the extremes
of the possible gray levels in the texture sample. The dissimilarity can be considered
by Eq. (4)

∑
N − 1

i, j=0
Pi, j i− jj j ð4Þ

2.4 Correlation

The Correlation texture measures the linear dependency of gray levels on those of
neighboring pixels. GLCM Correlation can be calculated for successively larger
window sizes. The window size at which the GLCM Correlation value declines
suddenly may be taken as one definition of the size of definable objects within an
image. It finds it similarity with autocorrelation as there is a resemblance to the
information provided by them and by [16] have demonstrated that GLCM Contrast
is identical to semi variance, and GLCM Correlation provides almost identical
information as provided by autocorrelation methods using Moran’s I or Geary’s C.
GLCM Correlation is quite a different calculation from the other texture measures
described above. As a result, it is independent of them (gives different information)
and can often be used suitably in combination with another texture measure. It also
has a more intuitive meaning to the actual calculated values: 0 is uncorrelated, 1 is
perfectly correlated, it can be estimated by Eq. (5) where μ and σ2 represents the
mean and variance, calculated by GLCM matrix elements.

∑
N − 1

i, j=0
Pi, j

ði−μiÞðj−μjÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðσ2
i Þðσ2

j Þ
q

2

6

4

3

7

5

ð5Þ

3 Testing Road Datasets

We have tested our experiments through the KITTI Vision data sets for road
segmentation. The data sets are widely used in the literatures for various purposes
like road segmentation and separation, road analysis etc. We have manually marked
the area first and apply the patched as described in our introductory part. The patch
size we have taken 21 × 21 described in Fig. 3. If the road segmentation has
perfectly done then we can apply for linearly scanning through the road from where
we can analysis the road texture in terms of surface classifications like pothole or
any kind of road distortion through a single camera.
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4 Experimental Result

We collected and tested on the basis of the benchmark data sets by using some
specific sample where this approach can be evaluated perfectly, Fig. 4 is one of the
sample data sets where we can see the discontinuity of the road surface in the
middle of the road. Our approach is to calculate Gray-Level Co-occurrence matrix
(GLCM) by linearly scanning method on the road area where we used 21 × 21
patches for every location of the line above the road which can be described as
Fig. 5. GLCM features like dissimilarity, correlation, homogeneity and energy has
been evaluated accordingly and thereby we plotted the result matrix value in X and
Y direction correspondingly. Figure 6 is the plot of GLCM dissimilarity and cor-
relation, same as in Fig. 7 is the energy and homogeneity for the specified line
scanned area as in Fig. 5 of the road.

4.1 GLCM Feature Analysis

Figure 6 depicts the plot of GLCM correlation and dissimilarity, which can be
analyzed in such way that if any discontinuity has been observed in road texture

Fig. 3 Original image with discontinuity of the road

Fig. 4 Linearly scanning on the road
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Fig. 5 GLCM—feature analysis using dissimilarity and correlation

Fig. 6 GLCM—feature analysis using homogeneity and energy

Fig. 7 Detected area which has very low energy and high homogeneity and hence can be easily
separable with other area
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then it can be separable in simple liner clustering along with if we observe on the
Fig. 7 which is homogeneity and energy then it can also be very easily separable by
clustering like K-means. Our experimental result has been mapped to the road
locations from where it can be easily mapped and it can be decided the disconti-
nuity and here it is described in Fig. 8 where we have marked the region on the
road. According to our line by line scanning methodology over the road it can be
observed in Fig. 9 which can describe the next scanning process, there by the same
GLCM feature has been extracted and plotted in Figs. 10 and 11 which can be
distinguishable compare to Figs. 6 and 7. This over all methodology can be easily
integrate to any road segmentation methodology for analysis road surface and
classified into various categories like pothole, rock cracked, smoothness, roughness
of the road which is very essential for any system to identify. The whole system
analysis methodology has been clearly mentioned in Fig. 11.

Fig. 8 Line scanning of the road surface

Fig. 9 GLCM—feature analysis using dissimilarity and correlation
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5 Conclusion

In this paper we have studied the problem of road surface quality analysis using
texture method where we have shown that GLCM based features provide valuable
inputs can be used as decision making mechanism. In the future work we are will

Fig. 10 GLCM—feature analysis using homogeneity and energy

Fig. 11 Line scanning on the road after successfully road segmentation
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focus ib fully automatically road quality monitoring where the road segmentation
will be executed automatically without any manual input and also the Same system
need to apply to make it a purely autonomous system for ADAS purpose where
driving assistance system will be more smooth, tangential and safe. There are
various kind of opportunity for future work along with this research work which
need to be carried out and whether it can be a fully automatic and smart in terms of
automatic update with GPS and generate a very smart road map for ADAS
integration.
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Electroencephalography-Based Emotion
Recognition Using Gray-Level Co-occurrence
Matrix Features

Narendra Jadhav, Ramchandra Manthalkar and Yashwant Joshi

Abstract Emotions are very essential for our day-to-day activities such as commu-

nication, decision-making and learning. Electroencephalography (EEG) is a

non-invasive method to record electrical activity of the brain. To make Human–

Machine Interaction (HMI) more natural, human emotion recognition is important.

Over the past decade, various signal processing methods are used for analysing

EEG-based emotion recognition (ER). This paper proposes a novel technique for

ER using Gray-Level Co-occurrence Matrix (GLCM)-based features. The features

are validated on benchmark DEAP database upto four emotions and classified using

K-nearest neighbor (K-NN) classifier.

Keywords EEG ⋅ HMI ⋅ GLCM ⋅ K-NN ⋅ ER

1 Introduction

Affective Computing is an interdisciplinary branch that relates to emotion or other

affective state. It is the bridge between emotions and cognition. Cognition is an

important aspect of emotion. Rafael and Sidney [1] discussed theoretical perspec-

tives that view emotions as expressions, embodiments, outcomes of cognitive

appraisal, social constructs, product of neural circuitry, and psychological interpre-

tations of basic feelings. It also reviews affect detection modalities such as facial

expressions, voice, body language, physiology (EMG, EOG, ECG and EEG), brain
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imaging (fMRI) and text. EEG signal cannot be intentionally controlled and hence

in the past few decades most researchers are trying to recognize emotions through

EEG. EEG-based emotion recognition research can be easy than Computed Tomog-

raphy (CT) and Functional Magnetic Resonance Imaging (fMRI) especially when

millisecond temporal resolution is required.

The electrical activity of the brain can be measured by EEG using 32 channel elec-

trodes with 8064 (128 sampling frequency x 63 sec data) samples for each emotion.

This 2-D matrix (32 channels x 8064 samples) represent the texture image for each

emotion. The texture image can be described by Gray-Level Co-occurrence Matrix

(GLCM). It is used as texture descriptor. GLCM is symmetric matrix that contains

the count of paired i and j gray levels separated by different distances and direc-

tions [2]. GLCM statistical features are useful in texture or image analysis methods

[2–4]. GLCM textural features are based on two neighbouring pixel intensity values

which are in different directions (0◦, 45◦, 90◦, 135◦) and distances. In this work, a

novel approach is proposed for EEG-based emotion recognition in terms of texture

image using GLCM features. EEG for different emotions such as happy, angry, sad

and relax represent texture image for each emotion. Here, texture image is formed

due to different emotion effects on EEG 32 channels. As per the literature survey,

GLCM-based approach for emotion recognition is not used yet to represent emotion

in terms of texture. It is differentiated using spectrogram image also. Here GLCM

image intensity is nothing but the amplitude of the EEG samples (8064) per chan-

nel used for emotion acquisition. The objective of this paper is to show the relation

between EEG 32 channels, i.e., the asymmetry between channels and what is cor-

relation between one channel to another channels using GLCM features. Contrast,

correlation, energy and homogeneity are used as GLCM features and classified using

K-NN classifier.

The organization of the paper is as follows: Sect. 2 introduced related works of

EEG-based emotion recognition using GLCM features. In Sect. 3, materials and

methods used in this paper such as DEAP dataset, Valence-Arousal 2-D plane and

flow chart of experiment are discussed. We give result in Sect. 4 with discussion and

conclude the paper in Sect. 5.

2 Related Work

Haralick et al. [2] were originally developed GLCMs to sort the massive number of

satellite images. Here we discussed GLCM features used in physiological signals.

The electrocardiogram (ECG) spectrogram image is used in [5, 6] to study the heart

abnormalities using GLCM features. Mustafa et al. [7] used EEG spectrogram image

from which GLCM texture feature were extracted and in [8] GLCM texture feature

used for IQ application. To classify the medical images in various applications using

GLCM and K-NN classifier studied in [9].
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Fig. 1 2-D Valence-Arousal

model

3 Materials and Methods

3.1 DEAP Dataset

In this work, we used preprocessed DEAP EEG dataset [10] and is freely available

on [11]. The DEAP dataset consists of two important datasets 1. EEG data 2. Periph-

eral Physiological data such as EOG, EMG, GSR, Temperature, Heart rate and res-

piration rate. The EEG and peripheral physiological data of 32 participants were

recorded as each watched 40 one-minute long music videos. The EEG data is avail-

able for each 32 participants in 3-D format means array shape of 40 (Video/trial) x

40 (32 EEG data and 8 peripheral data) x 8064 (data samples). The videos/trials are

reordered from presentation order to video order. The EEG data is recorded for 63

sec using 128 Hz down sampled frequency (128 * 63 = 8064 samples). The EOG

artefacts were removed and a bandpass filter from 4 to 45 Hz was applied. The pre-

processed DEAP EEG data is used in this work.

3.2 Valence-Arousal Plane

In this paper, human emotions are expressed by 2-D Russells valence-arousal plane

[12] because of its simplicity. The vertical and horizontal axis of 2-D plane rep-

resents arousal and valence respectively as shown in Fig. 1. Arousal scale ranges

from excited to calm and valence ranges from positive to negative. The arousal and

valence scale from 1 to 9. Low value is scale from 1 to 4 and high value is scale from

6 to 9. The 2-D arousal and valence model is divided into four parts i. e., Low



338 N. Jadhav et al.

Arousal Low Valence (LALV), Low Arousal High Valence (LAHV), High Arousal

Low Valence (HALV), and High Arousal High Valence (HAHV) as shown in Fig. 1.

We used four basic emotions happy (HAHV), angry (HALV), relax (LAHV) and

sad (LALV). The 40 videos are divided into 4 parts using valence and arousal values

[10, 11].

The flow chart of experiment is shown in Fig. 2. The input for our work is pre-

processed DEAP data that is 40 (Video/trial) x 32 (EEG data) x 8064 (data samples)

for 32 participants. The four emotions: Happy, Angry, Sad and Relax are separated

out using valence and arousal value and GLCM four features contrast, correlation,

energy and homogeneity for four offset [0, 1], [−1, 1], [−1, 0], [−1, −1] were calcu-

lated. Total 16 features calculated for each emotion video. Then we classified emo-

tions using K-NN classifier and calculate the classification accuracy for two, three

and four emotions combination.

3.3 GLCM and K-NN Classification Method

A general definition of texture is rough to touch means a difference between high and

low values. In image texture, the high and low values means grey levels or brightness

values of spatial positions in image. In this work, the spatial positions means the 32

EEG channels arranged accordingly asymmetry and lobe position. A co-occurrence

matrix [2] is a matrix over an image to be the distribution of co-occurring val-

ues at a given offset is defined using Eq. (1) and GLCM features are defined using

Eqs. (2)–(5).

CMΔrΔc
=

n∑

x=1

m∑

y=1

{
1 if I(x, y) = i and I(x + Δr, y + Δc) = j,
0 otherwise

(1)

Fig. 2 Flow chart of

experiment
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contrast =
∑

|i − j|2 p(i, j) (2)

correlation =
∑

i,j

(i − 𝜇i)(j − 𝜇j)p(i, j))
𝜎i𝜎j

(3)

energy =
∑

i,j
p(i, j)2 (4)

Homogeneity =
∑

i,j

p(i, j)
1 + |i − j| (5)

where, (r, c) is row and column offset (0 1,−1 1,−1 0,−1−1) represent the directions

(0◦, 45◦, 90◦, 135◦) respectively, (i, j) are the image intensity (in this work, amplitude

of the EEG samples 8064/channel), x and y are the spatial positions in image I of

size n x m (in this work, 32 channels).

The GLCM features (Contrast, correlation, Energy, Homogeneity) calculated for

four offset 0◦, 45◦, 90◦, 135◦ and they are represented as 16 features for one video and

one subject. The GLCM matrix for 32 channels and 32 gray-levels used to represent

the four emotions in zero direction is shown in Fig. 3.

For each emotion, 40 videos are separated based on the valence and arousal

values. Hence for happy 13 videos, angry 11 videos, sad 10 videos and relax 06

videos are separated. The input feature vector of each emotion for classification is

the average value of all 32 subjects. The calculated feature vector of each emotion is

for happy-13× 16, angry-11× 16, sad-10× 16 and relax-06× 16. This feature vector

matrix is fed to K-NN classifier. In this work, Euclidean distance is used to define the

nearest neighbours of a feature vector. The detailed about K-NN classifier is given

in [13].

The entire data is used for training and testing the K-NN classifier. The perfor-

mance of classifier is checked using a fivefold cross validation. The complete data is

divided into five equal parts, out of which four parts are used for training and one part

is for testing. The same division of data is used for in each fold. The classification

Fig. 3 GLCM matrix for all four emotions in zero direction
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accuracy is calculated as the ratio of sum of correctly classified test vectors to total

number of test vectors. The two, three and four emotions are classified using K-NN

classifier and the value of K varied in odd from 1, 3, 5, 7 and 9.

4 Result and Discussions

In [7], the GLCM features have been calculated for EEG spectrogram image. In this

work, 8064 samples of the 32 channels for each emotion are used as texture image

for calculation of 16 GLCM features. Each emotion produces a different texture. As

per the value of valence-arousal, the 13 happy, 11 angry, 10 sad and 06 relax emotion

videos are used.

For two emotions, the combinations are used as follows: happy–angry, happy–

sad, happy–relax, angry–sad, angry–relax and sad–relax. For three emotions, the

combinations are used as follows: happy–angry–sad, happy–angry–relax, angry–

sad–relax, and sad–relax–happy. For four emotions, the combinations are used as

follows: happy–angry–sad–relax.

The K-NN classifier accuracy result for two, three and four emotions are shown

in Figs. 4, 5 and 6 respectively. If we compared the accuracy then the accuracy of

two emotions are larger than the three and four emotions.

As value of K-fold increases, accuracy also increases but after nine nearest neigh-

bours insignificant changes occurred in accuracy hence we consider upto nine. In

Fig. 4 Accuracy of two emotions
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Fig. 5 Accuracy of three emotions

Fig. 6 Accuracy of four emotions
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paper [14], statistical, Power Spectral Density (PSD) and Higher Order Crossing

(HOC) features extracted using the DEAP dataset for two emotions calm and stress.

The classification accuracy of [14] using K-NN classifier is 66.25 % for statistical,

70.1 % for PSD and 69.59 % for HOC. However the average classification accuracy

of our method using GLCM features are 79.58 %. The result obtained by our method

for 32 channels and for 32 subjects while in [14], the results obtained for 4 channels

for two emotions like calm (arousal below 4 and valence between 4 and 6) and stress

(arousal above 5 and valence below 3). If we compared stress and calm emotions

with our work then it is angry and relax emotions by valence and arousal values.

5 Conclusion

It could be concluded from the above results that GLCM feature extraction tech-

nique is a robust method for recognizing the emotions from EEG with competitive

performance. More sample values per class increase the value of K-NN. Not much

work in EEG-based emotion recognition using GLCM features has been done. To

make Human–Computer Interface more natural, the classification accuracy must be

improved by a different classification technique such as SVM as the future work.
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Quick Reaction Target Acquisition
and Tracking System

Zahir Ahmed Ansari, M.J. Nigam and Avnish Kumar

Abstract The most relevant application of visual tracking is in the field of
surveillance and defense, where precision tracking of target with minimal reaction
time is of prime importance. This paper examines an approach for reducing the
reaction time for target acquisition. Algorithm for auto detection of potential targets
under dynamic background has been proposed. Also, the design considerations for
visual tracking and control system configuration to achieve very fast response with
proper transient behavior for cued target position have been presented which
ultimately leads to an integrated quick response visual tracking system.

Keywords Automatic Target Detection (ATD) ⋅ Automatic Video Tracking
(AVT) ⋅ Dynamic background ⋅ Shortest path following ⋅ Clutter suppression

1 Introduction

Object tracking is the process of locating and following a moving object (or
multiple objects) over time. When motion is estimated from image sequences
acquired from camera, it is called visual tracking. Here some features of these
objects are selected and matched on to other frames. Closed-loop target tracking
involves target acquisition, feature extraction, target representation, target
localization, track maintenance, and tracking error minimization using gimbal
control system. It also includes occlusion detection and handling. Visual tracking
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system precisely consists of two units: Target acquisition and localization unit and
servo system to steer line-of-sight. Target motion trajectory and necessary pointing
command is calculated by video tracker from the target image. Camera mounted on
gimbal platform is steered in closed-loop configuration to point toward the target.

Detection and Visual tracking of moving objects has become one of the extre-
mely important research areas in Electro-Optical surveillance system. It is a mul-
tidisciplinary work and involves image processing, computer vision, machine
learning, control system, and development of gimbal. Major components of visual
tracking have been depicted in Fig. 1.

Target acquisition is the first step for tracking. Here, target is acquired either
manually by operator by moving camera/gimbal with joystick or by locking of
potential targets with the help of auto detection.

There are various approaches for target localization/target tracking [1, 2] and the
approaches depend on various factors such as image quality, size, shape, appear-
ance [3, 4] of objects and the application. Typically, tracking algorithms [1, 2] have
evolved and grouped into generative tracking and discriminative tracking [2].
Tracking problem is formulated as a binary classification problem in discriminative
tracking methods. Discriminative trackers [5, 6] locate the object region by finding
the best way to separate object from background. Generative tracking method is
based on the appearance model of target object. Tracking is done via searching
target location with best matching score by some metric. Current state of the art
motion estimation methods involve target appearance learning [5], target detection
along-with basic tracking algorithms. Recently more focus is on discriminative
tracking instead of generative tracking.

Tracking of moving object in real scenario is a very challenging task. Most
difficult task is to cater for clutter [7], where nearby objects are having similar shape
or/and appearance as the target. Also, difficulties arise due to variations of
appearances and occlusions. To take care of occlusion [8] of target, continuous
prediction of its state is required. Linear prediction is the simplest method of state
prediction. Statistical methods are also used for complex scenarios.

Visual Tracking

State 
Prediction

Target 
Localization

Closed Loop 
Tracking

Target 
Acquisition

Appearance 
ModelAuto Stabilization 

LoopManual Motion 
Model

Search 
Strategy

Linear 
Prediction

Tracking 
Loop

Statistical 
Methods

Fig. 1 Visual tracking
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Closed-loop tracking system with its stabilization and tracking loop with
essential components has been shown in Fig. 2. Line-Of-Sight (LOS) stabilization
of the camera/sighting system facilitates acquisition of stabilized video. It limits the
amount of the image motion in the field of view of the sensor during a frame, i.e.,
sensor integration period. The basic principle of inertial stabilization of LOS rate is
to sense the disturbance torque and apply opposite torque to nullify it. This is
accomplished by sensing the gimbals rotation in the inertial space with a gyroscope
and converting the gyro signal into a torque through an appropriate compensating
algorithm and power amplifier using a torquer as an actuator. Track loop controller
is used to modify tracking error generated by target localization module and it
generates appropriate steering command for gimbal such that tracking error will be
minimized and target will be in the center of the FOV of the camera.

The ultimate objective is to develop robust and efficient algorithms for quick
command following real-time target detection with dynamic background and
tracking.

2 Performance Specifications of Target Tracking System

Starting from operational scenario to camera, tracking algorithm, processing power
to control system, there are many important considerations which determine the
performance specifications of target tracking system. Table 1 summarizes the
design parameters, their effect on tracking performance and corresponding required
design focus.

Tracking 
Controller

Automatic Detection 
& Tracking 

Stabilization 
Controller

Gyroscope

TI/CCD

Sighting System
(Gimbaled Camera)

Disturbances

Video

Steering 
Command Line of Sight

+ −

Stabilization Loop

Tracking Loop

Fig. 2 Closed-loop tracking system
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3 Development of Proposed System

In this paper, focus is to outline the scheme for quick target acquisition of moving
target and its fine tracking. For quick acquisition of target, gimbal has to point
toward cued target in a short time. After gimbal moves toward target, target will be
in the field of view (FOV) of the camera. But it is not necessary that target will be in
the center of FOV for its easy manual acquisition. Also, since target will be moving,
camera has to be moved accordingly to keep the target in the FOV. Along with the
moving target, background will also be dynamic. So, detection algorithm has been
developed for detection of moving target with dynamic background. For quick
movement of gimbal/camera toward cued target, a scheme has been proposed.

Table 1 Design consideration of tracking system

Parameters Effect on tracking performance Design focus

Real-time
tracking error
estimation

Consistency with current state of
target

Development of fast algorithms

Lag in closed-loop tracking Real-time implementation
Target size Different tracking algorithms have

capability to handle different
minimum/maximum target size

Tracking algorithm and camera to
be selected in conjunction

Minimum
target contrast

Difficult to track very low contrast
target

Suitable tracking algorithm and
camera to be selected in conjunction
Robust feature to be extracted

Tracking rate
(Pixels/frame)

Decides maximum trackable speed
of target

Bigger search/matching region
Better closed-loop tracking

Gate size Helps to eliminate clutter
(background)

Manual mode of gate size for robust
tracking under heavy clutter for low
variation of target size
Auto gate size is used for
unpredictable target size

Tracking
algorithms

Decides tracking accuracy and
duration

Select algorithms depending upon
the operational scenario

Robustness against adverse
conditions

Camera Video decides target acquisition and
performance of tracking algorithms

Select suitable camera in
conjunction with algorithms,
considering required size and
contrast of target

Control
system

Decides tracking accuracy Nested loop: stabilization loop
inside track loop

Smooth target acquisition (No
appreciable transient motion)

High bandwidth and gain, proper
damping
FOV compensation to facilitate
tracking with zoom
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Quick movement of gimbal with high performance control system for
stabilization and tracking has been implemented and tested experimentally.

3.1 Scheme for Quick Gimbal Movement

For quick acquisition of target, gimbal motion has been controlled intelligently.
Gimbal has a panoramic configuration. Command has been generated such that
gimbal will follow shortest path, so that it will take less time to reach the desired
position. Since the experimental tracking system can have n × 360° motion,
following the concept of shortest path maximum difference (Δθ) in the cued
position (Cmd) and current position of the gimbal can be 180°. Hence, if Δθ is
greater than 180°, it is modified as follows to make it within ±180°.

if abs (Δθ) > 180°
if Cmd > 0°

         Cmd=Cmd-360°
else

       Cmd= Cmd+360°
   end if

end if

In this way, appropriate direction and command is decided such that gimbal will
follow the shortest path to reach cued position. Figure 3 details concept of shortest
path. Since, stabilization loop has higher bandwidth than position loop, depending
on the error, proper switching of the controller/system mode has been implemented.
When error is high, stabilization loop is active with scaled position error as

Cued Position

Current 
Position_2

Current 
Position_1

Shortest Path

Shorte
st 

Path

0°

+90°−90°

+ 801 °

Fig. 3 Shortest path
following
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command. When error is within a very small window, position loop is activated.
This switching has helped in very fast position command following with very good
transient behavior. Figure 4 depicts scheme for mode switching and Table 2 enlists
system mode and command switching for different operational region (Δθ).

3.2 Detection of Moving Target with Dynamic Background

Background learning and frame difference algorithms [9–11] are commonly used
for automatic target detection (ATD). There are supervised methods [10] for target
detection, but they need prior information of the target. Algorithms have been also
proposed for small target detection [12]. Gupta and Jain [11] have presented
adaptive method for moving target detection in dynamic background. Our proposed
algorithm for ATD is based on frame difference method. Here, since training is not
needed, prior knowledge about target is not needed. This is a very important
requirement for practical scenarios. Following flowchart summarizes the detection
procedure.

Position Error(Δθ)Co
m

m
an

de
d 

Ra
te

θ1-θ1-θ2 θ2

A          B          C         C           B           A

Fig. 4 System mode and
command switching

Table 2 System mode and command switching

Operational region System mode Command

A: (abs(Δθ) ≥ θ2) Stabilization Maximum possible rate
B: (θ1 < abs(Δθ) ≤ θ2) Stabilization Proportional to position error
C: (−θ1 ≤ Δθ ≤ θ1) Position Position error
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Before taking frame difference, motion between detection windows of consec-
utive frames has been compensated. Block matching has been used for motion
estimation. From the local motion vectors, global motion vector has been estimated
using affine motion model by successive outlier rejection [13]. This method is
computationally effective and ATD can be achieved with complex motions. Nor-
malization of compensated difference image and logic of windowing based on mean
of current difference image and of moving mean of median-filtered previous means
help in robust ATD. Dynamic threshold for segmentation has been calculated as

Threshold = μ ± 3.5σ ð1Þ

where µ is the mean and σ is the standard deviation of the normalized difference
image. Clutter in the segmented image has been suppressed by median filter [9] and
blob has been obtained using morphological filter (Dilation followed by Erosion).
Finally all connected components have been declared as detected object. Table 3
shows different stages of proposed ATD algorithm.

If target speed is high, detected object is fragmented. Also, corresponding blobs
are larger than the objects. To address these two issues, an approach based on
region growing and fragment overlap has been proposed. Blob regions obtained
using algorithm of Fig. 5 has been used to find seeds for region growing. Histogram
of blob region intensity has been obtained and the intensity having highest peak in
the histogram has been selected as the seed. Criteria to grow region has been
obtained as intensity limits (lower and higher) almost symmetrical around the seed
intensity. Intensities between lower and higher intensity limits cover around 35 %
of pixels of the blob. Boundaries of grown regions are boundaries of detected
objects using region growing method. Detection boundary obtained through region

Table 3 Images at different stages of detection for video LineOfCars, Frame # 17

Affine Parameter:
[1.0002  -0.0018 3.3767; 0.0018 1.0002 1.0875]

Local Motion Vectors Difference Image Segmented Image

Median Filtered Image Blob Image Detected Image
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growing exactly fits the object size as shown in Table 4 for white car. Now, grown
regions, within five pixels neighborhood are associated with the same object. In this
way, different fragments of the same object are associated together. Table 4 shows
results of region growing and fragment association.

After targets have been detected, a potential target can be acquired. The acquired
target can be tracked with either by maintaining and predicting the state of the target
from its detection or with a suitable tracking algorithm.

3.3 Closed-Loop Tracking

A high performance servo control system for two axis experimental gimbal has
been developed to achieve fine stabilization and tracking. Inertial rate sensing of the
stabilization platform is done by a two axis Gyro. A stabilization loop is nested

Yes

Estimate Affine Motion between fn and fn-1

Align fn-1with fn with Estimated motion

Find difference image from compensated fn-1& fn and normalize it

Suppress clutter with median filter

Apply morphological filter to get blob of probable targets

Find connected components and their coordinates
(Targets Detected)

Find mean (μ) and standard deviation of normalized difference image

Find dynamic threshold and segment difference image

Find moving average (μm) of moving median filtered mean

0.6μm ≤ μ ≤ 1.4μm

Acquire Frame and crop it (fn) as 
per detection window

No

Fig. 5 Flowchart of target detection
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within track loop for disturbance isolation and proper damping. Stabilization and
tracking loop controllers are basically a combination of Proportional-Integral
(PI) controller and a Lead controller with anti-windup, proper scaling, and satu-
ration of intermediate and final signals. Tracker error generated by target local-
ization module has been passed through track loop controller after FOV
compensation. Figure 6 shows configuration of track loop controller.

PI controller output has been saturated at 9°/s. This limit covers maximum
expected tracking rate of ground targets and also facilitates quick sign reversal of PI
output. Different interlocks have been implemented for proper behavior of closed
loop (gimbal motion) during target acquisition and target locking and unlocking.
Before target locking, joystick or cue command is continuously assigned to the final
value of track loop controller to avoid jerk at the time of switching of rate command
to the tracking loop output. Also, track loop controller output is immediately
replaced by cue signal when tracker stops tracking the target. Suitably modified
tracking error (with PI Controller) with respect to aiming point given by target
location has been given as rate command to stabilization loop. With this rate
command, camera will move and target will always be around aiming point.

Table 4 Detection with region growing and association for video CarChaseWhite
Fr

am
e#

52
Fr

am
e#

53
A
lg
o

Flowchart, Fig. 5 Region Growing Fragment Association

Tracking 
Error

Steering Rate to 
Stabilization LoopFOV 

Compensation
Lead 

Controller

PI Controller 
with 

Saturation

Fig. 6 Tracking loop controller
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4 Performance Evaluation

After successful development of control system of tracking system, its performance
was evaluated and result has been given in Table 5.

Also, simulated control system model takes 1.2 s for 40° command with position
loop. For same command it takes just 0.5 s with proposed algorithm of system
mode and command switching. Auto detection module has been implemented in
MATLAB and its result has been given in Tables 3 and 4. To check the closed-loop
performance of integrated system, a synthetic video was projected and target was
locked using joystick. Performance of the control system has been given in Fig. 7.
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Fig. 7 Target rate and tracking error (1 Pixel = 22 µ radian)

Table 5 Performance: stabilization accuracy

Platform Disturbances Stabilization accuracy (µrad(1σ))
Amplitude
(Degree)

Frequency (Hz)

Armored fighting vehicle 2.74 1.0 17.99
0.30 3.0 21.29

Naval ship 25.00 0.1 10.72
Helicopter 2.38 2.0 27.82

0.318 5.0 42.22
Aerostat 1.00 0.5 8.37
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5 Conclusion and Discussion

A scheme for quick acquisition of target, its tracking, and design considerations of
tracking system has been presented. Experimental results show that the proposed
tracking system facilitates quick acquisition of target. Automatic target detection is
robust to adverse scenarios. It has comprehensively covered development of auto
detection. Due to FOV Compensation, this system can track target in
variable/different FOV of the camera. Camera can be zoomed in/out to get suitable
size of the target located at different distances.
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Low-Complexity Nonrigid Image
Registration Using Feature-Based
Diffeomorphic Log-Demons

Md. Azim Ullah and S.M. Mahbubur Rahman

Abstract Traditional hybrid-type nonrigid registration algorithm uses affine trans-

formation or class-specific distortion parameters for global matching assuming

linear-type deformations in images. In order to consider generalized and nonlinear-

type deformations, this paper presents an approach of feature-based global matching

algorithm prior to certain local matching. In particular, the control points in images

are identified globally by the well-known robust features such as the SIFT, SURF,

or ASIFT and interpolation is carried out by a low-complexity orthogonal poly-

nomial transformation. The local matching is performed using the diffeomorphic

Demons, which is a well-established intensity-based registration method. Experi-

ments are carried out on synthetic distortions such as spherical, barrel, and pin-

cushion in commonly referred images as well as on real-life distortions in medical

images. Results reveal that proposed introduction of feature-based global matching

significantly improves registration performance in terms of residual errors, computa-

tional complexity, and visual quality as compared to the existing methods including

the log-Demons itself.
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1 Introduction

Image registration refers to establishment of spatial correspondences among the mul-

titemporal, multiview, multisensor, or multimodal source images. Applications of

image registration include the atlas construction by geometrically aligning multiple

number of source images those are obtained in the remote sensing, medical imaging,

navigation, security, and industrial production [1]. In a broad sense, there exists two

types of image registration algorithms, viz., rigid and nonrigid. In a rigid-type image

registration, the geometric distortions of images are considered to be spatially invari-

ant. The rigid-type registration is usually tackled by conventional affine, projective,

or piecewise linear transformations, which require a finite set of parameters. In many

cases, however, there exists nonlinear and free-form local deformations (FFLDs) in

images, which is addressed by the nonrigid registration techniques [2].

Nonrigid image registration can be broadly classified into two types, viz., feature-

based and intensity-based. The feature-based also known as the sparse registration

methods involve establishing spatial correspondences in terms of surface landmarks,

edges, or ridges. Energy of directional derivatives, local frequency, or phases are

used to find the key points of spatial correspondences. These points are used for

matching the images using certain cost functions defined in terms of deterministic

or probabilistic distances such as the mutual information, cross cumulative residual

entropy, and cross-correlation [3]. The feature-based algorithms are computationally

efficient, but the robustness of performance of such methods is limited when the

imaging systems of source images have significant deviations in the filed-of-view [4].

The intensity-based monomodal image registration also known as the dense

matching algorithms usually assume brightness constancy restriction such as that in

the conventional template matching technique. The multimodal registration consid-

ers information theoretic cost functions which are adaptive to intensity corrections

or independent of any intensity-based restriction. Optical flow estimation forms a

large class of algorithms to solve the problem of nonrigid type image registration

using the intensity-based approach. Instead of using the image intensities, the pixel-

wise densely sampled scale-invariant feature transform (SIFT) features of images

have been used to establish spatial correspondences at the expense of a large com-

plexity [5]. The mutual information-based matching along with the B-Spline-based

interpolation has been shown to be effective for tackling nonrigid deformations those

occurred in the vicinity of a regular grid [6].

The well-established nonparametric and iterative techniques those are very suc-

cessful in mechanics such as elastics and fluid dynamics are often adopted for

intensity-based nonrigid registration [7]. For example, after the inception of Thirion’s

Demons algorithm [2], which is primarily based on modeling the image match-

ing in terms of diffusion process, several image registration techniques have been

developed for tackling dense deformation field by adopting different regularization

approaches. The challenges of classical Demons algorithm include the prediction

of image gradient, which often introduces folding of shapes due to local minima

in optimization. The introduction of diffeomorphism that preserves the topology of
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objects while calculating the gradient iteratively has improved the performance of

the Demons algorithms noticeably. Although the diffeomorphic Demons are compu-

tationally efficient, the performance of such algorithm for a relatively large deforma-

tions in images is not satisfactory. Several approaches have been tried to improve the

performance of the Demons algorithm by direct matching of features using the log-

spectrum, multiscale decomposition, or samples of intensities when source images

have a relatively large deformations [8].

In order to overcome the problems of feature-based and intensity-based image

registration algorithms the ‘hybrid’ approach has also been adopted. In this approach,

a suitable feature-based approach is applied globally on the source images as a pre-

registration technique, and then a finely tuned intensity-based image registration is

considered for matching the local deformations. For example, the globally optimized

affine-based functional magnetic resonance imaging of brain’s (FMRIB’s) linear

image registration tool, which is known as the FLIRT, has been applied along with

the Demons registration algorithm for stripping the brain tissues [9]. The software

package Elastix, a configurable set of parametric intensity-based image registration,

has been used prior to adaptively regularized Demons algorithm for registering syn-

thetic as well as real abdominal computed tomography (CT) images [10]. The non-

rigid registration is performed via an integrated squared-error estimator that mini-

mizes a cost function defined in terms of certain regularized SIFT-flow-based sparse

feature matching and velocity-based dense matching in [11]. The preregistration of

source images in terms of scale, translation, and rotations has been implemented with

the use of the convolution neural network-based classification algorithm, which fol-

lows the diffeomorphic Demons algorithm for the ultimate registration [12].

In this paper, we argue that instead of using available software packages or cer-

tain affine transformations those are specific for a defined class of deformations, a

generalized feature-based low-complexity preregistration can follow the well-known

diffeomorphic Demons algorithm for developing an efficient nonrigid registration

algorithm. In particular, the spatial correspondences of fiducial points in the source

images selected by shape-invariant local descriptors such as the speeded up robust

features (SURF) [13], SIFT [14], Affine-SIFT (ASIFT) [15] are used for feature

matching. The geometric transformation of these fiducial points in the preregistration

are performed by the use of orthogonal polynomial transformation. Experiments are

conducted on the source images having locally nonlinear synthetic distortions such

as the spherical, barrel, pin-cushion as well as images that undergo real-life nonrigid

deformations.

The paper is organized as follows. In Sect. 2, the proposed feature-based registra-

tion algorithm that uses the diffeomorphic Demons is presented. Section 3 presents

the experimental setup, results, and the performance comparisons of the proposed

method with the existing registration methods. Finally, the conclusions are drawn in

Sect. 4.
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2 Proposed Registration Algorithm

Let Ir(x, y) and Im(x, y) be the reference and moving images to be registered, where

(x, y) represents spatial coordinates in two-dimension. The proposed two-layer reg-

istration algorithm requires a feature-based global transformation Tg that follows an

intensity-based local transformation Tl. If the cost function of similarity of aligned

images is denoted as (⋅), then the objective of the registration algorithm is to find

an optimal set of transformations T∗ (T∗ ∈ T∗
g ,T

∗
l ) such that

T∗ = argminT∗
g ,T

∗
l ∈ST



(
Ir, (Is ◦Tg) ◦Tl

)
(1)

where ST is the allowable space of transformation and Is◦T represents the moving

image after it has been transformed by T . Commonly referred cost functions of sim-

ilarity include the sum of squared distance, correlation coefficient, mutual informa-

tion, and cross entropy. As practiced in the hybrid-type registration algorithms, the

global and local transformations Tg and Tl are considered to be independent to each

other. In order to improve the readability of the paper, these two transformations of

the proposed algorithm are presented in separate subsections.

2.1 Global Transformation

In order to align the moving image globally, first a set of key or control points is

to be identified. The Hessian detector is chosen for selecting the control points in

the images, due to the fact that successful robust features such as SIFT, SURF, and

ASIFT adopt this detector. Repeated implementation of difference of Gaussian fil-

ter and down-sampling the resultant images are usually practiced in localizing the

key points. For the purpose of registration, the features of these key points are esti-

mated, especially to establish the spatial correspondences of the reference and mov-

ing images. Hence, the robustness and computational complexity of the features play

significant role in finding the overall correspondence of two images. For example, the

SIFT features, which are calculated from the oriented gradients of the key points, are

invariant to scale, rotation, and translation of the patterns in images [14]. The com-

putation complexity SURF features are improved using the Haar wavelet filters for

the key points [13]. The ASIFT features, which are invariant to affine transformation

of a pattern in images, introduces a new parameter ‘transition tilt’ to accommodate

the distortion of appearance of an object in images due to variations of camera angle

both in the longitude and latitude directions [15]. The correspondences of the control

points in two source images are established by including the inliers and excluding

the outliers. The inliers and outliers are chosen by calculating the nearest neighbor

of the features. In the proposed method, we do not set any restriction on the choice

of the robust features to establish the correspondences on the control points, say N
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Fig. 1 An example of set of spatial correspondences obtained from moving image Lena that under-

goes a pin-cushion-type deformation

number of points, on the images to be aligned. Through extensive experimentation,

however, it is found that the correspondences found from the ASIFT features are

significantly better than existing SIFT or SURF features. Figure 1 shows an example

of set of spatial correspondences found by the ASIFT features, when the moving

image Lena undergoes pin-cushion-type synthetic deformation. From this figure, it

can be seen that there are sufficient number of control points (N = 1423 in actual)

for which the spatial correspondences of the patterns exist. It is to be noted that the

control points for the SURF and SIFT features are 234 and 367, respectively.

Since the geometric distortions are very often nonlinear, instead of the affine

transformation, we have chosen the polynomial-type transformation for the align-

ment of the images globally. Let 𝛷m(x, y) (m ∈ 0, 1, 2,… ,M) represent a general-

ized set of polynomial function of order m and 
s
i (i ∈ 1, 2,… ,N) (N ≫ M) repre-

sent the control points on the moving image that are used for global transformation.

The aligned image is obtained from the global transformation as

Iag (x, y) =
M∑

m=0
am𝛷m(x, y) (2)

where the parameters am can be estimated in the least-square sense, and solving the

set of linear equations given by [16]

M∑

m=0
am

[ N∑

i=1
𝛷m(xi, yi)𝛷n(xi, yi)

]
=

N∑

i=1

s
i𝛷m(xi, yi) m = 0, 1, 2,⋯ ,M (3)

If the polynomials are orthogonal, the parameters of the transformation are

am =
∑N

i=1 
s
i𝛷m(xi, yi)

∑N
i=1

[
𝛷m(xi, yi)

]2 (4)

In practice, a generalized set of orthogonal polynomials can be determined by the

Gram–Schmidt orthogonalization process and using a set of linearly independent
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functions. Examples of a few linearly independent functions include [16]

h0(x, y) = 1
h1(x, y) = x, h2(x, y) = y
h3(x, y) = x2, h4(x, y) = xy, h5(x, y) = y2 (5)

that can be used to generate a set of orthogonal polynomials, and hence, to obtain a

good approximation of Iag .

2.2 Local Transformation

In the proposed method, the globally aligned image Iag undergoes the local trans-

formation using the log-Demons algorithm [8]. In log-Demons, the focus is given

to estimate the ultimate velocity field v through the increment of velocity field 𝛿

v

in each iteration. In order to calculate the updates, a diffeomorphic transformation

𝜙 = ev of the velocity field is obtained. The forward mapping of the increment field

is given by [8]

𝛿

v
f→s = −

Ir − Iag◦𝜙
‖∇Iag◦𝜙‖2 + 𝛼

2
f |Ir − Iag◦𝜙|2

∇Iag◦𝜙 (6)

where Iag◦𝜙 represents the matched image via the map 𝜙, 𝛼
2
f (0 < 𝛼f ≤ 1) is an weight

parameter, and∇ is the gradient operator. In a similar fashion, the backward mapping

of the increment field 𝛿

v
s→f is obtained. Finally, the updated velocity field for the jth

step of an iteration is given by [8]

vj = K1 ⊗
[
vj−1 +

1
2
K2 ⊗

(
𝛿

v
f→s − 𝛿

v
s→f

) ]
(7)

where K1 and K2 are smoothing Gaussian kernels having standard deviations 𝜎1 and

𝜎2, respectively, and ⊗ is a convolution operator.

3 Experimental Results

Experimentations have been carried out on a number of commonly referred test

images in order to evaluate the performance of the proposed registration method as

compared to the existing methods. Due to the space limitations, however, the results

in this section are given that are obtained from popular grayscale images such as

Cameraman, Lena, MRI having pixel sizes 512 × 512, 256 × 256, and 128 × 128,

respectively. Three types of nonlinear deformations, namely, spherical, barrel, and
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pin-cushion are considered in the experiments with Cameraman, Lena for which

original version of the images are available. In cases of spherical- and barrel-type

distortions the origin of deformation lies in the center of the images, whereas that

lies in the center of first quadrant of image for the pin-cushion-type distortion. The

polar coordinates that undergo the spherical deformation include those within half

the maximum radius of image from the center. In the experiments, the cubic defor-

mation parameters of the barrel and pin-cushion-type distortions were chosen as

10−3 and −10−4, respectively, so that visual contents of the images remain within an

acceptable quality. In addition to the synthetic deformations, prototype distortions on

medical images such as the MRI images that have been used by other research groups

[17] are also included in the experimentations. Four registration algorithms, namely,

the B-Spline [6], Demons [8], FLIRT + Demons [9] and the proposed algorithm

have been considered in the experiments. The performance of the proposed algo-

rithm has been provided as three independent methods, namely, SIFT + Demons,

SURF + Demons, and ASIFT + Demons.

Table 1 shows the root mean-square (RMS) error estimated from the registered

images obtained from the methods when the moving images are deformed using

three-type synthetic distortions considered in the experiments. It is seen from this

table that in general the proposed methods show lower values of RMS error as com-

pared to the existing methods. In particular, the proposed ASIFT + Demons method,

which uses ASIFT features as the control points for global transformation, provides

the lowest RMS error as compared to the others. This is expected due to the fact

that the features provided by the ASIFT are invariant to the affine transformation,

and provides the best approximation of the globally aligned images. It is to be also

noted from the results of Table 1 that when the image size is relatively small, such

as the case of Lena as compared to that of the Cameraman, in terms of RMS error

the SIFT + Demons method performs very close with the ASIFT + Demons method.

Table 1 Results concerning the RMS error provided by the methods considered in the experiments

of synthetic deformations

Experimental

nonlinear

deformations

Comparing methods Proposed methods

B-Spline [6] Demons [8] FLIRT +

Demons [9]

SURF +

Demons

SIFT +

Demons

ASIFT +

Demons

Lena
Spherical 50.88 18.15 18.15 11.47 9.28 8.65
Barrel 30.88 55.88 49.41 21.95 14.64 12.41
Pin-Cushion 67.35 66.39 66.39 26.74 26.84 25.11

Cameraman
Spherical 92.91 40.55 40.55 37.50 32.04 24.28
Barrel 40.50 68.19 60.90 29.48 29.62 23.97
Pin-Cushion 60.45 64.66 64.66 32.36 33.97 27.42
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Thus, the SIFT + Demons method can be chosen for registration of a small size

image, but the ASIFT + Demons method is recommended for a large size image.

Figure 2 shows the visual outputs of the reference and moving images of Cam-
eraman which is synthetically distorted by spherical-type transformation, and the

corresponding registered images by the Demons [8] and proposed ASIFT + Demons

methods. From this figure, it is seen that the proposed method can align a moving

image very close to the reference image better than the Demons algorithm. Figure 3

shows the visual outputs of the reference and deformed images MRI used in [17],

and the images showing the squared of errors of registered images that are obtained

from the Demons [8] and proposed ASIFT + Demons methods. From this figure, it

is clearly seen that the error of registration can be significantly reduced by intro-

ducing the proposed ASIFT-based global transformation prior to the Demons-based

local transformation. Figure 4 shows the variations of RMS error in first few iter-

ations of the Demons and the proposed algorithm that uses the SIFT, SURF, and

ASIFT for global transformations. It is seen from this figure that the error of the

proposed method converges faster than the Demons algorithm. In addition, the pro-

posed ASIFT + Demons algorithm provides the lowest RMS error among the meth-

ods compared. These results are also consistent with the lowest errors shown in

Table 1, due to the fact that ASIFT performs better than SIFT or SURF as features

to determine the control points for global transformation.

(a) (b) (c) (d)

Fig. 2 Comparison of visual outputs of registration on image Cameraman. a Reference image,

b moving image distorted by spherical deformation. The registered images are obtained from

c Demons [9] and d proposed ASIFT + Demons, respectively

(a) (b) (c) (d)

Fig. 3 Comparison of errors of registration on image MRI. a Reference image, b real-life moving

image used in [17]. The images depicting squared errors of registered images that are obtained from

c Demons [9] and d proposed ASIFT + Demons, respectively



Low-Complexity Nonrigid Image Registration Using Feature-Based Diffeomorphic . . . 365

Fig. 4 Variations of the

RMS errors when

feature-based global

transformations are applied

prior to the Demons-based

local transformation
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4 Conclusion

In this paper, an hybrid-type registration algorithm has been presented to geometri-

cally align a pair of images that are deformed by nonlinear or nonrigid distortions.

Instead of using the traditional linear-type affine-registration or supervised and class-

specific registration parameters for the global transformation, the proposed method

has adopted an approach of robust and feature-based registration, which fits very

well for generalized and nonlinear-type distortions in images. In particular, the con-

trol points have been identified in the pair of images using the well-known robust

features such as the SIFT, SURF, and ASIFT. The global alignment of these key

points has been performed using the orthogonal polynomial transformation. The dif-

feomorphic Demons algorithm, which is well-known for registering images having

non-grid-type distortions, has been adopted for local matching of globally aligned

images. Experimentations have been carried out on commonly referred test images

that undergo both the synthetic-type distortions such as spherical, barrel, and pin-

cushion as well as real-life distortions. Results show that the proposed introduction

of feature-based global matching and Demons-based local matching significantly

improve the registration performance in terms of RMS error and visual quality as

compared to the existing methods. It has been also shown that due to the introduc-

tion of proposed approach, the computational complexity of Demons algorithm is

significantly reduced and at the same time generalized-type of large deformations

can be tackled very well by this algorithm.
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Abstract With the rapid growth of digital libraries, e-governance and Internet appli-

cations, huge volume of documents are being generated, communicated and archived

in the compressed form to provide better storage and transfer efficiencies. In such a

large repository of compressed documents, the frequently used operations like key-

word searching and document retrieval have to be carried out after decompression

and subsequently with the help of an OCR. Therefore developing keyword spotting

technique directly in compressed documents is a potential and challenging research

issue. In this backdrop, the paper presents a novel approach for searching keywords

directly in run-length compressed documents without going through the stages of

decompression and OCRing. The proposed method extracts simple and straightfor-

ward font size invariant features like number of run transitions and correlation of

runs over the selected regions of test words, and matches with that of the user queried

word. In the subsequent step, based on the matching score, the keywords are spotted

in the compressed document. The idea of decompression-less and OCR-less word

spotting directly in compressed documents is the major contribution of this paper.

The method is experimented on a data set of compressed documents and the prelim-

inary results obtained validate the proposed idea.
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1 Introduction

Since past decade, with the advancement in multimedia technology and internet,

there has been tremendous growth in the volume of documents handled by digital

libraries such as ACM, IEEE, and many online databases [1]. Therefore, keyword

searching has become very useful and frequent task while retrieving the related doc-

uments from these huge collection of documents. However because of large volume

of documents, the documents are generally compressed before archiving in different

databases to provide storage and transfer efficiencies. With the existing state-of-the-

art techniques, keyword spotting in compressed documents requires an additional

step of decompression which warrants additional computing resources. Therefore, it

would be novel and interesting to develop algorithms that can search the queried key-

word directly in compressed documents without going through the stage of decom-

pression.

The traditional way of tackling the problem of keyword spotting in uncompressed

documents is with the use of OCR [5, 14]. Techniques employing OCR carry out

text segmentation upto character level and convert the entire document image into

machine- readable text. But due to segmentation errors and document degradation,

the performance of the OCR decreases gradually. Hence an OCR-less method of

spotting keywords for uncompressed documents based on image matching was intro-

duced by Doermann [5, 14]. The OCR-less techniques can tolerate some sort of noise

and degradations, and also work irrespective of the script printed in the document.

However, the available keyword spotting techniques cannot be directly applied to

compressed documents without being decompressed and/or OCRed. Therefore, this

research paper aims at developing a word spotting model directly in compressed

documents bypassing the stages of decompression and OCRing, which is the major

contribution projected in this paper.

There are different document compression formats available in the literature,

such as TIFF, PDF, JPEG, and JBIG. But for compressing text documents CCITT

Group 3(T.4) [2] and CCITT Group 4(T.6) [3] compression schemes are popularly

used and are widely supported by TIFF and PDF formats. T.4 and T.6 compression

schemes are also frequently employed for compressing and archiving printed text

documents emerging from fax machines and digital libraries. Run-Length Encoding

(RLE) forms the backbone of these compression schemes. Therefore, this research

study is specifically focused on demonstrating the keyword spotting directly on run-

length compressed text documents of CCITT compression schemes.

In the literature, there are some efforts to operate directly on the compressed

data of CCITT Group 3 and CCITT Group 4 compression schemes [14]. The fol-

lowing operations such as feature extraction [8, 10], segmentation [11], word spot-

ting [11, 13], document similarity [7], and retrieval [6, 12] have been reported. In

the context of keyword spotting, the authors of [13] and [12] propose an OCR-less

word searching and document retrieval model for compressed documents. Their pro-

posed method reads the black and white changing elements from the compressed file,

builds an outer skeleton of the texts in an uncompressed mode, and then performs
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word spotting using the connected components and word object features. Since the

extracted skeleton of text and subsequent analysis (connected component, feature

extraction) are carried out in uncompressed mode, the method is same as working

on uncompressed document. On the other hand, the word spotting model proposed

by [11] is directly on the compressed document data. But their word spotting model

is based on the usage of an OCR. Here, the bounding box ratio is used to filter the

segmented compressed test words and in the subsequent step, the first two characters

of the filtered test words are decompressed and sent to OCR. In case the output of

the OCR matches with the first two characters of the keyword, the remaining charac-

ters of the test words are OCRed and matched with that of the keyword. In this way,

their method attempts to spot keywords by minimizing the burden of decompression

and OCRing. To our best knowledge in the literature, the idea of decompression-

less and OCR-less based word spotting in the compressed document data has not

been attempted in document image analysis. Therefore, through this research con-

tribution, the novel idea of word spotting directly in compressed documents using a

decompression-less and OCR-less method is initiated in document image analysis.

Overall, the research work aims at developing a novel method of keyword spot-

ting directly in run-length compressed domain with the help of simple and efficient

run-length features. The proposed method bypasses the stages of decompression and

OCRing as generally found in the conventional approaches. The user-queried key-

word is printed as an image and the font size invariant features are extracted from

its run-length compressed version. The extracted features of the input keyword are

matched with that of the compressed words in the document and the matching words

are spotted in the compressed document. The proposed idea is experimentally vali-

dated with a data set of compressed English printed documents and the encouraging

results are reported. Rest of the paper is organized as follows: Sect. 2 gives an out-

line of the proposed model and further discusses the different features used for word

spotting, Sect. 3 reports the experimental results and related discussions, Sect. 4 con-

cludes the paper with a brief summary.

2 Proposed Method

The different stages involved in the proposed model of word spotting in run-length

compressed document are shown in Fig. 1.

In the proposed model, the run-length compressed data is assumed to be extracted

from the TIFF-compressed document by employing Modified Huffman decoding

algorithm. Further the run-length compressed document is subjected to text line and

word segmentation using the recent approach proposed by [11]. From the segmented

compressed words also called as test words, the bounding box ratio is extracted and

indexed in a database of compressed documents. On the other side, the user query is

input through the keyboard, then mapped as an image and run-length compressed to

extract the bounding box ratio and other proposed features for word spotting. In this

way, based on the bounding box ratio of the keyword, the indexed test words from the
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Fig. 1 Proposed compressed document word spotting model

compressed document database are filtered out. The filtered test words are subjected

to feature extraction using their compressed run-length data. Finally, the extracted

font size invariant features of the test words are matched with that of the keyword, and

the matching words are spotted in the compressed documents. The feature extraction

and feature matching strategies are illustrated in the upcoming discussions.

2.1 Feature Extraction

Efficient feature extraction is very crucial in word spotting application. The different

font size invariant features extracted from the keyword and the segmented test words

for matching and keyword spotting in compressed documents are discussed here.

Bounding Box Ratio: Consider the sample word image in Fig. 2 which shows

the word ‘THIS’ in both uncompressed and compressed (run-length) versions. In

the figure, for the purpose of distinguishing the character runs after compression,

each character is represented with a unique color. The bounding box (bb) ratio for

a word is the ratio of the word length to word height. For the compressed word

in Fig. 2, the number of rows indicate word height (6) and sum of all the runs in

any given row (25) indicates the word length. The bounding box ratio computed is

25∕6. Experimentally it was observed that the bounding box ratio for any given word

represented in different font size (for all the discussions in this paper font size is taken

to be in the range 10–18) does not vary much and a threshold of 0.5 on either side of

that of the keyword can capture most of the words appearing in such a range of font

sizes in the compressed document. This is illustrated in Fig. 3.

Projection Profile Peaks: Generally a word in English language is characterized

by three regions [1], where the upper zone is called ascender region, center zone
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Fig. 2 Sample word in a uncompressed mode, b run-length compressed mode

Fig. 3 Bounding box ratio

of a word in different font

size

is base region (or x height region), and the bottom zone is descender region. For

extracting the run-length-based word features, three feature locations are defined in

the base region namely Pu, Pl, and Pc. The Pu is the topmost row of the base region

andPl is the lower most row of the base region, andPc is the center of the base region.

In a compressed word, Pu, Pl, and Pc can be automatically detected by computing

the projection profile and subsequently with a differential projection profile as used

in papers [4, 8, 9]. If a represents a word image in uncompressed version with m
rows and n columns, then b represents a matrix of compressed runs arranged in m
rows and n′ columns (where n′ ≪ n) as shown in Fig. 2. Then the projection profile

(pp) and the differential projection profile (dpp) computed are as follows,

pp(i) =
n′∑

j=1
b(i, j) (1)

dpp(i) = pp(i + 1) − pp(i), ∀ i = 1…m′
(2)

In the sample word shown in Fig. 2, all characters are of upper case and hence

ascenders and descenders do not come into picture. Therefore the top and bottom

rows are marked as Pu and Pl; however, in words with mixed case or lower case

characters the locations of Pu, Pl and Pc vary, and hence they have to be detected

automatically using dpp(i) as detailed in [9]. The base region peaks detected for a

word of different font size (see Fig. 3) are shown in Fig. 4. From the figure, it is

evident that the nature of the profile peaks remain invariant to change in font size.
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Fig. 4 Detection of Pu and Pl regions in a word with a Font size 12, b Font size 14. c Font size 16

Number of Run Transitions: After computing the locations of Pu, Pl, and Pc
for a compressed word, the runs along the corresponding rows are scanned and the

feature called number of runs or run transitions are extracted which are identified as

Nu, Nl, and Nc respectively. It was observed that, in an ideal case, for any given word

the number of run transitions in a particularly positioned row always remain constant

irrespective of the font size of the word. However, in practicality due to binarization

and presence of noise the run transitions slightly vary which can be handled by fixing

a threshold. Therefore, number of run transitions is potentially an important feature

for word spotting in run-length compressed documents. It was also observed that, to

some extent the proposed feature at the detected base region peaks are also invariant

to change in font size.

Correlation: The other important feature is correlation of runs which is computed

along the rows of the detected locations Pu, Pl, and Pc of the given compressed word.

The computed correlation features are respectively denoted as Cu, Cl, and Cc. The

proposed feature captures the similarity of black and white runs existing between

the test word and the keyword computed along the detected locations Pu, Pl, and Pc.

The correlation between any two rows of compressed runs is computed using the

approach proposed by the researchers in [10]. However, in this paper, the correlation

feature defined is the sum of the features C0−0 and C1−1 transitions defined in [10].

Between any two rows of runs in a compressed image, the values of C0−0 and C1−1,

respectively, indicate the presence of number of 0–0 and 1–1 pixel transitions (which

implies similar pixels). Further it is also important to note that, the correlation feature

changes with the change in word font size. Therefore, before computing correlation
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of runs across the detected peaks of the compressed words having different font size,

it is necessary to normalize the runs at the detected peak locations. This is achieved

by summing up the runs at the detected peak locations for both keyword and test word

to determine the word with longer row value (in pixels). For the detected word, all the

runs at the peak locations are proportionally mapped to the runs at the corresponding

peak locations of the word having smaller row value. Then, finally after normalizing

the runs, the correlation of runs is computed. This makes correlation feature suitable

for different font size words.

2.2 Compressed Word Matching

In the proposed algorithm, word matching is done in two stages. First, with the help

of bounding box ratio which filters out most of the test words from the compressed

word database. In the second stage, word matching is performed on the filtered test

words using two of the above discussed features such as number of run transitions

and correlation which are computed for both the keyword and the test words from the

database along their respective Pu, Pl, and Pc locations. Let the transition features

computed for the keyword and test word alongPu,Pl, andPc locations be represented

as Nk
u , Nk

l and Nk
c , and Nt

u, Nt
l and Nt

c. Similarly, the correlation features computed

are as follows, Ck
u, Ck

l and Ck
c , and Ct

u, Ct
l and Ct

c, respectively, for the keyword and

the test word. Then, word matching is accomplished by matching the features of the

keyword and the test word in three steps given below.

The parameters 𝜏1, 𝜏2, and 𝜏3 are the number of run transition thresholds defined

for Pc, Pu, and Pl locations. Their values were empirically determined to be 5 (using

a training set of 10 compressed documents of Times New Roman font), which gives

better performance and can potentially work in presence of some small noise or

degradation happening due to image binarization. The order of feature comparison

is along Pc, Pu, and Pl locations.
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Table 1 Performance of keyword spotting on the dataset of [11]

#Documents Font style #Keywords Precision (%) Recall (%) F-Measure

56 TNR 30 90.23 85.37 87.73

26 Arial 30 91.33 90.76 91.04

26 Calibri 30 92.03 88.33 90.14

Table 2 Comparative performance of keyword spotting with [11]

OCR method [11] Proposed method

#Documents Font style #Keywords F-Measure F-Measure

56 TNR 30 75.82 87.73

26 Arial 30 80.67 91.04

26 Calibri 30 81.05 90.14

3 Experimental Results

In order to validate the proposed method, two sets of experiments were performed,

first with fixed font size documents and then with variable font size documents.

For testing the method with fixed font size documents, the dataset presented in the

research work of [11] were utilized. The dataset totally consists of 108 compressed

text documents obtained from thesis and student project reports which contains doc-

uments in three font styles namely TNR-Times New Roman (56), Arial (26), and

Calibri (26), all containing text with fixed font size (12). Based on the topics covered

in the documents, 30 keywords were selected for testing purpose. The performance

measures used for testing the performance of keyword spotting are precision and

recall. The experimental results obtained for the above dataset using the proposed

approach are tabulated in Table 1.

Further, the comparative analysis of the proposed method with that of OCR-based

word spotting method of [11] is shown in Table 2. A sample result of keyword spot-

ting in fixed font size text is shown in the uncompressed version of the document

in Fig. 5. In the figure, the words within the red rectangular box are the one with

bounding box ratio near to that of the keyword and the words within the green rec-

tangular box are the spotted keywords. The proposed algorithm is also tested with

compressed documents containing variable font size and mixed font size. The text

documents contain texts with font size ranging from 10 to 18. The experimental

results obtained is tabulated in Tables 3 and 4 respectively.

The preliminary level experimental results reported in this paper are specifically

meant to establish the fact that OCR-less and decompression-less word spotting

could be possible in compressed documents. Therefore, the efficiency aspects like

computational complexity of the proposed algorithm is not reported in this paper.

Further, the proposed keyword searching technique has the limitation of spotting

only the exact keyword. For example the keyword ‘document’ can spot only the
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Fig. 5 Word spotting results shown in uncompressed version of the document for the keyword

‘documents’

Table 3 Performance of keyword spotting in variable font size documents

#Documents Font style #Keywords Precision (%) Recall (%) F-Measure

20 TNR 20 84.57 82.30 83.42

20 Arial 20 87.32 80.15 83.58

20 Calibri 20 83.61 78.23 80.83

Table 4 Performance of keyword spotting in mixed font size documents

#Documents Font style #Keywords Precision (%) Recall (%) F-Measure

20 TNR 20 87.20 82.39 84.72

20 Arial 20 85.19 84.21 84.69

20 Calibri 20 81.16 80.27 80.71

word ‘document’ from the compressed database and fails to detect the cases such as

‘Document’ (First letter in upper case), ‘DOCUMENT’ (all upper case), and ‘docu-

ments/documentation’ (partial keyword). However, idea of decompression-less and

OCR-less word spotting extended to the aforesaid limitations along with computa-

tional efficiency aspects of the proposed algorithm is anticipated in our next research

communication.

4 Conclusion

In this research work, a novel method of word spotting directly in run-length com-

pressed text documents using the simple font size invariant run-length features such

as run transitions and correlations have been proposed which bypasses the stages of
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decompression and OCRing. The features extracted from the keyword are matched

with that of test words from the corpus of compressed documents and the matching

words are identified which are the successfully spotted words. The proposed method

was experimented and validated with a compressed document dataset and encourag-

ing results have been reported. The word spotting method detects only exact words,

however the idea of avoiding decompression and OCRing in word spotting could also

be extended to partial keyword matching which could be next future enhancement

work based on this research paper.
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Autofocus Algorithm for Thermal Imagers
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Abstract Good image quality is the most important requirement of a thermal
imager or any other imaging system in almost all applications. Degree of focus in an
image plays a very important role in determining the image quality, thus focusing
mechanism is a very important requirement in thermal imagers. A real-time and
reliable passive autofocus algorithm has been developed and implemented in
FPGA-based hardware. This autofocus module has been integrated with the video
processing pipeline of thermal imagers. Prior to the hardware implementation,
different algorithms for image sharpness evaluation have been implemented in
MATLAB and simulations have been done with test video sequences acquired by a
thermal imager with motorized focus control to analyze the algorithms efficiency.
Cumulative gradient algorithm has been developed for image sharpness evaluation.
The algorithm has been tested on images taken from a thermal imager under
varying contrast and background conditions, and it shows high precision and good
discriminating power. The images have been prefiltered by a median rank-order
filter using a 3 × 3 matrix to make it more robust in handling noisy images.
Complete autofocus algorithm design comprising of a frame acquisition module for
acquiring user selectable central region in the incoming thermal imager video,
Cumulative Gradient-based image sharpness evaluation module, fixed step size
search-based focal plane search module and a motor pulse generation module for
generating motor drives have been implemented on Xilinx FPGA device
XC4VLX100 using Xilinx ISE EDA tool.
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1 Introduction

Focusing can be done either manually or automatically. Manual focusing is
achieved by moving the focus lens assembly manually, assessing the sharpest
picture by visual inspection and stop at the position, where the image seen at the
system display is sharpest. But visual inspection of best focus position may not be
accurate. An autofocus system brings a defocused image into focus by automati-
cally adjusting the focus lens assembly to capture the sharpest image based on some
sharpness evaluation metric. Depending on the scene distance from the thermal
imager, the focusing lens is required to be adjusted for obtaining sharply focused
image [1, 2]. Autofocus can be achieved using an active or passive approach.
Active methods are based on ranging techniques to measure the range of target, and
then by using the measured range the appropriate lens position is calculated. Pas-
sive methods rely solely on the captured image evaluation methods.

Proposed passive autofocus system design scheme has been divided into four
modules as shown in Fig. 1.: (a) frame acquisition module which captures image
data in selected region of interest (focus window) at different focus lens assembly
positions, (b) image sharpness evaluation module that computes sharpness metric
from captured frames, (c) focal plane search module that is used to search best focus
position of lens assembly, and (d) motor pulse generation module that generates
required pulses to drive motor assembly.

Frame acquisition module acquires central region (focus window) of the image
at various focus lens assembly positions. Sharpness values are computed for the
central focus window of images acquired. These sharpness values are used by the
focal plane search module to control the focusing lens assembly to make it reach at
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the position where the image sharpness is maximum [3]. The focus lens assembly is
powered electrically to reach the position where the computed image sharpness
value is maximum. Position sensor input is also used to decide the direction of
traversal and limiting positions. Plot of sharpness values corresponding to different
focus lens assembly positions gives the sharpness function. A good sharpness
function should work for all possible scene conditions and it should be monotonic
in nature with respect to the image focusing state [4]. The more defocused the
image is, the less its value should be. Moreover, a good sharpness function should
have good discrimination power; i.e., it should give a sharper response when the
focus point is closer and it should be able to combat noisy and low-contrast imaging
conditions [4].

2 Image Sharpness Evaluation Algorithm

Image sharpness is linked to the sharpness of its edge features. Focused images
contain more sharp edges compared to defocused images. Image sharpness evalu-
ation approaches involve computing a sharpness value that reflects the sharp edges
within a selected region of image. A multitude of image sharpness evaluation
algorithms exist today [5–7]. Familiar sharpness evaluation approaches include
image histogram, variance, energy of square gradient, entropy function, frequency
spectrum function, energy of Laplacian, square Gaussian gradient, Laplacian–
Gaussian, Tenengrad, etc. Previous works by researchers have showed that image
histogram and variance both have better operating efficiency and globality but poor
discrimination power. In the “Tenengrad” method, the horizontal and vertical Sobel
operators are used to evaluate the strength of the horizontal and vertical gradients of
the image. Then the sum of square of the gradients is defined as the sharpness value.
Similarly, Laplacian method employs convolving an image with the Laplacian
mask and the sum of square of the pixels in the resulting image is defined as the
sharpness value. In contrast to the variance-based methods, these two methods in
general have good discrimination power. However, they (especially the
Laplacian-based method) are more sensitive to noise than the variance-based
methods and have worse operating efficiency. Image sharpness evaluation model
based on image absolute central moment (ACM) [8] has better globality, focusing
efficiency, reliability, and accuracy but just like the variance, its variation range near
the focal plane is narrow. Frequency spectrum function has worse operating effi-
ciency, better locality.

An Image Sharpness Evaluation algorithm based on cumulative gradient mea-
sure has been developed for autofocus control of thermal imagers. Image Gradient
measure is used to find the transition rate between adjacent pixel values. Sharper
edges in focused images lead to a sharper transition in pixel values resulting in
larger cumulative gradient value for that image as compared to the defocused
images.
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For computing cumulative gradient, a central region of image (focus window) is
selected as shown in Fig. 2a. Cumulative gradient-based image sharpness value is
calculated as per the sharpness evaluation formula (Fig. 2b). Sharpness values are
computed for frames acquired at different focus lens assembly positions. This
sharpness value increases as the image becomes more focused. Taking a larger
region of interest makes the algorithm more robust to image noise but it adds to the
computational complexity. This algorithm takes care of vertical edges within the
scene as they are more prominent than horizontal edges in typical scenes.

3 Simulation Results for Sharpness Evaluation Algorithm

Video sequences were captured with a thermal Imager having motorized FOV and
focus control mounted on a tripod. The focusing lens assembly was moved from
one extreme position to the other extreme position so that the video shows a
transition from defocused state to focused state and then again to defocused state.
Frames extracted were 8-bit gray scale images of 288 × 352 pixels resolution.
Cumulative gradient values were computed for central 160 × 160 windows of the
image frames.

Sharpness values were computed for 160 × 160 central region of eight
sequential frames of video sequence 1 (Fig. 3a). In actual autofocus scenario, the
extracted image frames refer to images at different focus lens assembly positions.
Sharpness values corresponding to different frames were plotted to give the
sharpness function. Sharpness function plot (Fig. 3c) shows frame no. 5 as the best
focused frame that is clearly validated visually (Fig. 3b). Also, sharpness function
plot shows large variation range of 0.3−1.0 which is very important for the focal
plane search module to work efficiently.
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Fig. 2 a Central focus window selection, b Sharpness evaluation formula
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Same algorithm was applied to eight frames of another video sequence having
very low-contrast 4-bar target. The simulation results are shown below (Fig. 4):

The simulation results show that the sharpness functions, for each of the two
video sequences, have one peak at the best focus position and it strictly decreases
away from this peak.

To analyze the effect of different focus window sizes on the sharpness evaluation
algorithm, the sharpness values were calculated for three different center focus
windows of sizes 80 × 80, 160 × 160 and 240 × 240 of video sequence 1
(Fig. 5a). Simulation results showed that larger focus window size resulted in
smoother sharpness function with more variation range compared to smaller win-
dow (Fig. 5b). The best focused frame was found the same (frame 5) for all three
focus windows selected.

To see the effect of noise robustness of the algorithm, speckle noise was added to
video sequence 1 frames using standard MATLAB [9] function. Sharpness values
were computed for different focus window sizes of noise added frames and median
filtered frames. Larger focus window size (240 × 240) was found more effective as
compared to 160 × 160 window sizes under noisy conditions. As illustrated in
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(b) (c) Sharpness Function Plot for 8 frames of video sequence 1

0

0.2

0.4

0.6

0.8

1

1.2

1 2 3 4 5 6 7 8
Frame Number

Sh
ar

pn
es

s V
al

ue

Fig. 3 a 8 frames of video sequence 1 in different focusing states b Best focused frame (frame 5)
with focus window highlighted c Sharpness function plot for eight sequential frames
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(b) (c) Sharpness Function plot for 8 frames of video sequence 3
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Fig. 4 a 8 frames of video sequence two in different focusing states. b Best focused image: frame
no. 5; c Sharpness function plot for 8 sequential frames of video sequence 2

Sharpness Function Plots for different sized focusing windows for 8 
frames of video seq. 1

Cumulative Gradien 
80x80

Cumulative Gradien 
160x160

Cumulative Gradie 
240x2400

0.2
0.4
0.6
0.8
1

1.2

1 2 3 4 5 6 7 8
Frame Number

Sh
ar

pn
es

s V
al

ue

Cumulative Gradien 80x80
Cumulative Gradien 160x160
Cumulative Gradien 240x240

(a) (b)

Fig. 5 a Focused Frame of video seq. 1 with three different-sized focus windows. b Sharpness
function plots for different focus window sizes for eight frames of video seq. 1
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Fig. 6c, under noisy condition using 160 × 160 window size, resulted in false
detection of best focus frame (frame 4 was detected in noisy image and frame 6 was
detected in filtered image).

The sharpness function for 240 × 240 center focus window was found to
perform better in noisy condition. This window size was found effective in com-
bating this much amount of noise and identifying the best focused frame correctly.
It also showed larger variation range of sharpness values (Fig. 6d) as compared to
the 160 × 160 focus window size (Fig. 6c). Filtering resulted in a smoother
sharpness curve. Considering the effect of focus window size on the algorithm
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Fig. 6 a Noise added best focused frame with two focus windows highlighted, b Median filtered
frame with two focus windows highlighted. c Sharpness function plots for 160 × 160 size focus
window, d Sharpness function plots for 240 × 240 center focus window
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Fig. 7 a Comparison of three algorithms for eight frames of video sequence 1. b Comparison of
three algorithms for eight filtered frames of video sequence 1
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results, selection of window size was given as user controlled through some
external interface. The algorithm is computationally less complex, so sharpness can
be evaluated for full frame resolution also in real time.

The cumulative gradient algorithm was compared with two other widely used
sharpness evaluation algorithms: standard deviation (STD_DEV) and absolute
central moment (ACM). Sharpness values corresponding to all three algorithms
were calculated for central 160 × 160 portions of eight sequential frames and eight
filtered frames of video sequence 1. All three sharpness functions were scaled to
(0, 1) range so that the results can be compared. Cumulative gradient algorithm was
found to be having greater variation range of sharpness values as compared to the
variation range for other two algorithms (Fig. 7).

4 Focal Plane Search Module

Focal plane searching is a process of driving the focusing motor to determine the
focal plane location. The focal plane search algorithms that have been used in
various autofocus systems include: global scan, Fibonacci searching,
semi-searching, variation proportion searching, etc. Among these searching algo-
rithms, global scan has better stability and reliability; Fibonacci searching reduces a
great deal of image frames by introducing the Fibonacci array, but it requires higher
quantification accuracy of the evaluation function and it is more sensitive to the
delay of the driving motor.

Fixed step size search has been employed for focal plane search of thermal
imager best focus position. Image sharpness value corresponding to the starting
focus lens position is computed and the result is stored in a register. Then the lens
assembly is moved by one step in predetermined direction and image sharpness is
computed at that position. These two sharpness values are then compared which
gives the direction of movement of lens assembly in next step. In this way different
positions of focus lens assembly position are scanned and the image sharpness
corresponding to those positions are computed. Once peak is found and the
sharpness value starts to decrease, the focus lens assembly will not stop at that
position, instead it will go three steps further in the same direction to check that the
peak found is not the one of various sub peaks (Fig. 8). If the sharpness values
corresponding to these three positions are less than the peak found, the focal plane
search module will generate a signal to take the lens assembly back to the peak
value position and stop. If another peak greater than the earlier is found then the
motor will continue to search in the same manner. In our implementation, searching
for three subsequent positions is based on the step size we selected. Number of
search positions can be optimized as per the focus step size. This module has been
implemented in FPGA using VHDL.
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5 Hardware Implementation

The hardware module for autofocus control (Fig. 10) has been implemented in Xil-
inx FPGA device XC4VLX60 using Xilinx ISE EDA tool and VHDL [10]. Autofocus
module has been integratedwith the video processing pipeline (Fig. 9) of thermal imager.
15-bit Infrared (IR) sensor data is processed and various functions like nonuniformity
correction (NUC), bad pixel replacement (BPR), automatic gain control (AGC) and
dynamic range compression (DRC) are implemented in FPGA. Autofocus module
interfaceswith this videopipelineoutput (10-bit data) andother external inputs required to
initiate this function. Sufficient resources were available in XC4VLX60 FPGA device to
integrate both video processing pipeline and autofocus module.

Autofocus (AF) module has five inputs: clock (32 MHz board clock), asyn-
chronous reset, vertical and horizontal sync signals (vbl, hbl), lens position and a
switch interface (AF, i.e., autofocus switch to initiate the autofocus functionality).
Although focus window size has been fixed to 160 × 160 in the current imple-
mentation, it can be given as an input to this module.

AF module generates two outputs: motor_pulse_positive and motor_pulse_
negative to drive the motors in two directions. The thermal imager will be in
manual focus mode till the AF switch is pressed. This switch enables this module
and initiates the autofocus operation. 40 ms is taken as the debouncing time for this

Fig. 8 Focal plane search method
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Fig. 9 Video processing pipeline of thermal imager
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switch. 32 MHz onboard clock is internally divided into 8 MHz clock which is
used as a reference to trigger all processes. FIFO A and B are parameterizable
hardware specific synchronous modules instantiated in the VHDL design. The two
FIFOs work in ping pong fashion to store the intermediate results. Adder, differ-
entiator, and comparator modules are implemented in VHDL and are used to
compute the image sharpness value. Focal plane search module compares two
sharpness values and provides directional decision input to the motor pulse gen-
eration module which generates the drive according to decision taken. Motor pulse
generation module has two output lines. Pulse at the two output lines drives the
focus lens assembly in two directions. The termination criteria for stopping search
are also decided by focal plane search module. The search process is terminated
when

(a) The peak is found and there is no greater peak in next three steps in same
direction of motor movement, or (b) The extreme position is reached and the focus
lens assembly has traversed two times to-and-fro. In this case the focus lens
assembly will stop at the extreme position.

This autofocus module accepts 640 × 512 resolution, 10-bit image data,
computes sharpness value for center 160 × 160 focus window, and drives focus
motor accordingly. This implementation can work up to 220 MHz clock rate that
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Fig. 10 Data flow diagram of complete autofocus module

Table 1 Performance data of
Autofocus module

Logic utilization Used Available Utilization (%)

# Slices 525 6244 8
# Slice Registers 587 12288 4
# Slice LUT 829 12288 6
# Block RAM/FIFO 2 48 4
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meets the real-time requirements of 25 Hz frame rate. From resource utilization
point of view (Table 1), no. of slices used is only 8 %, so this module was easily
integrated with the video processing electronics of thermal imager.

6 Conclusion and Future Work

A real-time autofocusing algorithm is designed and implemented for thermal
imagers. An accurate and reliable image sharpness evaluation method based on the
cumulative gradient technique is presented in this paper. This algorithm gives good
results with thermal scenes with different-sized targets having varying contrast and
noise levels. The reported sharpness evaluation algorithm has been found very
effective when the scene contains prominent features. The algorithm will be further
optimized to provide autofocus capability under all types of imaging scenario.
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Parameter Free Clustering Approach
for Event Summarization in Videos

Deepak Kumar Mishra and Navjot Singh

Abstract Digital videos, nowadays, are becoming more common in various fields
like education, entertainment, etc. due to increased computational power and
electronic storage capacity. With an increasing size of video collection, a tech-
nology is needed to effectively and efficiently browse through the video without
losing contents of the video. The user may not always have sufficient time to watch
the entire video or the entire content of the video may not be of interest of user. In
such cases, user may just want to go through the summary of the video instead of
watching the entire video. In this paper we propose an approach for event sum-
marization in videos based on clustering method. Our proposed method provides a
set of key frames as a summary for a video. The key frames which are closer to the
cluster heads of the optimal clustering are combined to form the summarized video.
The evaluation of the proposed model is done on a publicly available dataset and
compared with ten state-of-the-art models in terms of precision, recall and
F-measure. The experimental results demonstrate that the proposed model outper-
forms the rest in terms of F-measure.

Keywords Event summarization ⋅ Key frames ⋅ Clustering ⋅ SD index ⋅
Video skimming

1 Introduction

In recent past, due to rapid advancement in imaging techniques, internet, and other
communication media, a huge amount of videos are produced for different purposes
on daily basis, for instance, surveillance videos in various security systems, videos
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for entertainment and educational purposes, etc. However, an effective and efficient
method of browsing the contents of a video is one of the most crucial challenges in
accessing such a large amount of videos.

Video summarization [1] is a tool that is used to create a short summary of a
video without losing the events occurring in video. It involves three steps namely
segmentation, feature detection and representation There are basically two
approaches used for video summarization: video skimming and keyframe extrac-
tion. Video skimming is a method which focuses on summarization of a video
without losing the important events along with its semantics. It can be considered as
a concise representation of a video clip. Video skimming is basically based on the
selection of local representative frames from the entire set of video frames [2].
Video skimming is a difficult task because semantic level analysis of contents of a
video by an automated machine is still not possible by the computational tech-
nologies we currently have. On the other hand, keyframe extraction [3] refers to the
selection of important frames (or salient frames) from a video. Here frames are
ranked based on importance, so as to break the video into unique events.

In this paper, our objective is to select key frames from a global view point by
using clustering algorithm and optimizing the number of clusters which are required
to effectively and efficiently divide and represent the entire content of the video. In
this paper, we are not going to focus on comprehensive coverage of the entire video
but to extract most representative key frame set for the video. The proposed
algorithm is divided into two phases. In the first phase achromatic signals repre-
senting individual frames undergo a clustering procedure. A cluster validation
technique is used to make the clustering parameter free by identifying the optimal
number of clusters for a given video. Then in the second phase, the frames closest
to the respective cluster heads are chosen as the key frames for the video content.

In Sect. 2 related works pertaining to video summarization is discussed. Then in
Sect. 3 proposed model is presented, followed by the experimentation and results
discussion in Sect. 4. Finally the Sect. 5 concludes the paper.

2 Related Works

There are basically two main approaches used in previous works for auto-matic
video summarization. The first approach is frame based approach, such as color
histogram, image difference [4–6]. This approach extensively segments the video
into individual frames and then the summarization algorithm is applied over these
frames. The second approach is based on the scene detection or motion based
approach. Scenes are detected using motion information which are computed based
on some global models, local models or global models fitted into local context [7,
8]. These image based and scene based models are capable to provide reasonable
segmentation of the video. However, the number of key frames may become large
in order to provide an overview of a long video if the key frames are considered at
every cut point. To overcome this, the clustering algorithms [9–11] can be applied
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for grouping the shots. The clustering is mainly based on color information and
shape and spatial correlation [10, 12]. Furthermore, some authors [13] have pro-
posed the scene transition graph for video content representation.

Some authors have proposed the video summarization systems based on
high-level semantic properties of the video [14]. In this approach, video’s semantic
contents are analyzed and along with the information of user con-tent preference,
the decision whether a frame will be in the summary or not is taken. This approach
is basically used for video skimming. Li et al. [15] considered temporal rate dis-
tortion MINMAX optimization problem for selection of key frames. Ma et al. [16]
used human attention to prioritize and filter the information more effectively and
efficiently and pro-posed a model for video understanding. One of the latest
approaches formulated the problem of video summarization as sparse dictionary
selection [17]. Local feature based key frames selection approaches have also been
pro-posed. Guan, et al. [18] proposed a method which exploits the distinctive nature
of local features for identification of key frames.

Some of the other models include open video project storyboard (OVP) [19],
Delaunay Clustering (DT) [20], still and moving video storyboard (STIMO) [21],
video summarization (VSUMM) [22] as suggested by deAvila et al., sparse dic-
tionary (SD) [23], keypoint based keyframe selection (KBKS) [24], and three
variants of offline MSR based methods (OffMSRm, OffMSRa, OnMSR) [25].

3 Proposed Approach

In this paper, we have proposed the video summarization method which is based on
global view point and key frame extraction. The resultant summary will be based on
the selection of most representative frames rather than a comprehensive coverage of
the entire video content. The selection of key frames is based on the result of the
clustering algorithm where the frames closest to the respective cluster heads rep-
resent the key frames. The proposed summarization technique can be explained in
following steps:

3.1 Preparation of Video for Clustering

The very first step is to segment the given video into frames and convert resulting
RGB frames into grayscale frames for easier computations. The grayscale frames so
obtained is converted into a linear data set so as to apply the clustering algorithm on
the frames of the video. Let the total number of frames in the given video be N of
sizeM =W ×H, where W and H represent width and height of a frame respectively.
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The resultant data for clustering is as follows:

V= f1f2⋯fN½ �T ð1Þ

where f i represents the i-th frame of the video.

3.2 Optimal Clustering to Select Key Frames

Now the data set consisting of N frames are clustered into k* clusters using k-means
clustering algorithm. The optimal value k* is obtained as a result of learning process
based on SD Validity Index [26]. The SD Validity Index is one of the most recent
clustering validity approaches, which is based on the average scattering for the
clusters and the total separation between the clusters. The index is good at mea-
suring the homogeneity and compactness of the clusters. Let Ci be a cluster of
vectors. Let X be the entire dataset to be clustered and n be the number of desirable
clusters.

Average scattering for the clusters is defined as

ScatðnÞ= 1
n
∑n

i=1
σ Cið Þk k
σ Xð Þk k ð2Þ

where Ci is the i-th cluster, X is the entire dataset and n is the number of clusters.
σðCiÞ is the standard deviation of the ith cluster and σ Xð Þ is the standard deviation
of the entire dataset.

Total separation between clusters is defined as

DisðnÞ= Dmax

Dmin
∑n

k=1 ∑n
z=1 vk − vzk k� �− 1 ð3Þ

where Dmax =max vi − vj
�

�

�

�

� �

and Dmin =max vi − vj
�

�

�

�

� �

; ∀i, j∈ f1, 2, 3, . . . , ng
represents the maximum and minimum separation between the cluster centers
respectively.

Now, the SD validity index can be defined as follows

SDðnÞ=K.ScatðnÞ+DisðnÞ ð4Þ

where K is a weighting factor equal to Dis cmaxð Þ where cmax is the maximum
number of input clusters.
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The number of clusters that minimizes the above SD validity index can be
considered as an optimal value, k*, for the number of clusters present in the dataset,
which can be computed as

k* = argminkmin ≤ k≤ kmaxSDðkÞ ð5Þ

where kmin and kmax are the minimum and maximum value of the number of clusters
respectively. Finally k* frames from the video are picked that are closest to the
cluster heads and constitutes the event summarization video E.

E= fe1 fe2⋯ek*

h iT
ð6Þ

where fei represents the closest frame to the i-th cluster.
The algorithm pertaining to the proposed model can be seen in Table 1.

4 Experimental Results and Discussions

In this section, first we will describe the datasets that we have used for evaluation
and then introduce the evaluation metric. Similar evaluation metric is employed
among different summarization approaches for fair comparison.

Table 1 Algorithm of the proposed model
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4.1 Experimental Setting

4.1.1 Benchmark Datasets

To evaluate the performance of our algorithm, we have conducted our experiments
on a publicly available dataset, VSUMM dataset, which consists of videos of
different genres.

VSUMM Dataset1: It consists of 50 videos in MPEG-1 format (30fps,
352 × 240 pixels). These videos are of different genres (documentary, educational,
historical, lecture) and varies in duration between 1 to 4 min. It provides 250 user
summaries, 5 summaries for each video, created manually by 50 different users,
each one dealing with 5 different videos. These user summaries are considered as
the ground truth summaries for our experiment which is provided by the group
which released the dataset [20]. Figure 1 shows the qualitative comparison of the
proposed model with other state-of-the-art models. It can be clearly seen that the
results of the proposed model are the most closer to the ground truth.

Ground Truth

OVP [19]

DT [20]

STIMO [21]

VSUMM1 [22]

VSUMM2 [22]

SD [23]

Proposed
Model

Fig. 1 Qualitative comparison of the proposed model with other state-of-the-art models

1https://sites.google.com/site/vsummsite/download.
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4.1.2 Evaluation Metric

To measure the quantitative performance and effectiveness of the proposed
approach for event summarization, we employed the F-score measure which pro-
vides the collective information about the precision and recall. In general, F-score is
defined as follows:

Precision=
TP

TP+FP
Recall=

TP
TP+FN

Fβ =
1+ β2
� �

×Precision×Recall

β2 ×Precision+Recall

ð7Þ

where β represents the effectiveness for which recall has β times as much impor-
tance as that of precision. In the evaluation of our experimental results, we have
used β=1 to give equal importance to both precision and recall.

4.2 Performance Evaluation on Datasets

We compared the summarization results of the proposed method with ten
state-of-the-art methods to evaluate the performance of the proposed method. It can
be seen from the Table 2 and Fig. 2 that the summarization performance of the
proposed approach outperforms the other summarization methods with the highest
average value of the F-score 0.609 for VSUMM dataset.

Table 2 Performance of
various algorithms on the
dataset

Algorithms Precision Recall F-measure

OVP [19] 0.43 0.64 0.514
DT [20] 0.47 0.50 0.485
STIMO [21] 0.39 0.65 0.488
VSUMM1 [22] 0.42 0.77 0.544
VSUMM2 [22] 0.48 0.63 0.545
SD [23] 0.40 0.61 0.483
KBKS [24] 0.31 0.89 0.460
OffMSRm [25] 0.58 0.58 0.580
OffMSRa [25] 0.60 0.57 0.585
OnMSR [25] 0.50 0.66 0.569
Proposed model 0.62 0.60 0.609
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5 Conclusion and Future Work

In this paper, we have proposed an event summarization technique that is based on
extraction of key frames such that the number of frames in the summary should be
as few as possible. The technique is mainly based on clustering the entire set of
video frames into an optimal number of clusters. The frames closest to the
respective cluster heads of each cluster are considered as the key frames in the
summary of that video. Experiments have been conducted on the VSUMM dataset
(which contains videos from different genres) for the performance evaluation and
comparison of the proposed approach with ten state-of-art techniques. The selection
of optimal number of clusters can be extended to the expectation optimization
where clustering is done based on certain probability function and the clusters can
be merged if the similarity between clusters is above a certain threshold.
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Connected Operators for Non-text Object
Segmentation in Grayscale Document Images

Sheshera Mysore, Manish Kumar Gupta and Swapnil Belhe

Abstract This paper presents an unconventional method of segmenting nontext

objects directly from a grayscale document image by making use of connected oper-

ators, combined with the Otsu thresholding method, where the connected operators

are realized as a maxtree. The maxtree structure is used for a simplification of the

image and at a later stage, it is used as a structure from which to extract the desired

objects. The proposed solution is aimed at segmenting halftone images, tables, line

drawings, and graphs. The solution has been evaluated and some of its shortcom-

ings are highlighted. To the best of our knowledge, this is the first attempt at using

connected operators for page segmentation.

Keywords Page segmentation ⋅ Connected operators ⋅ Otsu thresholding

1 Introduction

The segmentation of a page into its text and nontext objects forms one of the prelimi-

nary tasks in a document image analysis task. Page segmentation generally precedes

a region classification step to group nontext objects into one of many different types

of nontext regions so that an analysis specific to the object type may then be applied

to it. In addition, the segmentation also serves to ensure that any OCR tasks applied

to any text does not evaluate a nontext region and lead to an incorrect result.

Here we propose a method of segmentation of the nontext objects in an image that

makes use of connected operators realized as maxtrees [5]. Connected operators form
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a set of morphological operators which operate on grayscale images, as opposed to

structuring element-based morphological operators which act on binary images or

their extensions which act on grayscale images [1]. Our use of connected opera-

tors therefore is a departure from the way in which conventional page segmentation

algorithms work, in that segmentation is conventionally performed on the binarized

image. The solution we propose aims to achieve segmentation of nontext regions

while withstanding any degradation that may be present in the image. The pro-

posed approach aims to segment nontext components such as halftone images, tables,

graphic elements, line drawings, and graphs.

The use of connected operators for document image analysis tasks has been lim-

ited despite their suitability to tasks often necessary in document image analysis;

tasks such as low level filtering while preserving contours in the image and high

level object extraction [6]. The suitability of connected operators for document image

analysis was suggested by Lazzara et al. [1] in the very recent past. Prior to this

however, connected operators have been applied to document image analysis tasks.

Naegel and Wendling applied these operators to the task of document image bina-

rization [3] while Wilkinson and Oosterbroek experimented with connected oper-

ators for the task of character segmentation [8]. Apart from these solutions, to the

best of our knowledge, connected operators have not been investigated for use in

document image analysis tasks.

The remainder of this paper is organized as follows; Sect. 2 briefly describes con-

nected operators and the way it has been realized. Section 3 describes the solution

we propose. Section 4 discusses the dataset we use to evaluate the proposed solution

and discusses some drawbacks of the solution. Section 5 presents our conclusions.

2 Connected Operators

Connected operators are region-based filtering tools in that they act on the con-

nected components where the image is constant (flat zones) solely by removing

boundaries between these flat zones. This gives these operators very good contour

preserving properties. One of the ways in which connected operators are imple-

mented in practice is by use of a tree representation of the image [6]. The repre-

sentation we make use of is the maxtree [5]. Each node i of a maxtree represents

a connected component extracted by a repeated thresholding process where for each

threshold k where k ∈ [0, 255], considering sets Xk = {n, such that I[n] ≥ k} and

Yk = {n, such that I[n] = k} the node i represents the connected components C of

X such that C ∩ Y = ∅. The links between nodes denote inclusion relationships. In

the case of a maxtree therefore, a link from 
ka
i to 

kb
j exists when the component

Cka from
ka
i containsCkb from

kb
j where kb > ka. The leaf nodes therefore contain

the regional maxima. The processing of the image is done by means of pruning the

tree and reconstructing the image from the pruned tree. Filtering with the maxtree

may be thought intuitively as the grayscale image being thresholded at each value
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of k, a binary filter being applied to the result and the results of all of these filters

stacking up to result in the final grayscale result. We refer readers to [6] for a more

elaborate description of maxtrees and algorithms for their implementation.

3 Proposed Solution

In this section we first present an outline of the proposed solution. Following this

outline we present the details of the solution we propose.

The proposed solution makes use of the previously described connected operator

approach combined with the more conventional Otsu thresholding. Given a grayscale

image, we first construct a maxtree representation of the image, perform a bounding

box attribute opening operation by pruning the tree, and reconstruct an image from

the simplified tree so as to obtain a simplified image. The Otsu threshold and a met-

ric of effectiveness of the threshold for the simplified image are then estimated. The

image is then partially thresholded, in that pixels of the simplified image which fall

below the estimated threshold are set to zero, subject to the condition that the effec-

tiveness metric and the threshold are greater than previously set threshold values for

each one of these two values. This partially thresholded image is then used to con-

struct another maxtree representation of the image. Nodes of this maxtree that satisfy

certain size criteria are then extracted. The image components that these nodes form

are potential object candidates in the segmented image. Of these possible candidates,

the object candidate that is the largest and the bounding box of which includes the

other candidates is chosen as the object, which will represent a given nontext object

in the segmented image. A sample result after completion of each stage of processing

is presented in Fig. 1.

Next we elaborate on and discuss the proposed solution and provide some intu-

ition on the various processing steps we employ as part of the proposed solution.

Attribute Opening

Attribute opening is achieved by the construction of a maxtree representation of the

input image followed by a pruning of this tree. The pruning is done on the basis of

the bounding box size attribute of the image component that a given node would

form. Therefore any node with bounding box smaller than a preset minimum height,

hmin and a preset minimum width, wmin gets pruned. The pixels of the pruned nodes

now become owned by their parent nodes. The resulting image is often much easier

to process, in the case of document images, given that it has far fewer components.

In the case of document images, with well chosen parameter values, the attribute

opening often has the effect of removing all the text in the image. In our imple-

mentation we set wmin = Nw∕12 and hmin = Nh∕12 where Nh and Nw are the image

height and width, respectively. The attribute opening operation is followed by the

reconstruction of the image from the pruned tree to give us the simplified image.

At this point, however, we must mention that pruning of the leaves and their pixels

getting owned by their parent may often result in the generation of flat-zones which
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(a) Input image

(b) Attribute Opening (c) Partially Thresholded

(d) Object Candidates (e) Segmented Image

Fig. 1 A sample results at every stage of the proposed solution
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were previously not present in the image, due to a merging of the boundaries of flat-

zones, this is specifically so in the case of degraded document images (Fig. 1b); this

may therefore interfere with the segmentation process if not dealt with.

Partial Thresholding

The image histograms of the simplified images are often bimodal where the objects

which have been retained represent maxima and form a separate cluster from the clus-

ter formed by the large background areas that are formed as a result of the attribute

opening. A separation of the two clusters of the histogram therefore allows for a fur-

ther simplification of the image. The Otsu thresholding method [4], which is ideally

suited to this task, is therefore employed here so as to estimate a threshold value k∗, at

which the clusters are optimally separated. In addition, an estimate of the effective-

ness of the optimal threshold is obtained by calculation of the effectiveness metric

𝜂(k∗) (also denoted by 𝜂

∗
); given by:

𝜂(k∗) =
𝜎

2
B(k

∗)
𝜎

2
T

(1)

where 𝜎

2
B denotes the between class variance and 𝜎

2
T denotes the total variance of

graylevels. And here 1 ≤ 𝜂

∗ ≤ 0, with 𝜂

∗ = 1 denoting an image with two separate

graylevels and 𝜂

∗ = 0 denoting an image with a single graylevel. We make use of

these values to decide the ability of the subsequent steps to extract objects accurately

from the image. If the estimated values of k∗ and 𝜂

∗
are below certain threshold

values 𝜂

∗
T and k∗T we mark the image as either having no objects or as being too

noisy to be segmented. The justification for this comes from the observations that

in an image with no nontext objects, following the attribute opening operation, the

histogram will primarily be unimodal and have a low value of 𝜂

∗
and k∗; this is

evidenced by the (Table 1) mean values of 𝜂
∗

before and after the attribute opening

for the different image types in our dataset. This process is one that is necessary

specifically in the case of degraded document images where following the attribute

opening, the flatzones formed by the degradations might qualify as object candidates

and subsequently be segmented as objects. An illustration of these flatzones formed

by the degradations can be observed in Fig. 1b. In our implementation 𝜂

∗
T = 0.6 and

k∗T = 0.3. The values of these thresholds were determined experimentally for our

dataset. The images with 𝜂

∗
and k∗ values above the threshold values (𝜂

∗
T and k∗T ) are

partially thresholded as:

Table 1 Mean values of 𝜂
∗

for different input image types

Degraded Nondegraded

Objects absent Before 0.84 0.93

After 0.46 0.59

Objects present Before 0.83 0.90

After 0.71 0.86
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IPT (x, y) =

{
IAO(x, y) IAO(x, y) ≥ k∗

0 IAO(x, y) < k∗
(2)

where 𝐈𝐀𝐎 is the image obtained after attribute opening and 𝐈𝐏𝐓 is the partially

thresholded image. The partial thresholding allows the proposed solution to deal

with degraded document images while not influencing the performance on nonde-

graded document images.

Object Extraction

The partially thresholded image is once again used to build the maxtree represen-

tation. This representation allows us to extract objects which satisfy certain criteria

and filter these further so as to obtain the objects which will form the final segmen-

tation. In our case, we make use of the bounding box sizes for this extraction and fil-

tering. Therefore, from the tree representation we extract the nodes which are such

that hmin ≤ bbih ≤ hmax ∧ wmin ≤ bbiw ≤ wmax; where bbih and bbiw are the bounding

box height and width of a given sub-image component formed by a particular node.

This step will typically yield a number of possible candidate objects (Fig. 1d). At

this stage we obtain the objects, the bounding boxes of which are the largest with all

other candidate objects enclosed within the larger bounding box. This largest bound-

ing box is marked as being the object to obtain the segmented image. In the case of

multiple such largest bounding boxes being present we choose the first bounding

box which satisfies the above criteria. In our implementation hmax = 0.9 × Nh and

wmax = 0.9 × Nw.

At this stage we must mention however, that attributes other than the bounding

box could have been explored; attributes such as the number of children nodes of a

given node, the topological height of the node or the area of a given node [7]. The

reason we choose to employ the bounding box attribute over others is its inherent

simplicity and the fact that it is a less abstract attribute than attributes derived from

the tree representation of the image and therefore better suited to a task such as

segmentation. However, we also concede that the use of more abstract attributes to

segmentation will require further investigation.

4 Results and Discussion

In this section we describe the nature of the dataset on which the proposed solution

was tested, next we describe briefly the performance of the proposed solution, this

is followed by a discussion of some of the shortcomings of the proposed solution.

The proposed solution was tested on a dataset consisting of a total of 545 images.

One subset of the dataset consisted of 291 grayscale scanned images of technical

documents. This subset of the dataset was representative of degraded document

images. The images in this dataset were such that they suffered majorly from bleed

through distortions. The other subset of the dataset consisted of 254 high
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Fig. 2 A set sample images from our dataset

Table 2 Percentage accuracy values of the proposed solution

Degraded Nondegraded

Accurately segmented nontext 93.59 90.30

Unsegmented or

under-segmented nontext

6.41 9.70

quality images of technical documents. This dataset however suffered from no distor-

tions. The nontext objects present in our dataset consisted majorly of tables, halftone

images, line drawings and graphs; these are the nontext objects which we aimed to

segment with the proposed solution. The layouts of the images were however largely

simple in that the objects consisted majorly of rectangular layouts. Sample images

from the datasets are presented in Fig. 2. In our evaluation of the performance of

the proposed solution we maintain the separation of our dataset into the two classes

of degraded and nondegraded input document images. In addition, we also make a

representative set of result images available for examination.
1

The proposed solution was evaluated by means of determining the number of

nontext objects, which the method was able to segment and mark as nontext and the

number of nontext objects, which the method was either not able to segment at all

or one which was under segmented. Due to the way the method is formulated, in our

dataset, the method never marks a text region as being a nontext object or overseg-

ments a given nontext object. The results of this evaluation are presented in Table 2.

Note however that here the evaluation presents overall accuracy rather than that of

individual types of nontext objects. In practice, however, the proposed solution is

able to segment halftone images, tables, line-drawings, and graphs. Sample results

which depict these images are shown in Fig. 3. Aside from the nontext types men-

tioned above, since the proposed solution is essentially able to pick out boxes which

satisfy certain criteria, any object enclosed in a box will be segmented.

1
Results: https://github.com/MSheshera/TNTClassify.

https://github.com/MSheshera/TNTClassify
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Fig. 3 Object types which get segmented accurately

Fig. 4 Failure cases; Objects in the semantic sense alone

The proposed solution does have certain shortcomings, we highlight those next.

Due to the nature of connected operators, where objects which are connected can

be segmented, objects which are considered objects in a semantic sense while not

being connected physically do not get segmented by the proposed solution. Effective

segmentation of such objects will likely need to involve some form of geometric

reasoning in addition to the connected operator approach or involve an extension

to the way in which connectivity is defined for connected operators [8]. Examples

of such objects may include tables, which are formed purely by horizontal lines or

graphs such as the ones shown in Fig. 4.

In addition to the images where objects aren’t connected, the proposed solution

also fails to segment images where the nontext objects are poorly contrasted with

the background. This shortcoming can be attributed to the partial thresholding step,

and our rejection of images as being either too noisy or not containing objects by

use of the 𝜂

∗
and k∗ values as described in Sect. 3. This step however is one that is

necessary in the case of degraded document images.
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5 Conclusion

In this work we propose a novel method of segmenting nontext objects from grayscale

document images. The proposed method employs connected operators implemented

as maxtrees and combines this approach with Otsu thresholding. We stress at this

point that, since the maxtree is a region-based representation of the image it allows

for tasks such as object segmentation. Although this work has assumed simple lay-

outs of input images, the proposed solution can be extended to deal with more com-

plex layouts. This forms one of the future areas of work. In addition, as has been

mentioned, the bounding box-based criteria used in this solution can be extended to

include other criteria such as topological heights of the node, the number of children

of the sub-tree rooted at node or other attributes [7], which may aid in effective seg-

mentation of different kinds of objects. In addition, other forms of trees which may

potentially aid in segmentation, such as an inclusion tree [2] could be investigated

for suitability to segmentation.
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Abstract Scene classification remains a challenging task in computer vision

applications due to a wide range of intraclass and interclass variations. A robust

feature extraction technique and an effective classifier are required to achieve sat-

isfactory recognition performance. Herein, we propose a nonregularized state pre-

serving extreme learning machine (NSPELM) to perform scene classification tasks.

We employ a Bag-of-Words (BoW) model for feature extraction prior to performing

the classification task. The BoW feature is obtained based on a regular grid method

for point selection and Speeded Up Robust Features (SURF) technique for feature

extraction on the selected points. The performance of NSPELM is tested and evalu-

ated on three standard scene category classification datasets. The recognition accu-

racy is compared with the standard extreme learning machine classifier and it shows

that the proposed NSPELM algorithm yields better accuracy.
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1 Introduction

As a human, we are capable of distinguishing, categorizing, and associating objects

without too much efforts. This recognition and interpretation ability of a human is the

key foundation for any higher level of processing. This concept can be synonymous

as clustering, classification, and prediction in the field of machine learning. Most of

these algorithms intend to mimic human brain to perform object recognition or other

diverse tasks. Researchers have conducted extensive research of the functionality of

brain associated with vision, speech, sensing, etc.

In the near future, it is envisaged that the machines would match or exceed the

capabilities of human visual system performance. It is interesting to note that we

receive tremendous amount of different types of data (e.g., audio, visual, etc.) in

every moment, and our brain can rapidly process this data for extracting and inter-

preting information. It is a basic process for us to recognize an object in a scene as a

table, a ball, a book, etc. Here, we attempt to model the human visual system behav-

ior for interpreting a scene and classify it to various categories such as a coast, street,

etc. Figure 1 shows some sample images of scene categories.

To perform a recognition task, training data set is required and this data con-

tains sample images from all the scene categories that need to be classified. Then

an advanced learning algorithms such as Support Vector Machine (SVM) [4] or

Extreme Learning Machine (ELM) [11] are used to train the system. This is a basic

strategy to enable us to categorize a scene. The main tasks involved in this work is

listed as follows:

∙ Development of a nonregularized state preserving ELM (NSPELM) with Bag-of-

Words (BoW) [6] features for scene classification.

∙ Evaluation of the individual performance of ELM and NSPELM using BoW

model on different benchmark scene classification datasets.

The rest of the paper is organized as follows. In Sect. 2, related work on scene

classification is provided. The mathematical details of ELM and NSPELM are given

in Sect. 3. Discussion on the datasets and test results are provided in Sect. 4. Finally,

the conclusion is drawn in Sect. 5.

Fig. 1 Examples of scene categories. (Images are from the dataset provided in [15])
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2 Related Work

Differentiating scene category is a challenging task in the area of computer vision.

Although human vision is still much powerful than computers in many object clas-

sification tasks, recent works have showed the great progress in enhancing capabil-

ity of computers to perform scene categorization. Scene representation and feature

learning are two main tasks for scene category classification. Low level features of

images, such as color histogram and object orientation features [8, 17], can be used

for scene representation, although they may not provide preferred results. Studies

in [19] presented a local semantic concept for natural scene classification, whereas

Anna et al. [3] improved their method by using a hybrid generative scene represen-

tation approach. Intermediate representations [6, 13, 14] have shown better perfor-

mance than low level feature representation. These methods often make use of low

level local features and construct them in holistic manner. For instance, study in [6]

introduced a new type of scene representation method which uses a collection of

local features and build them as visual words through clustering. This method is

referred to the BoW. Lazebnik et al. [14] improved the BoW method by encoding

spatial information through partitioning an image into small grid cells.

In this paper, we present a new scene classification scheme that is developed using

the BoW features and a biologically inspired ELM model. The classical ELM can

be viewed as a Single-Hidden Layer Feedforward Neural Network (SLFN). Recent

studies showed many successful applications of ELM in both effectiveness and effi-

ciency way. However, ELM produces a fluctuated accuracy when there are several

repeated experimental trials/runs. In contrast, SPELM presented in [1] shows sig-

nificant advantages with better recognition rate and faster processing speed over the

other type of ELMs, such as standard ELM and regularized ELM (RELM) [5, 10].

In this work, we introduce a NSPELM classifier with BoW features for scene recog-

nition.

3 Methodology

In this section, we first provide a brief introduction of ELM formulation, and then

introduce our NSPELM concept.

3.1 Extreme Learning Machine (ELM)

ELM is a new type of SLFN which utilizes randomly generated parameters in hidden

layer instead of iteratively tuning network parameters. This makes it different from

traditional neural networks and enable ELM to produce smaller training error with

fast performance [7, 9–11].
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Fig. 2 ELM structure

Figure 2 shows a sample structure of ELM. The output function of an ELM can

be obtained by [11]

y(x) =
L∑

j=1
𝛽jhj(x) = h(x)𝜷. (1)

where y(x) is the output of the neural network, 𝜷 = [𝜷1,𝜷2, ...,𝜷L] is the L × m
weight matrix between hidden layer of L nodes and output layers of m nodes. h(x)
is the hidden layer activation function with respect to the input x, and hj(x) corre-

sponds to the jth hidden node. For n data samples with d input neurons, hj(xi) can

be expressed as

hj(xi) = G(wj, bj, xi),wj ∈ ℝd
, xi ∈ ℝd

, i = 1, 2, .., n (2)

wherewj represents the jthweight vector from the input layer to the jth hidden neuron

and bj is the bias of jth hidden neuron. G(wj, bj, xi) is a nonlinear piecewise continu-

ous function (e.g., sigmoid function). ELM aims to obtain the smallest training error

by minimizing ‖h(xi)𝜷 − Ti‖. For n input samples, a more compact form can be

written as

H𝜷 = T (3)

where T ∈ ℝn×m
is the desired output matrix in training samples and 𝜷 ∈ ℝL×m

. H
refers to the hidden layer output matrix which maps the data from d−dimensional

input space to L−dimensional feature space, expressed as

H =
⎡
⎢
⎢⎣

h(x1)
⋮

h(xn)

⎤
⎥
⎥⎦
=
⎡
⎢
⎢⎣

G(w1, b1, x1) ⋯ G(wL, bL, x1)
⋮ ⋱ ⋮

G(w1, b1, xn) ⋯ G(wL, bL, xn)

⎤
⎥
⎥⎦

(4)
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𝜷 can be estimated by a least squares solution as [11]

𝜷 = H†T (5)

where H†
is the Moore–Penrose generalized inverse of matrix H [12, 18] and H† =

HT (HHT )−1 [10]. Hence, the prediction value matrix, denoted as Y, for all input

samples is expressed by

Y = H𝜷 = HH†T (6)

The error matrix can be described as

𝜀 = ‖Y − T‖2 = ‖HH†T − T‖2 (7)

The above-mentioned SLFN-based learning method is called ELM.

3.2 Non-Regularized State Preserving ELM (NSPELM)

ELM is considered to be an efficient and effective SLFN, however, many experimen-

tal results, such as in [16, 20], have shown that ELM yields inconsistent accuracy

during different trials of experiments although using the same parameters such as

the number of hidden nodes. Furthermore, it is observed that accuracy inconsistency

occurs more than once during subsequent trials [1]. Accordingly, we observed that

if weights and biases that contribute to better accuracy during numbers of trials are

preserved, the overall performance of ELM would be improved. In other words, we

refer this strategy as a monotonically increasing learning through a number of trials.

In [1], we proposed a regularized version of SPELM for face recognition and the

results showed superior performance when compared to ELM and RELM. In this

work, we propose a nonregularized form of SPELM (refer as NSPELM) for scene

classification. The basic concept of SPELM or NSPELM is that a higher accuracy

with respect to relevant parameters (i.e., weights and biases) are preserved during

successive trials such that the resultant outputs will be improved or retained. The

same process will be repeated until completing all required trials. The mathematical

details of NSPELM are described below.

Assume that the experiments are repeated N times, or there are N number of

trials, that introduces different states of the ELM network. Let St be the t-th state,

then the accuracy for St is denoted as ASt . The hidden layer output matrix H in St
state is denoted as HSt , and the activation function G and the weight vector 𝜷 are

represented by GSt and 𝜷
St , respectively. Accordingly, the output function can be

written as

ySt (xi) =
L∑

j=1
𝛽

St
j G

St (wSt
j , b

St
j , x

St
i ) (8)
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Then the weights wSt
j and the bias bStj are updated according to current state accu-

racyASt and the immediate previous state accuracy ASt−1 . The updating rule is defined

by Eqs. (9) and (10).

wSt
j =

{
wSt
j , if ASt > ASt−1

wSt−1
j , otherwise

(9)

bStj =

{
bStj , if ASt > ASt−1
bSt−1j , otherwise

(10)

If the present state variables (i.e., weights and biases) provide better accuracy,

NSPELM attempts to find the smallest training error by minimizing errors between

the predicted value and the labeled value: ‖GSt
𝜷
St − T‖. Similar to ELM, this can

be solved by a least squares solution as in Eq. (5) and the output function for input

data is computed by

YSt = HSt
𝜷

St
(11)

The NSPELM can be generalized to a regularized version as in [1]. In this work,

we explore the performance of NSPELM for scene category recognition.

4 Scene Classification Using NSPELM

4.1 Dataset Description

The scene classification method using NSPELM is evaluated on the following three

publicly available datasets. Figure 3 shows example images from these datasets.

8-scene categories dataset [15]: This dataset includes 8 outdoor scenes such as are

coast, mountain, forest, open country, street, inside city, tall buildings, and highways.

There are 2688 color images in total, with the number of images in each category

ranging from 260 to 410, and each one is with a size of 256 × 256 pixels.

13-scene categories dataset [6]: This dataset contains 3859 gray-scale images

classified into 13 natural scene categories, in which eight categories are from [15]

and the other five categories are offices, kitchen, bedroom, suburb, and living rooms.

The average size of each image is approximately 300 × 250 pixels.

15-scene categories dataset [14]: This dataset consists of 4485 gray-scale images

divided into 15 categories where 13 categories are from [6] and the two additional

categories are industrial and store.
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Fig. 3 Sample images from the three datasets. The first two rows are from 8-scene category dataset,

row three is from 13-scene category dataset, and row four is from 15-scene category dataset

4.2 Results and Discussion

For each category in the datasets, we randomly chose 100 images for training and

the rest for testing. All experiments are repeated 20 times and the average accuracy

is reported. For the parameters in BoW model, we use a regular grid method with an

8× 8 step size for interest point selection, and a speeded up robust features (SURF)

[2] technique is employed for extracting features.Then a codebook with 200 visual

words is constructed by k-means clustering. The vocabulary size is set equal for all

the datasets. We use a ‘sine’ function as the activation function with 8000 hidden

neurons for both ELM and NSPELM.

In the experiments, we compare our proposed BoW+NSPELM (i.e., BoW is

used for feature extraction and NSPELM is used for classification) scheme with

BoW+ELM. Classification results for 8-scene, 13-scene, and 15-scene datasets are

shown in Figs. 4, 5, and 6, respectively. Figure 4 shows the classification results

on the 8-scene dataset. It is obvious that the proposed BoW+NSPELM outper-

forms BoW+ELM in most of the trials and yields higher average recognition accu-

racy as shown in Table 1. A noticeable finding is that the recognition accuracy of

the BoW+NSPELM gradually increases as the number of trials increases. This is

because of the inherent character of NSPELM in which it always preserves better

weights and biases for achieving a better or equal recognition accuracy in each trial.
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Fig. 4 Recognition accuracy for 8-scene dataset

Fig. 5 Recognition accuracy for 13-scene dataset

Considering the recognition accuracy versus number of trials in Figs. 4, 5, 6, it is evi-

dent that our NSPELM illustrates consistently improving behavior throughout scene

recognition process. In addition, comparing the classification performance on 13-

scene and 15-scene categories, accuracy of both ELM and NSPELM drops down
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Fig. 6 Recognition accuracy for 15-scene dataset

Table 1 Performance comparison (The best accuracy is shown in bold)

Methods 8-category 13-category 15-category

BoW + ELM 79.73 70.57 64.21

BoW + NSPELM 𝟖𝟎.𝟓𝟔 𝟕𝟏.𝟓𝟔 𝟔𝟓.𝟏𝟒

due to more complex scene categories compared to the 8-scene dataset. However,

NSPELM based method still provides the better classification accuracy as shown in

Figs. 5 and 6.

5 Conclusion

In this paper, we presented an effective scene classification method by incorporating

BoW model with NSPELM. The proposed NSPELM’s recognition characteristics

illustrate the consistency and stability in learning the input features for classification

as opposed to inconsistent behavior of the conventional ELM. Experimental results

on three widely used data sets showed that our approach yields better classification

rate compared to BoW + ELM. Our future research will employ more effective fea-

ture extraction techniques with a kernel based NSPELM to further improve scene

classification accuracy.
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A Local Correlation and Directive Contrast
Based Image Fusion

Sonam and Manoj Kumar

Abstract In this paper, a local correlation and directive contrast-based multi-focus

image fusion technique is proposed. The proposed fusion method is conducted into

two parts. In first part, Discrete Wavelet Packet Transform (DWPT) is performed

over the source images, by which low and high frequency coefficients are obtained.

In second part, these transformed coefficients are fused using local correlation and

directive contrast-based approach. The performance of the proposed method is tested

on several pairs of multi-focus images and compared with few existing methods. The

experimental results demonstrate that the proposed method provides better results

than other existing methods.

Keywords Image fusion ⋅ Discrete wavelet packet transform ⋅ Directive contrast ⋅
Peak-signal-to-noise-ratio ⋅ Correlation coefficient ⋅ Standard deviation

1 Introduction

In recent years, image fusion has become an important and useful tool to enhance

the visual perception of images [1, 2]. It has been used in various fields, such as

medical diagnosis, surveillance, robotics, remote sensing, biometrics, and military,

etc. Image fusion provides an effective way to integrate the information of multi-

ple source images and produce a single fused image containing enhanced descrip-

tion of scene without introducing any artifacts. Fusion techniques have been applied

on several pairs of images, such as multi-focus images, multi-spectral images, vis-

ible images, infrared images, medical images, and remote sensing images [3], etc.

The images with different focuses contain less information than focused images.
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Therefore, to get an image with entire scene in focus from multi-focus images is a

difficult task. This problem can be solved by multi-focus image fusion. The objec-

tive of multi-focus image fusion is to combine all relevant information from multi-

ple source images having different focuses and to produce a single image with entire

scene in focus.

Image fusion can be broadly classified into three categories. This categorization

includes pixel-level [4], feature-level [5], and decision-level [6] image fusion. Pixel-

level image fusion defines the process of combining pixel by pixel information from

all source images into a single fused image. It preserves more source image infor-

mation and represents the lowest level of image fusion. Feature-level image fusion,

fuses the features such as, edges, color, and texture that have already been extracted

from individual source images. Finally, decision-level is the highest level of image

fusion, which fuses the results obtained from multiple algorithms to achieve a final

fused image. Among these, pixel-level image fusion is a popular method because it

contains the advantages of preserving source information, computationally easy to

implement, and time efficient. Image fusion techniques can be performed in spatial

and transform domains. The spatial domain-based methods directly deals with the

image pixel values to obtain a desired result. Generally, several undesired effects

are produced by spatial domain methods, such as contrast reduction and distortion.

To address these problems, various methods based on transform domain have been

explored. Transform domain methods produce good results in less computation and

in less time, therefore it is more suitable for fusion purposes. At different resolu-

tions, transform domain methods contain unique information and also provide direc-

tional information in all decompositions. The basic aim of transform domain-based

methods is to perform multiresolution decomposition on each source image and gen-

erate a composite image by combining all these decompositions using certain fusion

rules. Finallly, inverse multiresolution transform is performed to reconstruct the

fused image [3]. Usually, transform domain-based methods use transform methods

like, Discrete Wavelet Transform (DWT) [7, 8], Dual Tree Complex Wavelet Trans-

form (DT-CWT) [9], contourlet transform [10], and Nonsubsampled Contourlet

Transform (NSCT) [11], etc. In [12], a DWT-based fusion is performed using max-

imum selection rule. This scheme selects the largest absolute wavelet coefficients at

each location from the source images and integrates into a single fused image. In

PCA-based fusion technique [13], source images are transformed into uncorrelated

images and principal components are evaluated from eigenvalues. These principal

components represent variance of the pixels contribute to the weights used for fusion

process. Wavelet Packet Transform (WPT) [14] domain based fusion technique is

used to increase the contrast of the fused image. The low frequency coefficients are

combined using median rule, and high frequency coefficients are combined through

directive contrast method in wavelet packet transform domain.

In this paper, an effective multi-focus image fusion scheme is proposed. Due

to the advantages of easy implementation and time efficiency, this paper concen-

trates on pixel-level image fusion. For image fusion, it is assumed that the source

images are already registered. The objective of this paper is to fuse two multi-focus

(defocused) images of same scene into a single image with entire scene in focus and
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better visual information. The key challenge of multi-focus image fusion problem is

to evaluate the blurring of each image and then select more relevant information from

the processed image to increase the visual quality of image. In this paper, a local cor-

relation and directive contrast-based image fusion method in discrete wavelet packet

transform domain is proposed to achieve the final fused image.

The rest of this paper is organized as follows; Sect. 2 describes the basic con-

cepts of wavelet packet transform and directive contrast. In Sect. 3, the proposed

fusion method is explained. Experimental results and discussions are given in Sect. 4.

Finally, Sect. 5 concludes the paper.

2 Basic Concepts of Wavelet Packet Transform
and Directive Contrast

In this paper, wavelet packet transform and directive contrast are used for multifocus

image fusion. In this section, the basic theories of WPT and directive contrast are

discussed.

2.1 Wavelet Packet Transform

The Wavelet Packet Transform (WPT) is a generalization of the DWT and provides a

more flexible tool for time-scale analysis of the data [15, 16]. It retains all the prop-

erties of wavelet transform because the wavelet basis is in the repertoire of bases

available with the wavelet packet transform [14]. For first level decomposition, when

DWT is applied over the image, it decomposes into low and high frequency sub-

bands. Where, the low frequency subband is usually referred as the approximation

part and the high frequency subbands as the detail parts containing horizontal, verti-

cal, and diagonal information. For the second level decomposition, low frequencies

are further decomposed into another set of low and high frequency subbands and the

process can be repeated upto the desired level [17], as given in Fig. 1a. During the

WPT decomposition, process is iterated on both low and high frequency subbands

shown in Fig. 1b. Hence, wavelet packet transform decomposes the frequency space

into more number of frequency subbands and provide better frequency localization

of the signals. Finally, a fused image is obtained by performing inverse WPT.

2.2 Directive Contrast

The concept of contrast of an image is developed by Toet et al. [18]. Further in [19],

it was defined as:
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Fig. 1 a Wavelet decomposition; b wavelet packet decomposition

R = (L − LB)∕LB = LH∕LB (1)

where, L represents the local grey level, LB local brightness of the background which

corresponds to local low frequency component, and LH = L − LB corresponds to

local high frequency components.

In our work, directive contrast is applied on high frequency subbands of Discrete

Wavelet Packet Transform (DWPT). Where, DWPT decomposes the image into four

frequency subbands, one low frequency component, and three high frequency com-

ponents. The level wise different high frequencies are selected for finding directive

contrast. Therefore, three directional contrasts: horizontal, vertical, and diagonal are

obtained. Thus, a directional contrast for l-level DWPT can be defined as [14]:

𝐇𝐨𝐫𝐢𝐳𝐨𝐧𝐭𝐚𝐥 contrast ∶ RH
l,p =

Hl,p

Al,p
(2)

𝐕𝐞𝐫𝐭𝐢𝐜𝐚𝐥 contrast ∶ RV
l,p =

Vl,p

Al,p
(3)

𝐃𝐢𝐚𝐠𝐨𝐧𝐚𝐥 contrast ∶ RD
l,p =

Dl,p

Al,p
(4)

where, 1 ≤ p ≤ 2l+1.

3 Proposed Method

In this section, the proposed fusion method is described in detail. For multi-focus

image fusion, two multi-focus images are required which are considered as source

images in our method. Let us consider, each source images is of size m × n. In the



A Local Correlation and Directive Contrast Based Image Fusion 423

proposed work, DWPT is applied upto l-level decomposition over the source images

X and Y. It decomposes X and Y images into one low (AX
l,p, AY

l,p) and three high

frequency coefficients ((HX
l,p,V

X
l,p,D

X
l,p), (HY

l,p,V
Y
l,p,D

Y
l,p)), respectively, as discussed

in Sect. 2.1. The low and high frequencies obtained by DWPT are fused as given in

following subsections:

3.1 Fusion of Low Frequency Coefficients

The obtained low frequency coefficients (AX
l,p, AY

l,p) are fused using local correlation-

based approach. In this method, a block wise correlation coefficients are computed

from these low frequencies using 8 × 8 block size. These correlation coefficients [20]

are computed using the following formula:

C =
∑m

i=1
∑n

j=1(AXX − 𝜇(AXX)) ⋅ (AYY − 𝜇(AYY ))
√∑m

i=1
∑n

j=1(AXX − 𝜇(AXX))2 ⋅
∑m

i=1
∑n

j=1(AYY − 𝜇(AYY )2
(5)

where AXX = AX
l,p(i, j) and AYY = AY

l,p(i, j).
𝜇(AX

l,p(i, j)) and 𝜇(AY
l,p(i, j)) represent mean values of their respective low fre-

quency components. In correlation-based fusion strategy, obtained correlation value

(C) is compared with the threshold value (T). Here, in this work the threshold value T
is considered as 0.6. If the value of correlation coefficients is less than or equal to the

threshold value, then maximum method is performed. In maximum method, fusion

is performed by selecting the largest values from both of the transformed images.

Otherwise, averaging method is employed, which computes the average value using

both of the transformed images to perform fusion. Correlation-based fusion strategy

is given as follows:

Anew
l,p =

{ max(AX
l,p,A

Y
l,p), if (C ≤ 0.6)

avg(AX
l,p,A

Y
l,p), otherwise (6)

where, max and avg stand for maximum and average values, respectively, and Anew
l,p

for the fused coefficients.

3.2 Fusion of High Frequency Coefficients

The high frequency coefficients (HX
l,p,V

X
l,p, DX

l,p) and (HY
l,p,V

Y
l,p, DY

l,p) from both of the

transformed images are fused using directive contrast method discussed in Sect. 2.2

and horizontal, vertical, and diagonal contrasts are obtained [14].
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Fig. 2 Block diagram of proposed method

Hnew
l,p =

{
HX

l,p, if |RH,X
l,p | ≥ |RH,Y

l,p |
HY

l,p, otherwise
(7)

Vnew
l,p =

{
VX
l,p, if |RV ,X

l,p | ≥ |RV ,Y
l,p |

VY
l,p, otherwise

(8)

Dnew
l,p =

{
DX

l,p, if |RD,X
l,p | ≥ |RD,Y

l,p |
DY

l,p, otherwise
(9)

Obtained fused wavelet coefficients from low (AX
l,p, AY

l,p) and high frequency coeffi-

cients ((HX
l,p,V

X
l,p,D

X
l,p), (HY

l,p,V
Y
l,p,D

Y
l,p)) are represented as Anew

l,p and Hnew
l,p ,Vnew

l,p ,Dnew
l,p .

These four new fused coefficients are used for inverse DWPT. After performing

inverse DWPT, a fused image If is obtained. The block diagram of proposed method

is shown in Fig. 2.

4 Experimental Results and Discussion

The proposed method is applied on pepper, mandrill, pepsi images of size 512 × 512,

and office image of size 256 × 256. Among these, pepper and mandrill images are

considered as reference images Ir. But before applying the proposed method, these

two reference images are blurred by convolving a Gaussian filter using 13 × 13
window and standard deviation 𝜎 = 5, and obtained images are referred as source

images. The source images are shown in Figs. 3a, b, 4a, b, 5a, b, and 6a, b. The

pepper images, which are highly concentrated on right and left part are given in

Fig. 3a, b. Mandrill images are shown in Fig. 4a, b are blurred on upper and lower
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Fig. 3 Fusion results for pepper image. a Image blurred on the left; b image blurred on the right;
c fused image by PCA; d fused image by directive contrast; e fused image by proposed method

parts. In pepsi images, barcode and container are focused as given in Fig. 5a, b. The

office images are blurred on middle and corner as shown in Fig. 6a, b. Over the source

images, proposed method is performed. The experimental results obtained by pro-

posed method are compared with, PCA [13] and directive contrast [14] based image

fusion techniques. The obtained results by existing methods are shown in Figs. 3c, d,

4c, d, 5c, d, and 6c, d. The results obtained by proposed method are shown in Figs. 3e,

4e, 5e, and 6e. It can be visually analyze from the obtained fused images that the pro-

posed method gives better results than existing methods. But only visual inspection

is not sufficient to measure the quality of fused images. Therefore, to evaluate the

performance of existing methods and proposed method quantitatively, several para-

meters mean, standard deviation, correlation coefficients, and Peak-Signal-to-Noise-

Ratio (PSNR) are also computed. The obtained results are shown in Table 1 and it

can be observed that the results of proposed method are bettter than other existing

methods. All these parameters are defined as follows:
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Fig. 4 Fusion results for mandrill image. a Image blurred on the upper; b image blurred on the

lower; c fused image by PCA; d fused image by directive contrast; e fused image by proposed

method

4.1 Mean and Standard Deviation

The mean and standard deviation (S.D.) is given as:

�̂� = 1
mn

m∑

i=1

n∑

j=1
If (i, j) (10)

𝜎 =

√√√√ 1
mn − 1

m∑

i=1

n∑

j=1
(If (i, j) − �̂�)2 (11)

where If represents fused image. The higher value of standard deviation represents

the high contrast image.
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Fig. 5 Fusion results for pepsi image. a Image focus on barcode; b image focus on container;

c fused image by PCA; d fused image by directive contrast; e fused image by proposed method

4.2 Correlation Coefficients

The correlation coefficient measures (C) the degree of two linearly related vari-

ables. It computes the relation between reference and fused image. The correlation

coefficient value lies in [0, 1]. Correlation coefficient is computed from given in

Eq. 5. The correlation coefficient approaches to 1 represents more similar informa-

tion.

4.3 Peak-Signal-to-Noise-Ratio (PSNR)

PSNR evaluates the error between one of the reference and fused image.

PSNR = 10 log10
(
2552
MSE

)
(12)

where MSE is defined as
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Fig. 6 Fusion results for office image. a Middle side blurred; b corner side blurred image; c fused

image by PCA; d fused image by directive contrast; e fused image by proposed method

Table 1 Evaluation metrics using fused images

Source images Evaluation indices PCA Directive contrast Proposed method

Peppers Mean 119.1268 119.1555 119.5538

S.D. 50.8325 51.1246 51.2989

C 0.9643 0.9847 0.9889

PSNR 34.2197 34.5824 34.9147

Mandrill Mean 128.4620 128.9738 129.5436

S.D. 35.6187 38.0478 38.1671

C 0.9103 0.9189 0.9399

PSNR 30.2266 30.2827 30.7864

Pepsi Mean 97.5710 97.5725 97.8974

S.D. 43.9852 44.3332 44.4092

Office Mean 80.3662 80.3571 80.5871

S.D. 59.4153 60.7419 60.9577
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MSE = 1
mn

m−1∑

i=0

n−1∑

j=0
[Ir(i, j) − If (i, j)]2

where, Ir and If represent the reference image and fused image. Less MSE value

denotes less error and high PSNR value represents better visual quality.

5 Conclusions

In this paper, a multi-focus image fusion technique based on local correlation and

directive contrast is proposed using discrete wavelet packet transform domain. In

the proposed work, DWPT is used which provides better localization of low as well

as high frequency subbands. After performing the DWPT decomposition, obtained

low frequency coefficients are combined using local correlation and high frequency

coefficients are fused using directive contrast method. Using these fusion techniques,

we obtained an improved fused image in which the contrast and details from each

original image are enhanced. Several pairs of multi-focus images are used to test

the performance of the image fusion method. The experimental results demonstrate

that the proposed method is better than existing methods qualitatively as well as

quantitatively.
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Multi-exposure Image Fusion Using
Propagated Image Filtering

Diptiben Patel, Bhoomika Sonane and Shanmuganathan Raman

Abstract Image fusion is the process of combining multiple images of a same

scene to single high-quality image which has more information than any of the input

images. In this paper, we propose a new fusion approach in a spatial domain using

propagated image filter. The proposed approach calculates the weight map of every

input image using the propagated image filter and gradient domain postprocessing.

Propagated image filter exploits cumulative weight construction approach for filter-

ing operation. We show that the proposed approach is able to achieve state-of-the-art

results for the problem of multi-exposure fusion for various types of indoor and out-

door natural static scenes with varying amounts of dynamic range.

Keywords Computational photography ⋅ Multi-exposure fusion ⋅ HDR imaging ⋅
Propagated image filter

1 Introduction

Optical system and sensor of a digital camera play a crucial role during image acqui-

sition. The lens of the camera can capture sharp details only for some finite depth

of field around focal plane leading to blur of objects outside that depth region. The

amount of blur increases as the object is more distant from the focal plane. This

makes impossible to focus all the objects in a scene. Also, natural scenes contain

very high dynamic range which is not possible to capture with a single exposure due

to the limitations of the digital sensor dynamic range. These two aspects raise the

need of combining a number of images to generate a single high-quality image.
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Image fusion combines a set of input images and creates more informative (in the

sense of human perception or machine perception) output image. Image fusion finds

application in numerous areas, such as computer vision, medical imaging, remote

sensing, security and surveillance, and microscopic imaging. For satellite imaging,

image fusion is useful for combining high-spatial resolution panchromatic image and

low-spatial resolution multi-spectral image to produce image with high-spatial and

spectral resolution [1]. With the advanced use of medical imaging techniques like X-

ray, computed tomography (CT), magnetic resonance imaging (MRI), they can cap-

ture better information for bones, tissues, or blood vessels, respectively. Multimodal

image fusion has been found as a solution to combine all information in a single

image to diagnose a disease [2]. We focus on the multi-exposure fusion application

in this work which enables one to reconstruct a single high contrast low dynamic

range (LDR) image from multiple differently exposed LDR images.

Computational photography application which captures static scene using multi-

ple exposures can be fused using the proposed approach. The primary contributions

of the proposed approach are listed below.

1. We propose a novel approach to estimate the weight for each input image using

propagated image filter.

2. Propagated image filter can overcome the problem of inter region mixing without

the need of explicit spatial filter kernel for larger filter size.

3. The proposed image fusion approach does not need tone mapping after fusion as

the final image is of LDR.

The rest of the paper is organized as follows. Section 2 describes related work

in image fusion techniques. Section 3 explains the proposed image fusion approach

using propagated image filtering. Results are discussed in Sect. 4. The paper is con-

cluded in Sect. 5 with suggestions for future improvement.

2 Related Work

We survey the broad spectrum of fusion techniques in this section apart from multi-

exposure fusion. The primary objective of image fusion techniques is to select

the best information available in a set of input images. Spatial domain techniques

perform weighted sum of the pixel values of set of input images to compose the

output image ([3–9]). Transform domain techniques perform weighted sum of the

transformed coefficients after transforming set of input images into other domain

([10–13]). The output image is obtained by inverse transform operation. Weight for

every pixel is calculated using different sharpness criteria. Li et al. calculated pixel

weight by morphological filtering followed by image matting technique [3]. Morpho-

logical filtering does rough segmentation and image matting provides accurate focus

region to it. This method combines the focus information and correlation between

the nearby pixels to provide accurate results. Weights of pixels for set of images are

obtained by a bilateral sharpness criterion which exploits strength and phase coher-
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ence of gradient information in [4]. Luo et al. computed image driven weight map

based on the similarity characteristics between source images [5]. Similarity charac-

teristics of source images are described by luminance, contrast, and structure. Rather

than going for pixel-based fusion, Ma et al. proposed a patch-based fusion approach

improving three image features: signal strength, signal structure, and mean inten-

sity [6]. Decomposing a color image into these three features, and reconstructing a

color patch allows one to process all color channels together providing better color

appearance.

Multi-resolution based image fusion techniques have been adopted more as they

combine input images at multiple resolution level via different fusing rules. They find

efficient as they fuse features rather than intensities. Various multi-resolution trans-

forms exploited for the purpose are Laplacian pyramid [10], discrete wavelet trans-

form (DWT) [11], and nonsubsampled contourlet transform (NSCT) [12]. Mertens

et al. fused bracketed exposure sequences by simple sharpness measures like satura-

tion, contrast, and well-exposedness at each level of Laplacian pyramid [10]. Having

examined the difference between marginal distribution of the wavelet coefficients

for different focus depths, Tian et al. proposed a new statistical sharpness measure

based on the marginal wavelet coefficient distribution and locally adaptive Lapla-

cian mixture model to perform adaptive image fusion in wavelet domain [11]. After

decomposing images using NSCT, Zhang et al. calculated weight for different sub-

band coefficients in a different manner based on imaging principle of the defocused

optical system, the characteristics of the human vision system and the property of

NSCT [12]. A survey of fusion strategies can be found in [14].

The primary objective of this paper is to device an algorithm for multi-exposure

image fusion in spatial domain. Typical approaches combined multi-exposure images

into a single HDR image ([15–17]). These methods require the estimation of cam-

era response function to fuse the images in the irradiance space. A detailed survey

is given in [18, 19]. Whenever an image is subjected to exposure change, texture,

and small-gradient edges are blurred more than sharp edges. Edge preserving filters

have the property of preserving sharp edges and filtering texture and small-gradient

edges more. This property proves to be advantageous for weight map construction

for image fusion techniques. Edge preserving filters like the bilateral filter ([20, 21])

and the guided image filter [22] are used for image fusion. Raman et al. proposed

a matte function for each input images using the bilateral filter [20]. Matte func-

tion is computed from the difference image created by subtracting the bilateral fil-

tered image from original image. This difference image highlights texture region and

small-gradient edge region which is given more weight while compositing. Li et al.

proposed an image fusion technique using the guided filter [22]. The guided filter is

used to construct a weight map along with salient detail of each image.
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3 Proposed Image Fusion Approach

The bilateral filter and the guided filter are edge preserving filters which exploit spa-

tial and range filter kernels. The bilateral filter makes use of spatial and photometric

distance for filtering purpose [23]. The guided filter explores local linear transfor-

mation to filter an image using guidance image [24]. The guided filter is advanta-

geous in removing gradient reversal artifacts over the bilateral filter. Despite this,

both the filters fail when the filter size is too large. They exploit spatial filter ker-

nel which defines the neighboring pixels while deciding the filter size. Hence, the

pixel which does not belong to the same region (but included in filter kernel size)

is also assigned a comparable weight in modifying a center pixel. This elevates the

problem of inter region mixing. To overcome this problem, Chang et al. defined a

probabilistic model of a filter named propagated image filter which considers context

information between two pixels [25].

Proposed image fusion approach using propagated image filter is shown in Fig. 1.

Propagated image filter is used to construct weight map for each input image In. Then

original images are fused through the propagated image filter-based weight map.

3.1 Propagated Image Filter

Propagated Image filter uses cumulative weight construction approach between two

pixels to be considered [25]. Let P0 is a pixel to be filtered and Pt is a pixel within

the window size w. As shown in Fig. 2a, the pixels along a path from Pt to P0 are

Fig. 1 Proposed image fusion approach using two images
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Fig. 2 Propagation filter: a Calculation of weight w0,t b 2D path pattern used for image filtering

using Manhattan distance [25]

defined as Pt−1,Pt−2, ...,Pt−N . Where, Pt−N = P0. The weight contribution of pixel

Pt for P0 is defined as Eq. (1):

w0,t−k+1 = w0,t−k × D(t − k, t − k + 1) × R(0, t − k + 1) (1)

where, k = N,N − 1,… , 1. Initially, w0,t−N = w0,0 = 1. As per Eq. (2), D calculates

adjacent photometric relation between adjacent pixels along a path, which is propor-

tional to the value of Gaussian function of their pixel value difference.

D(x, x − 1) = g(∥ Px − Px−1 ∥; 𝜎a)

= exp
(∥ Px − Px−1 ∥2

2 × 𝜎
2
a

)
(2)

where, Px is intensity value of pixel at location x. ∥ Px − Px−1 ∥ is the Euclidean

distance between intensity values of two consecutive pixels along a path. It supplies

higher value for the pixel values being similar (Less intensity difference).

As defined in Eq. (3), R calculates photometric relation between pixels x any y
which is defined as:

R(x, y) = g(∥ Px − Py ∥; 𝜎r)

= exp

(
∥ Px − Py ∥2

2 × 𝜎
2
r

)
(3)

where, Px is intensity value of pixel at location x. ∥ Px − Py ∥ is the Euclidean dis-

tance between intensity values of two pixels (not necessary adjacent to each other)
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along a path. 𝜎a and 𝜎r control the width of Gaussian kernel. For simplicity we con-

sider 𝜎a = 𝜎r.

For image filtering, we need to find a path connecting every pixel in a window w
to center pixel and then find a weight for each pixel traversing along that path. Path

is found using Manhattan distance as proposed in [25]. The 2D pattern used in this

paper is shown in Fig. 2b.

3.2 Weight Map Construction with Propagated Image
Filtering

Let us explain the weight map construction for the set of S multi-exposure images

indexed by n = 1, 2,… , S. After filtering gray scale input image In, the filtered image

obtained is Ln. Subtracting filtered image from input image gives the detail image

Dn as given by Eq. (4).

Dn(x, y) = In(x, y) − Ln(x, y) (4)

Each detail image Dn is converted into gradient domain by taking absolute value

of first derivative in each direction and summing it as defined in Eq. (5):

Gn(x, y) =
||||
𝜕Dn(x, y)

𝜕x
||||
+
||||
𝜕Dn(x, y)

𝜕y
||||

(5)

Binary weight map for each image is constructed by considering the pixel which

belongs to have maximum value of Gn. It is defined as Eq. (6):

Mn(x, y) =

{
1, if Gn(x, y) = max(G1(x, y),G2(x, y),… ,GS(x, y))
0, otherwise

(6)

Binary weight map is multiplied with input image to weigh each pixel according

to input intensity value after morphological operation such as hole filling. Average

filter is applied to overcome local effects due to sensor, scene, etc. as shown in Eq. (7),

̃Mn(x, y) = (Mn(x, y) · In(x, y)) ∗ H (7)

where, ̃Mn is modified weight map. H is average filter of size l × l. The practical

value of l used here is 20. Each weight map ̃Mn is normalized to range (0, 1) to make

all weight maps into same range. Normalization operation is defined as Eq. (8).

Wn(x, y) =
̃Mn(x, y) − ̃Mn,min

̃Mn,max − ̃Mn,min
(8)
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Here, ̃Mn,min and ̃Mn,max are the minimum and maximum values of ̃Mn, respec-

tively. As per Eq. (9), Wn is normalized at pixel level so that it sums to 1 for every

pixel location along the set of input images S.

̃Wn(x, y) =
1

Z(x, y)
Wn(x, y)

Z(x, y) =
S∑

n=1
Wn(x, y)

(9)

3.3 Image Fusion

Input images are fused using the weight map ̃W to obtain fused high contrast LDR

image F as defined in Eq. (10).

F =
S∑

n=1

̃Wn × In (10)

For color image fusion, same weight map ̃Wn is used for each of RGB color chan-

nel.

4 Results and Discussion

We tested our proposed algorithm on a variety of indoor and outdoor natural images

with more than two input images captured with different exposure settings. Figure 3

shows sample input images used for a scene in each row. Images used to evaluate

the algorithm are of size 340 × 512 × 3. Number of images varies from 3 to 6 for

different exposure settings of a same static scene. Window size w, 𝜎a and 𝜎r for

propagated image filtering are chosen to be 6, 5 and 5, respectively.

Figure 4 shows the fused images of the proposed method compared with the tech-

niques of [6, 10, 20]. Considering the first row of Fig. 4, we can observe that the sky

and the cloud color are well preserved than other fusion techniques. In the second

row, information captured with least exposure (far from camera like from window) is

more accurately fused from corresponding first input image of second row in Fig. 3.

Landscape image preserves contrast and haze well from input images as per the third

row of Fig. 4. We observe from the fourth row of Fig. 4 that building structure at left

part of the image is fused with more contrast and good illumination as compared

to [6, 10, 20]. It can be observed that the results are little under saturated with loss

of building structure in the fused images of [6, 10, 20]. Fifth row shows the fused

images of a cave with fall outside it. The proposed approach is observed to fuse far
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Fig. 3 Each row corresponds to a set of multi-exposure images of a scene

distant illumination better than other fusion techniques. In the sixth row, the pro-

posed algorithm produces visible artifacts in the sky region because dataset consists

of more number of less exposure images which is a limitation to be addressed in

future. The proposed fusion algorithm preserves the reflection of indoor objects in a

mirror as shown in the seventh row. The eighth row shows fused images for one part

of capitol building at Madison. We observe that the proposed approach maintains

proper illumination at hemisphere of a building and at wall border below portrait of

a man as compared to that of [6, 10, 20].
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Fig. 4 Fused images obtained by different techniques: First column shows results of Ma and Wang

[6], second column shows results of Mertens et al. [10], third column shows results of Raman and

Chaudhuri [20] and fourth column shows results of proposed approach
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5 Conclusion

We have proposed a novel image fusion approach using propagated image filtering.

The proposed algorithm exploits gradient domain weight map construction along

with propagated image filter. It is more effective than the existing state-of-the-art

image fusion techniques even for images captured with less exposure time. It also

preserves contrast and brightness well in the fused images. Moreover, the proposed

approach does not require tone mapping after fusion process as it generates the LDR

image directly. We would like to extend the proposed approach to work more effec-

tively independent of how the exposure values are distributed in a given dynamic

range of the scene. Extension to scenes with dynamic objects could also be explored

in future.
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Tone Mapping HDR Images Using Local
Texture and Brightness Measures

Akshay Gadi Patil and Shanmuganathan Raman

Abstract The process of adapting the dynamic range of a real-world scene or a pho-

tograph in a controlled manner to suit the lower dynamic range of display devices

is called tone mapping. In this paper, we present a novel local tone mapping tech-

nique for high-dynamic range (HDR) images taking texture and brightness as cues.

We make use of bilateral filtering to obtain base and detail layer of the luminance

component. In our proposed approach, we weight the base layer using local to global

brightness ratio and texture estimator, and then combine it with the detail layer to

get the tone mapped image. To see the difference in contrasts between the original

HDR Image and the tone mapped image using our model, we make use of an online

dynamic range (in)dependent metric. We present our results and compare it with

other tone mapping algorithms and demonstrate that our model is better suited to

compress the dynamic range of HDR images preserving visibility and information

and with minimal artifacts.

Keywords Computational photography ⋅ HDR imaging ⋅ Tone mapping

1 Introduction

The perception of real-world scenes by human beings is natural and consists of a

wide range of luminance values [1]. HDR Imaging aims to capture all of these lumi-

nance values present in the natural scene and can simultaneously incorporate detailed

information present in the deepest of shadows and brightest of light sources ([2,

3]). But the range of luminance values that a given display device can reproduce is

limited. For instance, only 8 bits (256 levels) of brightness information per chan-

nel is assigned for every pixel in video cameras or digital still cameras [4]. This is
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because the display devices can reproduce luminance range of about 100:1 Candela

per square meter (Cd/m2
) as opposed to human vision which ranges from 100 000

000:1 [5]. In today’s world most applications in gaming industry, augmented real-

ity, and photography require that the display devices mimic the images with real-

world scene luminance to provide a more realistic and natural experience ([6, 7]).

Tone mapping operators (TMOs) aim at maintaining the overall contrast and bright-

ness levels imitating images with high-dynamic range (HDR). Myszkowski in [8]

confronts incompatibility between images and display devices while performing

dynamic range compression. One of the important aspects of tone mapping is that

the same HDR image can be tone mapped into different styles depending upon the

situational or contextual considerations [9].

Most often texture, contrast, and brightness information is lost in the process of

tone mapping. The relative amount of information of the above-mentioned features

is one of the parameters used to measure the quality of the tone mapped image. We

propose a novel approach for tone mapping using a computationally efficient tex-

ture and brightness estimator which makes use of the local variations in the given

HDR image. Variation in the texture information is captured by this texture estima-

tor whereas the relative local brightness information is captured by the brightness

estimator. Using this we work on the luminance channel of the HDR image and try

to obtain a tone mapped image that leads to same response in the observer as that of

a real world scene.

The main contributions of this paper are listed below.

1. Our proposed model uses texture and brightness estimator that is computation-

ally simple compared to most of the existing tone mapping algorithms.

2. A novel framework for preserving contrast and brightness information from

HDR to tone mapped images.

3. This approach for tone mapping is an local adaptation that does not affect other

similar regions present in the image.

We discuss the existing tone mapping algorithms in Sect. 2. In Sect. 3, we describe

the algorithm of the proposed approach. We then present our results in Sect. 4 and

compare them with the results of other tone mapping algorithms using the online

dynamic range (in)dependent metric assessment [10]. We end the paper with con-

clusions, discussions and scope for future work in Sect. 5.

2 Related Work

The earliest works on tone mapping were by Tumblin and Rushmeier [11] where

they developed nonlinear global mapping functions that characterized the human

visual system’s brightness and contrast perception. In [12], Ward made use of a sim-

ple linear function relating the world luminance and the display luminance using a

proportionality constant known as scale factor. Larson et al in [1] used histogram

equalization technique which disregarded empty portions of the histogram and was
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able to achieve efficient contrast reduction. But contrast reduction was not achieved

when input image exhibited a uniform histogram. The past decade has seen consid-

erable work deriving motivation from the above ideas and much attention has been

given to the tone mapping algorithms since then. Almost all tone mapping algorithms

work on the luminance channel of the HDR Image and then integrate this modified

luminance channel to the CIE_Lab color space from which the tone mapped RGB

image is obtained. Fattal et al. described that large changes in gradients are due to

abrupt change in luminance values in HDR images [13]. So large gradients were

attenuated keeping the smaller ones unaltered.

The tone mapping methods used can be broadly classified into two groups. The

first one is the spatially uniform group where in a global mapping function is used

that does not account for local variations in the image. It means that a single function

is used for all the pixels in the image and usually the global mapping functions are

sigmoid or close to sigmoid in nature that preserve some details in highlights and

shadows [7]. Because of this, the mapping functions in this group do not directly

address contrast reduction. Intuitively this must be computationally inexpensive and

the experiments have proven so. The second one is the spatially varying group which

is local in the sense that mapping functions are applied over a given neighborhood of

a pixel just as human vision is sensitive to local contrasts. Some of these operators

take motivation from what McCann suggests in [14], lightness perception. The oper-

ators presented in ([13, 15, 16]), on the other hand, compute the arithmetic mean of

luminance values in a pixel neighborhood. Color is treated as a separate entity by

these tone mapping operators [17]. Mantiuk et al. in [18] proposed post process-

ing techniques to reduce color saturation. Durand and Dorsey [16] employed edge

preserving smoothing operators to justify locally adaptive processes which help in

minimizing haloing artifacts. We base our approach on the one suggested by Ashik-

min in [19] by making use of ratio of Gaussian filtered images to get the texture

information. We select same kernel size for Gaussian filters in our approach. Due to

the localization of the approach, these methods tend to be computationally expensive

than spatially uniform or global methods.

Other distinctions among tone mapping operators exist, such as static and dynamic
operators. Our approach falls in the static operator category where we work on static

images unlike dynamic operators which process a stream of images. Information on

making use of texture for capturing the details in images is given in Tao et al. [20]. So

we derive our motivation from the above and would like to use local features, such

as contrast, texture and brightness for tone mapping but at the same time, we want

our algorithm to be of same computational complexity as that of spatially uniform

methods. Making use of local features will allow us to capture more information that

can be used appropriately on display devices than the global compression techniques

that store information which produce not so realistic images. It is necessary to pre-

serve every line or edge and every minute detail of the HDR image. Such textures

on images can be visibly affected by geometric, radiometric and other distortion as

mentioned in [21]. We make use of what Durand and Dorsey suggested in [16], the

base layer and the detail layer obtained by splitting a HDR image into two layers

using a bilateral filter. In our approach, the detail layer is not processed and only
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the base layer is processed to compress the dynamic range. We also process only

the luminance component of the HDR image while leaving the color components

unaltered.

3 Proposed Approach

The block diagram in Fig. 1 explains our methodology of tone mapping. Our pro-

posed approach comprises of four steps for tone mapping of HDR Images. All the

four steps are discussed below sequentially.

3.1 Luminance Channel of HDR Image

As mentioned earlier, we work on the luminance channel of the HDR image because

the information on the dynamic range of the intensity values is contained in this

channel. We extract the luminance channel of the HDR image I using the equation

in [22] which is given below.

L = 0.2126IR + 0.7152IG + 0.0722IB (1)

IR, IG, and IB are the red, green, and blue channels of the image I, respectively.

The above equation is used because it closely relates to the human vision percep-

tion. Similarly ‘a’ and ‘b’ channels are computed and stored unaltered. Once the

Input HDR Image 
(RGB) 

Conversion to 
CIE-Lab Space

Detail 
Layer

Local to Global 
Brightness Ratio

Local Texture 
Estimator

Conversion from 
CIE-Lab to RGB 

Tone Mapped 
Image

L 
a 

b 

Bilateral 
Filtering

Base 
Layer

Compute 
Weights

Weighting of 
Base Layer

Fusion of L channel of 
Base and Detail Layer

Fig. 1 Block diagram of the proposed approach
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luminance channel is obtained, we would like to split it into two layers using bilat-

eral filter. The two layers are: base layer and detail layer. We work only on the base

layer and keep the detail layer as it is.

3.2 Bilateral Filtering

Once the luminance channel of the HDR image is available, we process it using

an edge preserving bilateral filter as suggested by Durand and Dorsey in [16]. The

output of the bilateral filter gives two layers, the base layerBL and the detail layerDL.

We preprocess the base layer BL to extract the texture and brightness information.

3.3 Pre-processing of Base Layer

Once the base layer BL is obtained, it is preprocessed to obtain information about

texture and brightness as explained below. We compute the weights from local tex-

ture estimator and local to global brightness ratio. The base layer is modified by these

weights as explained by Eq. (3).

Local Texture Estimation The amount of local texture present is estimated by tak-

ing the ratio of local smoothing around a pixel (x, y) of the image I using gaussians of

different standard deviations. In the numerator, we use a Gaussian filter G
𝜎1(x, y) of

size 9 × 9 with a standard deviation 1 around that neighborhood of the pixel and we

use another Gaussian G
𝜎2(x, y) with a standard deviation of 4. This quantity we call,

the texture estimator T(x,y). The equation for the texture estimator is given below.

T(x, y) =
G

𝜎1(x, y)⊗ ||g(x, y)||
G

𝜎2(x, y)⊗ ||g(x, y)|| (2)

Here g(x, y) is the gradient around the 9 × 9 neighborhood of a pixel (x, y) of the

base layer BL obtained after applying the bilateral filter on the HDR image [20]. We

next focus on preserving the brightness in the tone mapped image.

Local Brightness Estimation In the process of tone mapping, the brightness may

often get reduced perhaps making the tone mapped image dark. In order to preserve

the brightness in the process, we first estimate the average brightness in the neigh-

borhood of a pixel (x, y) and then, we find the average brightness of the entire image.

We call Brightness estimator B(x, y), which is the ratio of average local brightness

in the neighborhood of a pixel to that of the global average brightness value.

Weighting theBaseLayerNow once we have the local textureT(x, y) and brightness

B(x, y) estimators, we take a linear combination of these two in accordance with the

equation (3) below to compute the weights W and then we weight the base layer and

modify it using Eq. (4) given below.
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Fig. 2 Dynamic range

(in)dependent metric legends

[10]

W = (𝛼 × T(x, y)) + ((1 − 𝛼) × (B(x, y))𝛽) (3)

̂BL = BL × ((𝛼 × T(x, y)) + ((1 − 𝛼) × (B(x, y))𝛽)) (4)

In the above Eq. (4),the first term inside the brackets works to preserve the contrast

and texture information and the second term helps in maintaining the brightness

information. In Eq. (4) above, we have used two parameters, 𝛼 and 𝛽. Both of them

can be varied by the user. Here 𝛼 takes care of the overall contrast in the image and

𝛽 takes care of the brightness in the tone mapped image. For the results presented in

this paper we have used 𝛼 = 0.3 and 𝛽 = 0.4.

3.4 Fusion and Tone Mapped Image

Once the preprocessing is done, we then combine the detail layerDL on the processed

base layer ̂BL, thus bringing back every information present in detail layer DL back

into the image. We are still in the CIE-Lab space. So to get our tone mapped RGB

image, we need to convert the image from CIE-Lab to RGB space. Thus, we obtain

the final tone mapped image.

4 Results and Discussion

We present the results for a set of nine HDR images on six different state-of-the-art

tone mapping methods including the proposed approach which are presented from

top row to the bottom row of Fig. 3. The rows are in the order, namely: AdobeLobby,

Backyard, diffuse_map, elephant_ fg, face_ fg, puma_ fg, ostrich_fg, smallOffice,
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and tahoe1 [6]. For every image, we compare our tone mapped image with reference

to other standard tone mapping methods. For the results of other tone mapping algo-

rithms, we have used the best possible values of user input parameters. As could be

seen from Fig. 3, ChiuTMO gives a blurred image that is not at all appealing and

has spilling across edges [6]. TumblinRushmeierTMO increases the brightness in

the resulting image and gives good results [11]. FattalTMO gives a dull image with

reduced brightness and more dark regions in shadows [13]. WardHistTMO works

well but amplifies much of the invisible contrast in the image irrespective of the envi-

ronment [12]. ReinhardTMO is found to work better only in good lighting ambiance

[7]. Our proposed approach better preserves the texture information in all types of

environment and closely matches the best among all the other TMOs which is Tum-

blinRushmeierTMO as could be seen from Fig. 4. Since our method uses gradients

around a neighborhood of a pixel to estimate texture information and averaging to

get brightness, sudden changes in lighting conditions in the image may result in very

minute loss of aesthetic appeal but our method is simple and effective. As mentioned

earlier, we make use of an online metric to check the quality of our tone mapped

image. In order to compare our approach with the other approaches, we present the

results of the dynamic range (in)dependent quality metric in Fig. 4 for all the set of

images shown in Fig. 3 [10]. This shows that the proposed approach leads to very

less distortion in the final tone mapped images. The color codes for various errors

can be seen in Fig. 2.

We performed the experiments in MATLAB environment on a laptop that runs

64 bit Windows 7 and has Intel core i5 (1.7 GHz) processor with 6 GB RAM. From

Figs. 3 and 4, we see that our proposed TMO is better than ChiuTMO in terms of

overall appearance, FattalTMO, ReinhardTMO and WardHist in terms of visibility,

WardHistTMO in terms of non-amplification of invisible contrast and gives real-

world HDR like image in comparison with all TMOs while closely matching Tum-

blinRushemeirTMO in terms of maintaining the actual contrast.

5 Conclusion and Future Work

The proposed approach tone maps HDR images based on the local texture and bright-

ness cues. The motivation behind using this technique is its simplicity to produce

high-quality tone mapped images. Our approach takes only two parameters as input

from the user unlike the other TMO’s that require three to four parameters on an aver-

age. The proposed approach keeps the details intact of the bright and dark regions

in the HDR image in the process. Future scope involves subjective studies of tone

mapped images instead of using an online dynamic metric to compare the visual

perception and aesthetic appeal of our tone mapped images. Based on the descrip-

tions of the images given by the subjects we would like to work on improving our

approach in comparison to other TMOs if the subjects feel a big difference in the

quality of the tone mapped images.
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(a) (b) (c) (d) (e) (f)

Fig. 3 Tone mapped images for different methods: a ChiuTMO [6], b TumblinRushmeierTMO

[11], c FattalTMO [13], d WardHistTMO ([1, 12]) e ReinhardTMO [23], f Proposed TMO
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(a) (b) (c) (d) (e) (f)

Fig. 4 Dynamic range (in)dependent metric comparison for a ChiuTMO [6], b TumblinRush-

meierTMO [11], c FattalTMO [13], d WardHistTMO ([1, 12]) e ReinhardTMO [23], f Proposed

TMO.The corresponding color code is shown in Fig. 2
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Pre- and Post-fingerprint Skeleton
Enhancement for Minutiae Extraction

Geevar C. Zacharias, Madhu S. Nair and P. Sojan Lal

Abstract Automatic personal identification system by extracting minutiae points

from the thinned fingerprint image is one of the popular methods in a biometric sys-

tem based on fingerprint. Due to various structural deformations, extracted minutiae

points from a skeletonized fingerprint image may contain a large number of false

minutiae points. This largely affects the overall matching performance of the system.

The solution is to validate the minutiae points extracted and to select only true minu-

tiae points for the subsequent matching process. This paper proposes several pre- and

post-processing techniques which are used to enhance the fingerprint skeleton im-

age by detecting and canceling the false minutiae points in the fingerprint image.

The proposed method is tested on FVC2002 standard dataset and the experimental

results show that the proposed techniques can remove false minutiae points.

Keywords Fingerprint ⋅ False minutiae structures ⋅ Minutiae validation

1 Introduction

Personal identification system using fingerprint is one of the widely used biometric

systems because of its availability, uniqueness, and inexpensiveness. A fingerprint

has a rich structure as it is composed of several ridges and valleys. Personal identi-
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fication using fingerprint is carried out either by extracting global features like core

and delta points or local features like minutiae from fingerprint image. The most

important minutiae types are ridge ending and ridge bifurcation.

Various approaches proposed for automatic minutiae extraction in the literature

are carried out either directly from the gray-level image [1, 2], or from the bina-

rized image [3, 4] or from a thinned skeleton image [5, 6]. Extracting minutiae from

the thinned image has advantages like computational efficiency and simplicity over

the other methods. Usually, the minutiae extraction is carried out from a binarized

thinned image. Consistent extraction of these features is crucial for automatic fin-

gerprint recognition as these extracted feature points are matched against fingerprint

database for personal identification.

There are several factors that determine the effective extraction of minutiae points

from a fingerprint image. The quality of the fingerprint image is largely affected by

the way the fingerprint is acquired. Different conditions like quality of the finger-

print scanners, excessive dryness, wetness, scars, and cuts affect the quality of the

fingerprint image. The pre-processing steps like binarization and thinning can cause

connectivity issues in the fingerprint ridges. These problems can lead to the extrac-

tion of a large number of false minutiae points, reducing the overall system accuracy.

Hence, it is necessary to apply a post-processing technique to validate and eliminate

false minutiae points.

Most of the post-processing algorithms in the literature make use of the statistical

and structural characteristics of the fingerprint ridges to eliminate the false minutiae

points. Zaho [6] exploited the duality property of the ridge and valley structure of

the fingerprint image to eliminate short spurs, holes, and bridges. Ratha et al. [3]

proposed heuristic rules to eliminate false minutiae points. Tico [5] made use of the

structural properties of ridges to validate minutiae points and Kim et al. [7] pro-

posed combination of ridge orientation and structural properties to eliminate the

false minutiae points.

The paper is organized as follows: Sect. 2 describes the different pre-processing

steps required to extract minutiae from an input fingerprint image. Section 3 elabo-

rates different post-processing techniques to remove the false minutiae points from

the fingerprint image. Section 4 gives experimental results and Sect. 5 draws the con-

clusion.

2 Pre-processing

A skeleton-based feature extraction method generally consists of binarization and

thinning as its pre-processing steps. However, a low-quality image leading to poor

binarization and thinning may extract large number of spurious minutiae points. This

necessitated the inclusion of fingerprint enhancement in the pre-processing step,

where it corrects broken ridge connectivity. After enhancement, fingerprint features

like minutiae points and angles (ridge angle and bifurcation angle) are extracted. The

following are the different steps in the pre-processing stage:
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(a) (b) (c) (d) (e)

Fig. 1 Pre-processing results: a Original fingerprint image. b Enhanced image. c Image after seg-

mentation. d Binarized image. e Thinned image

2.1 Fingerprint Enhancement and Thinning

Short-time Fourier transform (STFT) method introduced by Chikkerur et al. [8] is

used to enhance the fingerprint image. This method collects many intrinsic properties

like ridge orientation and frequency of the fingerprint to enhance the image. Finger-

print ridges can be segmented from its background using the derived region mask

that distinguishes between ‘recoverable’ and ‘unrecoverable’ regions of the finger-

print image [8]. A local adaptive thresholding algorithm [9] is used to compute the

binary image from the enhanced gray-scale fingerprint image. The skeleton of the

fingerprint image is obtained from the binary image by the process of thinning where

pixels are eliminated from the boundaries of fingerprint ridges without destroying

the connectivity [10, 11]. A rule-based thinning algorithm for character recognition

proposed by Ahamed and Ward [10] is used for fingerprint thinning. Later Patil et

al. [11] extended the rule set specifically for fingerprint images. Figure 1 shows the

images in the different stages of pre-processing steps.

2.2 Minutiae Extraction

Minutiae points are extracted using the concept of crossing number (CN) [3, 6]. The

fingerprint skeleton image is scanned and all the pixels are labeled by the properties

of CN which is defined in Eq. 1:

CN = 1
2

8∑

i=1

||Pi − Pi+1
|| (1)

where each P′
is represent the neighboring binary pixel values of P and P1 = P9.
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(a)

P3 P2 P1

P4 P P8

P5 P6 P7

3× 3 Window

(b) (c)

0 0 0
0 1 0
0 0 0

0 0 0
1 1 0
0 0 0

0 0 0
1 1 1
0 0 0

0 0 1
1 1 0
0 0 1

1 0 1
0 1 0
1 0 1

Isolated Point Ending Point Continuing Bifurcation Crossing Point
(CN=0) (CN=1) Point (CN=2) Point (CN=3) (CN=4)

(d)

Fig. 2 Minutiae point detection process: a Thinned fingerprint image. b 3 × 3 window used for

counting CN (c) Image with minutiae points marked: end points marked with ‘ ’, bifurcation and

crossing points with ‘ ’. d An example neighborhood values for detecting various CN properties

for the pixel P.

Using the CN values, each pixel is classified as isolated point, ending point, con-

tinuing point, bifurcation point, or crossing point. Since the isolation points (CN =

0) correspond to the noise pixels in the fingerprint valley, this is treated as fingerprint

background. A minutiae map image (see Fig. 4a) is created by recording the different

values of CN. A minutiae map image is defined as an image with each pixel valued

0 through 4, where 0 represents the background and values 1 through 4 represent

different CN values as shown in Fig. 2d. A fingerprint image with all the minutiae

points marked is shown in Fig. 2c.

2.3 Angles

Two different angles are measured, along with the minutiae extraction step, which

can be used to identify the structural properties of the fingerprint ridge segment:

a ridge angle for each individual ridge segment and a bifurcation angle for each

bifurcation point. The ridge angle is computed (see Fig. 3b) as a distance-averaged

angle over a distance D from a bifurcation point. The bifurcation angle is computed

(see Fig. 3b) as the average of the ridge angles associated to a bifurcation point.

For each ridge segment r, the ridge angle (𝜓r) is defined as
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Fig. 3 Angles: a A sample ridge segment and 3 × 3 direction window for finding pixel angle (𝛾i).

b Ridge angle (𝜓r) of a ridge segment. c Bifurcation angle (𝜙b) measured over a distance of radius

from the bifurcation point shown in ‘ ’

𝜓r =
1
D

N∑

i=1
𝛾i (2)

where 𝛾i is the associated angle of the ridge skeleton pixel i (45
◦

step in a 3 × 3
neighborhood), D is taken to be half of the average inter-ridge segments’ distance,

and N is the number of pixels in the ridge skeleton within the distance D.

For each bifurcation point b, the bifurcation angle (𝜙b) is defined with respect to

the ridge angles 𝜓r (for r = 1, 2, 3 near a bifurcation point) as

𝜙b =
1
3

3∑

r=1
𝜓r (3)

3 Post-processing Algorithms

The number of minutiae points detected in the pre-processing step is usually much

larger than the genuine minutiae points in the fingerprint image. Various structural

deformations may cause the pre-processing step to extract spurious minutiae points

such as spur, bridge, lake, and island as shown in Fig. 5. Therefore, a post-processing

algorithm is required to reliably identify the genuine minutiae from the extracted

minutiae points.

Most of the current post-processing algorithms that work on the thinned image

require an additional scan over the skeleton to validate the genuine minutiae points.

As processing time is critical, our proposed algorithm avoids this additional process-

ing using the minutiae map image. Post-processing algorithms can be categorized

into two: first is the minutiae validation algorithm which removes both ridge ending

points and ridge bifurcations points that are ambiguous; second is the false minu-

tiae elimination where different minutiae points detected with respect to the false

minutiae structures are identified and removed.
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Fig. 4 Minutiae validation: a Part of the minutiae map image where each value represents the CN

property of each pixel location. b Ending point validation using a 3 × 3 window. c Bifurcation point

validation using a 3 × 3 window

Fig. 5 False minutiae structures: a Spike. b Spur. c Hole. d Bridge. e Triangle. f Broken ridge.

False bifurcation points are marked as ‘ ’, false endpoints are marked as ‘ ’ and true bifurcation

points are marked as‘ ’

3.1 Minutiae Validation Algorithm

Some candidate minutiae points are false even though they satisfy the CN property.

This is because of the ambiguous pixels generated by the thinning algorithm near

the candidate minutiae points. Ideally, the thinning algorithm should give only a

one-pixel-wide fingerprint ridge image.

The detected candidate minutiae points (Ending and Bifurcation Points) are val-

idated by making a full clockwise scan along eight neighborhood points using a

3 × 3 window centering the candidate minutiae point in the minutiae map image and

counting the number of transitions (T02) from 0 to 2. In the minutiae map image, the

ridge ending points and the ridge bifurcation points are represented by CN = 1 and

CN = 3, respectively.

For each candidate minutiae point P in the minutiae map image, perform the fol-

lowing steps:

1. Candidate minutiae point is a ridge ending point, if and only if there are only tran-

sitions involving 0 and 2 in the eight neighborhoods of the point and the number

of 0 to 2 transitions is 1 (i.e., T02 = 1). If not, mark it as false ridge ending point

(see Fig. 4b).

2. Candidate minutiae point is a ridge bifurcation point, if and only if there are

only transitions involving 0 and 2 in the eight neighborhoods of the point and

the number of 0 to 2 transitions is 3 (i.e. T02 = 3). If not, mark it as false ridge

bifurcation point (see Fig. 4c).
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Short
ridge Hole Bridge Triangle

Broken
ridge

Border
Minu-
tiae

Fig. 6 Removal order of false minutiae structures

3.2 False Minutiae Removal

The false minutiae structures (see Fig. 5) can be categorized either under the ones

which appear in the ridge (for e.g., Bridge, Ladder, Broken ridge, Hole, Spike, Spur,

Triangle) or at the border of the image where every fingerprint ridge ends. However,

ladder is a special case of bridge and both spike and spur are treated as short ridge

structures. Some of these structures are easy to identify while others are very difficult

due to their structural properties. We propose different algorithms to eliminate these

structures. In each stage, the algorithm either removes endpoints or bifurcation points

or both that are involved in the false minutiae structure. Since the removal of one false

minutiae structure may affect the performance of detecting the others, it is important

to specify the correct order of processing. In this paper, the order of detecting and

removing false minutiae structure is given in Fig. 6.

3.2.1 Short Ridge Structure Detection

Short ridge structures occur in a thinned fingerprint image because of the noises

present in the fingerprint image or they may be introduced by false binarization or

thinning [5]. Both spur and spike can be treated as short ridge structure and can be

eliminated in a single ridge tracing. Start tracing the ridges in the minutiae map from

a ridge endpoint (CN = 1) until it meets another endpoint (CN = 1) or a bifurcation

point (CN = 3). If the distance traversed is within a threshold (T1), these two minutiae

points are considered to be false minutiae. The former case is identified as spur and

latter is treated as spike.

3.2.2 Hole Structure Detection

Hole structure may occur due to a wide ridge structure [5]. Ridge pores can also cause

the hole structure. Hole structure can be detected by starting from a bifurcation point

(CN = 3) and tracing the three individual ridges. If any two of these three ridges

meet at another bifurcation point (CN = 3) and if the distance between these two

bifurcation points are within a certain threshold (T2), it is treated as a hole structure

and both the bifurcation points are removed.
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3.2.3 Bridge Structure Detection

The bridge and ladder structures usually occur if the fingerprint ridges come very

close. Considering the fact that the bridge structure is a connection between two fin-

gerprint ridges that are running almost in parallel, it can be eliminated by comparing

its bifurcation angle.

Step 1: Start tracing each ridge segment starting from an end point (CN = 1) until

it encounters a bifurcation point (CN = 3) A.

Step 2: If one of the bifurcated ridge segments meets another bifurcation point B,

calculate bifurcation angles 𝜙A and 𝜙B as defined in Eq. 3.

Step 3: If the distance between the points A and B is less than a threshold (T3) and

the difference between𝜙A and𝜙B is less than a specified angle (
𝜋

4
used in this

paper), then the two bifurcation points are identified as a bridge structure.

3.2.4 Triangle Structure Detection

In a fingerprint image, triangular structure is formed when a bridge structure comes

near a bifurcation point. The triangular structure is identified when the ridge tracing

algorithm detects three bifurcation points within a threshold distance. To remove the

triangular structure, the algorithm needs to identify only two false bifurcation points

from the detected three bifurcation points. Now, by applying the steps for detecting

the bridge structure, the algorithm will detect the two false bifurcation points formed

by the bridge structure by its property.

3.2.5 Broken Ridge Structure Detection

A broken ridge may be caused by cuts and scars in the fingerprint. Due to this, two

false ridge endpoints will be detected. Two endpoints A(x1, y1) and B(x2, y2) are con-

sidered to be the part of the broken ridge if they satisfy all the following conditions:

Step 1: distance between two endpoints A and B is less than a threshold (T4).

Step 2: the tangent orientation of the points A and B, tan−1( y2−y1
x2−x1

) ≈ 𝜋

2
. This ensures

that these points are connectable.

Step 3: 𝜓r1 − 𝜓r2 >
𝜋

4
, where r1 represents the ridge segment with the endpoint A, r2

represents the ridge segment with the endpoint B, and 𝜓r1 , 𝜓r2 are computed

using Eq. 2. This ensures that the two ridge segments flow in the opposite

direction.
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Table 1 Typical threshold values proposed by [7]: freq indicates fingerprint ridge frequency com-

puted at fingerprint enhancement stage

Threshold label Phase Threshold value

T1 Short ridge 1.7∕freq
T2 Hole 2∕freq
T3 Bridge 1.5∕freq
T4 Broken ridge 2∕freq
T5 Border minutiae 2.5∕freq

Fig. 7 Result of different post-processing techniques after removing: a short ridges. b Holes. c
Bridges and Triangles. d Broken ridges. e True minutiae points after removing border minutiae

3.2.6 Border Minutiae Points Detection

This is the final stage in the false minutiae detection. Border minutiae points are the

points in the fingerprint image where ridges end. Image border is determined by the

derived region mask in the fingerprint enhancement stage which is used to segment

the fingerprint image. In this stage all the minutiae points within a certain distance

threshold (T5) from the image border are removed.

In this paper, different threshold values are used at different stages to determine

the false minutiae structures. Since the fingerprint ridge structure may change using

several deformations, we have used an adaptive threshold value proposed by Kim et

al. [7] rather than static value. Table 1 gives the different threshold values used.

Figure 7a–e shows the intermediate result of different false minutiae detection

stages and Fig. 8a–d shows the fingerprint image with all true minutiae points marked

after removing the false minutiae structures (bottom row).
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GI index = −1.45

GI index = 0.72

(a)

GI index = −0.88

GI index = 0.74

(b)

GI index = −0.97

GI index = 0.52

(c)

GI index = −0.94

GI index = 0.62

(d)

Fig. 8 Results of final minutiae extracted from some fingerprint images in the FVC2002 Db2_a

dataset: Endpoints are marked as ‘×’ (shown in yellow color) and bifurcation points are marked as

‘◦.’ Top row shows images with all the initial minutiae points marked. Bottom row shows images

with true minutiae points marked by removing all the false minutiae points. The GI index value

before and after processing shows that a large number of false minutiae points are eliminated after

processing

4 Results and Discussions

To quantitatively measure the performance of our post-fingerprint enhancement al-

gorithm we have used the Goodness Index (GI) proposed by [3] by taking the true

minutiae points obtained from the fingerprint image using a domain expert and the

extracted minutiae points after post-processing. We have used the enhanced finger-

print image from the pre-processing step to extract the final minutiae points. The

goodness index is defined as

GI = P − D − I
T

(4)

where P is the paired minutiae points in the whole fingerprint image, D is the missed

minutiae points (includes both dropped (d) and type exchanged minutiae points (e)),

I is the spurious minutiae points, and T is the total number of true minutiae points.
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Table 2 GI index value for a dataset of 10 fingerprint images

Fingerprint T P D I GI

d e

DB2_B_101_1.tif 41 36 5 9 7 0.37

DB2_B_102_7.tif 45 41 4 2 1 0.76

DB2_B_103_5.tif 22 19 3 2 3 0.50

DB2_B_104_7.tif 27 22 5 3 6 0.30

DB2_B_105_2.tif 33 28 5 7 1 0.45

DB2_B_106_1.tif 34 30 4 7 2 0.50

DB2_B_107_3.tif 34 29 5 6 4 0.41

DB2_B_108_5.tif 31 23 8 2 2 0.35

DB2_B_109_7.tif 23 18 5 3 4 0.26

DB2_B_110_8.tif 41 36 5 5 9 0.41

Since the minutiae points are extracted from the thinned fingerprint image, there

may be some deviation in the distance from the minutiae points marked by the human

experts. Therefore, an extracted minutiae point m1(x1, y1) is said to be paired with the

true minutiae point m2(x2, y2) marked by the human expert if the euclidean distance

error between these points is not larger than 10 pixels (average fingerprint ridge

width). A high value of GI indicates a high performance. The maximum value of GI

is 1, and will be achieved whenP = T ,D = 0, I = 0, i.e., all extracted minutiae points

are true, no missed points, and no spurious points. Table 2 gives the GI values of a

set of 10 randomly selected fingerprint images from the FVC2002 Db2_b standard

dataset [12]. The GI index for this set ranges from 0.26 to 0.76 with an average of

0.43, which is better than the result reported in [4, 7].

We have compared the performance of our proposed fingerprint enhancement

algorithm for minutiae extraction with a popular public-domain MINDTCT minu-

tiae detector from NBIS (NIST Biometric Image Software) developed by Institute

of Standards and Technology (NIST) [13] and a method proposed by Shi et al. [4]

by calculating the average error rates of dropped (
d
T

), type exchanged (
e
T

), spurious

(
I
T

) minutiae, and total error rate. Table 3 gives the result of this comparison. Even

though the dropped minutiae rate is higher when compared with other methods, our

algorithm is able to eliminate large number of spurious minutiae points. The overall

performance of our proposed algorithm is clearly evident when we compare the total

error rate. It is important to remove spurious minutiae as these are the false feature

points that may adversely affect the overall fingerprint matching accuracy.

To further evaluate the performance of our proposed algorithm, we have con-

ducted another experiment on a set of 100 randomly taken fingerprint images from

the standard FVC2002 Db2_a dataset [12]. It contains 800 fingerprint images from

100 different fingers (eight images from each finger). Table 4 shows the result by

comparing our algorithm with MINDTCT [13] and Shi et al. [4]. The performance
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Table 3 Comparison of average error rates

Method Dropped Type

exchanged

Spurious Total error

Proposed 0.1480 0.1389 0.1178 0.4047

Shi and Govindaraju [4] 0.1178 0.1359 0.2507 0.5044

MINDTCT [13] 0.0392 0.1087 0.4561 0.6040

Table 4 Comparison of average error rates on FVC2002 Db2_a dataset

Method Dropped Type

exchanged

Spurious Total error

Proposed 0.0967 0.1225 0.1322 0.3514

Shi and Govindaraju [4] 0.0838 0.1096 0.2774 0.4708

MINDTCT [13] 0.0367 0.1161 0.4838 0.6366

comparisons from Tables 3 and 4 picturize a consistent and reliable performance of

the proposed algorithm, as compared to the other two, irrespective of the number of

samples selected from varied dataset.

5 Conclusion

In this paper, we have presented few pre- and post-processing algorithms to enhance

the fingerprint skeleton image for fingerprint minutiae extraction. Our proposed al-

gorithm can validate true end, bifurcation points and can detect many false minutiae

structures like bridge, broken ridge, hole, spike, spur, and triangle. The experimental

results show that the proposed algorithm eliminates a large number of false minutiae

points.
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Content Aware Image Size Reduction
Using Low Energy Maps for Reduced
Distortion

Pooja Solanki, Charul Bhatnagar, Anand Singh Jalal
and Manoj Kumar

Abstract On different devices images are often viewed with different resolutions
which require image resizing. Resizing images often affects the quality of the
images. To better resize images to different resolutions content aware image
resizing should be done so that important features are preserved. Seam carving is
one such content aware image resizing technique. In this work seam carving is used
to downsize an image. This is achieved by carving out an optimal seam (either
vertical or horizontal), which contains less information. Each seam removes a pixel
from every row (or column) to reduce the height (or width) of the image. To prevent
distortion resulting from uniform seam carving, we propose an algorithm that uses a
new energy gradient function. In this method minimum of three neighboring pixels
is calculated in both energy map and cumulative map and these values are added to
find the value of pixel for the new cost matrix.

Keywords Image resizing ⋅ Image resolution ⋅ Seam carving

1 Introduction

The screen size is the diagonal measurement of the physical screen in inches, while
the resolution is the number of pixels on the screen displayed as width by height.
There is a lot of variation in the resolution of devices available in the market.
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It could vary from 240 × 320 in some smart phones to 2048 × 1536 in some
tablets [1]. Also, while desktop and laptop displays are in landscape, many mobile
devices can be rotated to show images in both landscape and portrait. Image
resizing is needed to display the same image on different devices. Apart from
displaying an image on smaller screens, image size reduction is also needed to
create thumbnails [2, 3].

Cropping and scaling are two of the simplest techniques of reducing the size of
an image [4, 5]. In cropping, the outer parts of an image are removed which could
lead to the removal of some important portions of the image [6]. In scaling,
although the content of the image does not change, it affects the important details as
much as the unimportant details. Figure 1 shows the effect of cropping and scaling.
Thus change in resolution using these techniques reduces the quality of the image
[7, 8]. Seam carving, on the other hand, is content aware image resizing [9, 10].
Every object in the image should be scaled down. Seam carving removes more
pixels from uninteresting portions of an image as compared to interesting portions
of the image [11].

Fig. 1 a Original image of size 523 × 242, b image cropped to size 250 × 116, c image resized
to 250 × 116
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2 Related Work

Avidan and Shamir [12] have used a seam that is an optimal 8-connected path,
where optimality is computed using an image energy function. By repeatedly
deleting or inserting seams the aspect ratio of an image can be changed. This
method however sometimes introduces artifacts because the algorithm selects the
seam that has a minimum amount of energy in the image and it ignores the pixels
energy. Also, once a seam is removed from the image the entire energy matrix has
to be updated.

Rubinstein et al. [9] have proposed method seam carving for video. Seam
carving is improved using a 2D seam manifolds from 3D space-time volumes.
Instead of the traditionally used dynamic programming, they have used graph cut
method. However, the algorithm fails to keep straight lines as straight when
resizing.

Saliency maps that assign higher importance to visually prominent whole
regions and not just to edges have been used by Achanta and Susstrunk [13]. The
algorithm calculates global saliency of pixels using intensity as well as color fea-
tures. Independent of the number of seams added, the saliency maps are calculated
only once. The method fails to give desired results when there are complex objects
in the image or when the image contains more than one salient objects.

The algorithm proposed by Domingues et al. [14] uses appearance-based tem-
poral coherence model. It allows improved visual quality, affords greater flexibility,
and is scalable for large videos. It highly structures scenes or videos having past
paces scenes, and the method sometimes gives unsatisfactory results.

He et al. [15] combine gradient and saliency map which best describe the image
content. In this paper optimization method is also provided. This method improves
efficiency of seam carving.

3 Image Size Reduction Using Minimum Energy Seams

In this section we discuss the proposed algorithm for reducing the size of an image,
resizing the image by sequentially removing the seams, either vertical or horizontal,
as required. A vertical seam is an 8-connected path from a pixel in the top row of
the image to a pixel in the last row of the image. Analogously we have a horizontal
seam, which is an 8-connected path from a pixel in the leftmost column of the
image to a pixel in the rightmost column of the image. One vertical (horizontal)
seam removal reduces the size of the image by exactly one column (row). Figure 2
shows the result after each step of the proposed algorithm.

Step 1: Calculate the Energy Map of the image
Less prominent pixels are those that blend well with the background. The energy

basically represents the importance of the pixel and shows how the pixels are
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related to their neighbors. For this, we use the Sobel derivative operators to find the
energy of the pixels. The smaller the value, less important is the pixel.

Algorithm: Calculate the Energy Map of the Input Image

1. Convert image from RGB into gray scale.
2. Apply Sobel filter for gradient calculation:

Gx = [-1 0 1; -2 0 2; -1 0 1] and Gy [-1 -2 -1; 0 0 0; 1 2 1]
3. Energy of the pixel is then calculated as follows:

E(x,y) = √(Gx^2 + Gy^2)

Step 2: Calculate the Cumulative Minimum Energy Map
Dynamic programming is used to compute the cumulative minimum energy

map. To compute the lowest energy vertical seam, a 8-connected path of pixels,
running from first row to the last row, is found in such a way that one and only one
pixel from each row is taken. The cost of a seam is the sum of the energy function
along the seam.
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Fig. 2 Steps to remove the optimal seam. a Input image, b gradient energy image, c cumulative
energy map, d energy map of sub part of the image, e numbers in red indicate the cumulative
energy map of a image subpart. f The green arrows show the backtracking in dynamic
programming
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Algorithm: Calculate the Cumulative Minimum Energy Map

1. For the pixels in the first row, C(1, j) = E(1, j)
2. For r = 2: rows
3. {
4. C(r, 1) = E(r, 1) + [min (E(r-1, 1), E(r-1, 2)) + min (C(r-1, 1), C(r-1, 2))]

//For pixels in the first column
5. For c = 2: col-1
6. {
7. C(r, c) = E(r, c) + [min (E(r-1, c-1), E(r-1, c), E(r-1, c + 1)) + min (C(r-1,

c-1), C(r-1, c), C(r-1, c + 1))]
8. }
9. C(r, col) = E(r, col) + [min (E(r-1, col-1), E(r-1, col)) + min (C(r-1, col-1), C

(r-1, col))]
//For pixels in the last column

10. }

Step 3: Remove the Seam with Minimum Energy
From the cumulative energy map, find the vertical seam with the minimum

energy and delete the pixels lying on the seam from each row. Analogous technique
can be applied to remove the horizontal seam.

Algorithm: Removal of Minimum Energy Seam

1. For vertical seam start from last row in image.
2. Choose the pixel with the minimum cumulative energy in the last raw.
3. Choose the minimum of three neighboring pixels in the row above.
4. Repeat this process until the first row is reached.
5. Delete the connected path of the pixels which is the seam with minimum energy.

4 Results and Discussion

We have tested the proposed method on 100 images in the following categories:
Natural scenes, animals, human faces, buildings, and market scenes. Original
images were of different sizes. We resized them to 50 % of the original size and
compared the proposed results with those of Frankovich and Wong [16]. The results
of one image from each category are shown in Fig. 3.

We showed the results of applying [16] and the proposed method on 30 images
to ten different viewers. The views were asked whether or not they were satisfied
with the results of resizing. The result of the survey is shown in Fig. 4.
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Fig. 3 a Original images, b results of [16], c results of proposed method
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5 Conclusions

With the plethora of display devices available in the market and new ones coming
everyday, the need for image resizing techniques has become the call of the day.
Seam carving removes minimum energy pixels from the unimportant areas of the
image. Various approaches have been proposed by researchers to avoid the dis-
tortion in the image using seam carving. Still some distortions in the form of broken
straight lines, deformation of object parts, etc. still occur. To minimize such dis-
tortions in the image while using seam carving, we use a modified energy function
to better handle the image content. This energy function protects the important parts
of the image from distortion and reduces the image size. In future, we plan to work
on finding a modified energy function that can be used to increase the size of the
image with minimum distortion.
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Artificial Immune Hybrid Photo Album
Classifier

Vandna Bhalla and Santanu Chaudhury

Abstract The personal photo collections are becoming significant in our day today

existence. The challenge is to precisely intuit user’s complex and transient inter-

ests and to accordingly develop an adaptive and automated personalized photo man-

agement system which efficiently manages and organizes personal photos. This is

increasingly gaining importance as it will be required to browse, search and retrieve

efficiently the relevant information from personal collections which may extend from

many years. Significance and relevance for the user also may undergo temporal and

crucial shifts which need to be continually logged to generate patterns. The cloud

paradigm makes available the basic platform but a system needs to be built wherein

a personalized service with ability to capture diversity is guaranteed even when the

training data size is small. An Artificial Immune Hybrid Photo Album Classifier

(AIHPAC) is proposed using the nonlinear biological properties of Human Immune

Systems. The system does event based clustering for an individual with embedded

feature selection. The model is self learning and self evolving. The efficacy of the

proposed method is efficiently demonstrated by the experimental results.

Keywords Clonal selection ⋅ Antibody ⋅ Antigen ⋅ Avidity ⋅ Affinity maturation

1 Introduction

There is a need for a personalized photo management system which efficiently orga-

nizes and manages personal digital photos. Following points need to be noted for

personal collections. (1) Personal photos are very different from normal images or

videos as they are related to the specific user and are integrated by a context. The user
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will have personal associated memories like for instance the place, the environment,

the time etc. specifically relating to the photo clicked. The low level features fail to

capture the rich information of personal stories in entirety. A personal collection will

typically contain photos of a trip with family or friends or wedding or series of vaca-

tion taken with family. (2) The techniques for image retrieval based only on content

have been proved unsuccessful as they are unable to connect the semantic import

with the content. (3) The photos taken during a particular event, such as a birthday

party, show coherence but not like a video sequence. The changes in frames in a con-

ventional video are very strongly related and are highly similar unlike two similar

photos where the camera is randomly and frequently tilting, panning or zooming.

(4) They are very unlike the MRI/CT scans or other medical images where images

are largely similar. (5) Last but not the least the training data sets in these environs

are not very large and are inherently diverse. Its growingly becoming more and more

laborious to locate a specific photo from a collection of millions using conventional

photo organization systems. In this paper we put forth a self learning and self evolv-

ing hybrid model for managing personal photos which is adaptive too and can assist

users to organize their vast and diverse personal photo collections. In contrast with

classical machine learning algorithms the proposed model performs very well even

when the size of the training data is not very large. The proposed Artificial Immune

Hybrid Photo Album Classifier (AIHPAC) model is inspired by the intuitive and

clever information managing technique of the biological immune systems to gen-

erate a robust feature set using Clonal Selection principles taking the input images

as seeds. This is particularly suitable in the context of personal collections, where

for each training sample different points of view are gathered in parallel using clonal

selection. The rest of this paper is organized as follows. Section 2 is about the related

work. Section 3 describes the AIHPAC model, Sect. 4 tabulates experimental results.

Section 5 gives a brief discussion about the clonal effects and the paper concludes

with Sect. 6.

2 Related Work

Most personalized systems built so far require explicit user intervention [7]. These

current photo management systems are based on text/keywords based annotations [3]

which are intuitive but the user needs to acquaint themselves with concepts like class,

property relations and instances etc. Early systems, like FotoFile [9] and Photo finder

[8], annotate content with keywords and names and use archives to generate tags and

annotations. Though the search performance is good but the tedious process of man-

ually annotating each photo by the user is a requirement. Then the issue of capability

of knowledge inference where the preceding commented data is inadequate to yield

inference for the prospective photos of future. PhotoMesa [1] maximizes the screen-

space usage, but here also the photos have to be arranged personally by the user.
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The lexically motivated keyword based approach does not resolve multiplicity and

semantic relevance remains a issue. Naaman et al. [11] automatically generate addi-

tional metadata from each photo and based on a user study and survey identified the

useful and relevant categories of contextual metadata for retrieval. The fast visual

scanning mechanism like pan and zoom do not scale to manage the large personal

photo collections. Some of these techniques perform well for other data scope as

per the literature review but their performance is ordinary in personal photo collec-

tions. Though tedious, wearisome and time-consuming, yet a lot of researches were

dedicated to enhance and ease the annotation tools [5]. Another popular approach is

grouping photos using visual features. Using time stamp is also a common but popu-

lar approach. Orii et al. [12] shows that congregating on the basis of timestamp makes

very little difference for unfamiliar photo collections and in their subsequent work

say that it helps browsing experience. This is useful when you want to cluster con-

tiguous photos and not personal photo collections. A classification completely driven

by data and based on entropy and evolution was given by Tao Chunmei et al. [14].

The design uses a bottom up mechanism for searching and despite using lesser num-

ber of dictum achieves high precison. With Support Vector Machines, the samples

near the SVM hyperplanes tend to be misclassified. The classification based on SVM

and reverse KNN presented by Chen Li et al. [4] shows a better average forecast accu-

racy. A decision tree rule based classification by Tan et al. [13] aims at improving

precision of classification and Liu et al. [10] gave a model based on KNN for small

sample sets. Cao Gen et al. [2] present a locally weighted KNN based weighted clas-

sification algorithm. Overall, these algorithms convey that though the supervised

techniques for classification have evolved but these are steady specifically under

KNN, SVN, Bayesian or similar evolutionary calculation. Our work explores more

efficient classification platforms and presents a supervised classification algorithm

which simulates the intelligent data processing techniques of the human immune

system imitating their distinctive features of organization, adaptability and learning.

Shaojin has proposed classification based on AIS but not for personal photo collec-

tions [6]. Personal photo collections do not have much training data available class

wise and are very different from hyper spectral images or medical images which

have been the datasets for most of the past work with artificial immune systems.

Kai-En Tsay et al. [15] did develop an organizer but their results are case studies

and not statistically significant analysis. Also very broad categories like for instance

people/nonpeople and indoor/outdoor were chosen.

3 AIHPAC

Our proposed system uses Clonal Selection principles from Artificial Immune

System which we will briefly introduce and then present our model.
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Fig. 1 Generation of

Diversity

3.1 Artificial Immune System (AIS)

The primary function of our Immune System is to protect the human body from

the invading disease causing microorganism called antigens. When a microorganism

first attacks, the Adaptive Immunity stores this into memory for future reference and

when the same pathogen strikes later it is countered with a more intensified response.

The cells that match the best multiply to generate clones. High repetitive mutation

continuously evolves these clones and sooner or later a better and more appropri-

ate solution manifests itself. This entire process is termed Clonal Selection. We are

inspired by two main ideas which are very pertinent for our framework. Diversity:

In the human system, antibodies are generated by highly specialized cell called the

B-cells explicitly for a particular antigen. The Gene Library consists of gene frag-

ments which are the building blocks for these antibodies. As the library repository is

limited, it does not have genes that can create antibodies for each conceivable anti-

gen. A big heterogeneous collection of antibodies is created by the random combi-

nation of the various gene fragments in the library and invariably a specific antibody

gets created for every possible antigen, even the new unfamiliar ones. This process

is illustrated in Fig. 1.

Avidity: It is a accrued total measure of collective affinities of an antigen with

all possible antibodies which are similar to the specific antigen. The biology of

the Human Immune System has inspired many Artificial Immune Systems [6]. The

Clonal Selection Algorithm, CLONALG, [5] by Castro substantiates that clonal

selection theory can help in pattern recognition. The Algorithm is outlined as fol-

lows: (1) A community of strength, N, is initialized randomly. (2) Determine the

similarity metric of each input pattern I (analogous to an antigen) with every mem-

ber of N. (3) Choose b best matched members of N and spawn clones of these

corresponding to the extent of their similarity with I. Higher number of clones are

generated if the matching if higher (4). These clones are now mutated and evolved

with a rate proportionate to the degree of match similarity. (5) The evolved and

matured clones are finally added to the initial community N. The best n members

from this set are stored in the memory. (6) Repeat the algorithm till convergence

happens or the stop criteria is achieved.
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3.2 The Architecture

Our immune system is able to capture the antigen (foreign elements) through an

antibody if one exists. If not, then a process of mutation and proliferation produces

the desired antibody. This self-learning and self-adapting immune system inspires

our model. Each photo is characterized by its m * m color correlorgam matrix which

involves quantization of the image into the color bins and then representing the image

by the square matrix where m is the number of bins. We have used this discerning

feature in our work because of the following favourable characteristics of color cor-

relogram: (i) It captures the color spatial relationship. (ii) it portrays the global spread

of local spatial connection of colors (iii) uncomplicated calculation (iv) the feature

dimension is compact and (v) this image feature is found to be resilient to large

variations spawned by variations in camera zooming positions, occlusions, back-

ground variations, viewing positions etc. The statistical descriptor of color images,

the color correlogram has been widely used and is an accepted feature for content

based image retrieval (CBIR) systems. The parameters are tuned and adjusted for

best results. Inner product metric is used to measure affinities as the relative dis-

tance does not provide good performance. The model has training and testing phase.

Training phase includes feature extraction.

3.3 Training

The feature set extracted from the Correlogram Matrix of all training images are used

as the starting population of each class, N. Training Algorithm is as follows:

∙ Randomly initialize a population of antibody class (N) and memory cell class (M).

∙ Select a memory cell pattern from the population M and establish its affinity, A,

with every member of set N using Inner Product and select n highest affinity mem-

ory cell of M.

The Inner Product between two image I1 and I2 is given by:

⟨
I1, I2

⟩
𝛾

=
∑

𝛾

(k)
ci,cj

(I1), 𝛾 (k)ci,cj
(I2)∕ ||||𝛾(I1)||||2 ||||𝛾(I2)||||2 (1)

where: i,j∈{1…m} and, k∈{1…n}

and ||𝛾(I)|| =

√∑
i,j∈{1…m}
k∈{1…n}

[𝛾 (k)ci,cj(I1)]2

∙ As per the rules of Clonal Selection, we first and foremost clone, then mutate

and finally do crossover for each cell separately for each class. Figure 2 illustrates

this mechanism. This process produces supplementary data to generate additional
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Fig. 2 Mutation and Crossover

features that satisfy the minimum threshold criteria for that class. The total quan-

tity of clones generated is calculated by

Cnum = 𝜂 ∗ A(I1, I2) (2)

Here the affinity between two photos is A and the cloning constant is 𝜂. Higher the

affinity of match the greater the clone stimulus gets, the more the cloning number

is. If the similarity index which shows the degree of matching is higher then greater

number of clones are generated as the stimulus produced for cloning gets higher.

On the other hand if the similarity is less then the number of clones produced is less

which is in sync with the human immune system process mechanism. Accordingly

MF, the mutation frequency, is given by

MF = 𝛼 ∗ 1∕A(I1, I2) (3)

where 𝛼 is mutation constant and higher the affinity of match, the smaller the clone

stimulus gets, the lower the mutation frequency is. On the contrary, the mutation

frequency is higher.

∙ The generated new features, m, are added to the initial population N. To keep a

check on the size and the algorithm convergence speed, the elimination principle

of biological system is followed. The elimination principle calculates the simi-

larity of an antigen with every antibody present in the community N. The weak

affinity members will automatically get removed and this way the community size

will be maintained.

∙ Repeat until all patterns in initial memory set are processed.

After the completion of training phase we have a large pool of feature sets

(antibodies) for each class. N images from each class result in around 3N = (N + m)

valid features (antibodies) for that class.
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Fig. 3 AIHPAC Model

3.4 Testing

Take the testing image Correlogram Matrix. The model performs classification using

a 2-layered approach, Fig. 3. The first layer of innate classification matches the test-

ing image (antigen) with the pre trained antibodies of each class. We predefine a

threshold value for the number of matches and a count C for each class is ascer-

tained. If the count C is above the threshold then it qualifies for Layer-2 testing and

are subsequently fortified by the acquired knowledge of combined strengths of vari-

ous matches within a class. This second phase for acquired knowledge computes the

average affinity of many strengths of all authorized matches which have cleared C.

We calculate the average inner product score between the test image and every mem-

ber of the given class which has passed the first layer criterion. This is called Avidity,

A, and it is established for every class. The class is finally determined on the basis of

this net aggregate score S = (C + A). The test images used are different from training

images and belong to different individuals. The model has the capability to gener-

ate a new class. If none of the existing classes come up with an acceptable score at
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layer 1 or 2 then the system suggests a new class and the particular test image may

initialize a new class.

4 Experimental Results

The model was tested for three different classes i.e. Picnic, Wedding and Conference.

There are no standard datasets available for our domain. We have taken images from

the INTERNET and also from some personal albums. Some samples images used

are shown in Fig. 4. The results are based on a system correctly recognizing the

picture belonging to the specific class which have been aggregated in results under

True Acceptance (TA) in Table 1 and not belonging to the class and hence rejected

correctly have been aggregated in results under True Rejection (TR) in Table 2. The

number of images used for training the model and number of images used for testing

are listed in the third column, Training/TA for Table 1 and Training/TR for Table 2

respectively. The number of antibodies created by the model for each class are given

in the fourth column. The following columns show classification performance with

Fig. 4 Sample Images

Table 1 Result for true acceptance

S.N Class Training/TA Antibodies

(num)

NN (%) 1-layer

AIHPAC (%)

2-Layer

AIHPAC (%)

1 Picnic 40/37 110 60 62 74

2 Wedding 30/20 85 67 72 75

3 Conference 40/25 115 74 77 79

Table 2 Result for true rejection

S.N Class Training/TR Antibodies

(num)

NN (%) 1-layer

AIHPAC (%)

2-Layer

AIHPAC (%)

1 Picnic 40/95 110 78 82 85

2 Wedding 30/204 85 77 85 92

3 Conference 40/107 115 75 80 85
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Table 3 Result for new class indication

Picnic Wedding (%) Conference (%) NEW (Birthday) (%)

Classification 79 83 81 87

standard Neural Network, 1-layer and 2-layer AIHPAC model. The 2-layer AIHPAC

model shows superiority in performance. We added pictures from a fourth class,

Birthday, to the testing set and the model indicated a new class, Table 3.

5 The Effect of Clonal Selection

The Clonal Selection technique is very simple with limited number of specifications

which are also completely determined by the user. Literature has proved that clonal

theory can be used for solving problems pertaining to pattern recognition. Unlike

most of the evolutionary methodologies which are probabilistic, this concept inspired

by immune theory is highly deterministic in terms of all its features like cloning,

replacement, selection etc. This is a highly desirable concept because it not only helps

to distinguish between processes but in addition it also gives discernibility of all that

is happening within the model along with a great degree of standardization. The

flexible and self modifying capability of the model makes it possible for information

to be reused. This saves the system restarting from the beginning every time a new

feature set comes in. In-fact the model learns and evolves to become more and more

robust with every new exposure. We now present the impact of the configurable

components on the model.

Antibody pool size is the absolute quantity of antibodies to be sustained by the sys-

tem. We used the simple approach of selecting an m ≤ N. Here N is the the memory

portion and the remaining size is determined by N-m which is represented by r.

Selection pool size represents those antibodies which have the highest similarity and

have been drawn from the initial population.

Clonal factor gives a scaling factor and refers to the total count of clones that are

generated. Common values for Clonal factor are ∈ (0, 1]. The algorithm executes

search depending on the value of the clonal factor. If the clonal value is low then the

algorithm probes search in local regions.
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6 Conclusion

The AIS based classification used in our model is particularly suited for supervised

learning problems. Clonal selection augments data at the feature level and therefore

restricts the parameters to particular regions that assist to capture the input distri-

bution. There are scenarios where the camera position may cause variations in the

apparent size proportions of the geometry of the scene and this introduces distor-

tions in detected images. Our model develops a set of memory cells through the

utilization of artificial evolutionary mechanism which have the intrinsic ability to

handle intra and inter album diversity despite small size of the initial datasets. The

final result of the algorithm is the memory pool and it captures the dominant and the

essential characteristics of class intuitively at the feature level yielding high classi-

fication performance. The AIS inspired classifier has the robust and efficient ability

to capture diversity and this is because of the intuitive rules of nature which pro-

duce antibodies in a human immune system. Past work on classifications based on

biological immune mechanisms primarily use medical images, monuments or hyper

spectral images as datasets with very inspiring results but the same algorithms dete-

riorate in performance when tested on personal photo datasets. This new proposed

model is self learning and gives novel results on Personal Photo collections. The

classifier does not show a majority class tilt because the number of antibodies pro-

duced are irrespective of the initial population of the class. The majority and minority

class eventually end up with an equable number of antibodies. This method allevi-

ates the tediousness of manual annotations and their associated complexities. We

worked with a few variations in threshold criteria and also experimented with differ-

ent mutations. The results show that the model proposed is effective and feasible with

high classification precision. A new class can be added to the existing set of classes

dynamically replicating the behavioural aspects of self-learning and self evolving of

human system.
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Crowd Disaster Avoidance System
(CDAS) by Deep Learning Using eXtended
Center Symmetric Local Binary Pattern
(XCS-LBP) Texture Features

C. Nagananthini and B. Yogameena

Abstract In order to avoid crowd disaster in public gatherings, this paper aims to
develop an efficient algorithm that works well in both indoor and outdoor scenes to
give early warning message automatically. It also deals with high dense crowd and
sudden illumination changing environment. To address this problem, first an
XCS-LBP (eXtended Center Symmetric Local Binary Pattern) features are
extracted which works well under sudden illumination changes. Subsequently,
these features are trained using deep Convolutional Neural Network (CNN) for
crowd count. Finally, a warning message is displayed to the authority, if the people
count exceeds a certain limit in order to avoid the crowd disaster in advance.
Benchmark datasets such as PETS2009, UCSD and UFC_CC_50 have been used
for experimentation. The performance measures such as MSE (Mean Square Error),
MESA (Maximum Excess over Sub Arrays) and MAE (Mean Absolute Error) have
been calculated and the proposed approach provides high accuracy.

Keywords Crowd disaster ⋅ Texture feature ⋅ Convolutional neural network ⋅
People counting

1 Introduction

In reality, public safety needed places such as malls, stadiums, festivals and in
public gatherings, crowd control and crowd management becomes paramount. One
of the basic descriptions of the crowd status is crowd density. Counting its flow is
an important process in crowd behavior analysis. It can also be used to measure the
comfort level of the crowd for detecting potential risk in order to prevent overcrowd
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disasters. Crowd size is the important descriptor to detect threats like riots, fights,
mass panic and stampedes. In case of traditional CCTV (Closed Circuit Television)
cameras, the task of monitoring the crowd level is tedious. It is because of the
requirement of large number of human resources to monitor surveillance cameras
constantly over a long period of time. Recently, on 24 September 2015, about 2,070
pilgrims were died due to the crowd overflow during Hajj pilgrimage in Mina,
Mecca and on 14 July 2015, at least 27 pilgrims died due to the stampede caused
during Maha Pushkaralu festival on the banks of Godavari River, Andhra Pradesh,
India. The above mentioned stampedes are due to lack of crowd control in advance.
Hence, automated techniques should be involved for observing crowd to avoid
crowd crush by estimating crowd count and crowd density. The proposed system
focuses on warning the authority in advance to avoid such deadly accidents due to
crowd crush. The major challenges faced by crowd detection algorithms are pres-
ence of too many people in the scene which makes the scene cluttered and
occluded, complex backgrounds, shadows of people who are static and moving,
sudden illumination changes and poor resolution of image.

In most of the public places, due to changing environment conditions, the
surveillance camera fails in crowd density estimation and accurate counting. Most
previous works in the field of crowd counting only count passing people robustly
with slightly varying illumination. Hence, this paper aims to provide Crowd
Disaster Avoidance System (CDAS) based on crowd density estimation. It involves
extracting XCS-LBP (eXtended Center Symmetric Local Binary Pattern) texture
features which works well in sudden illumination changing environment [1].
Subsequently, the Deep Convolutional Neural Network has been used for crowd
density estimation and counting is done using dot annotations.

2 Related Work

The literature survey for crowd density estimation and people counting given by
Abdulla et al. [2] shows that the indirect approach performs very well in detecting
persons in highly dense crowd and also in presence of occlusions. The methods of
indirect approach are pixel based, texture based and corner point based methods.
Among these, texture based methods outperforms other in high dense crowd
environments. Rahmalan et al. [3] proposed various texture based feature extraction
methods such as GLCM (Gray Level Co-occurrence Matrix), MFD (Minkowski
Fractal dimension) and TIOCM (Translation Invariant Orthonormal Chebyshev
Moments) for crowd density estimation as well as people counting. In [4, 5], LBP
(Local Binary Pattern, [6]) and LBPCM (LBP co-occurrence matrix) are also
proposed for the process of crowd density estimation. Of these textures based
methods, for estimating crowd density in indoor scenes, Marana et al. [7] proposed
that MFD is computationally efficient compared to GLCM. MFD requires only one
feature to be extracted which is a fractal dimension obtained after ‘n’ dilation
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whereas GLCM requires 16 features such as Energy, Homogeneity, etc., The dis-
advantage of MFD is that the classifiers are not able to distinguish between high
and very high crowd densities.

To estimate the crowd density in outdoor scenes, both GLCM and TIOCM
perform well when compared to other methods [3]. But in case of small variations
in illumination, TIOCM is better than GLCM but fails in case of clutter, shadow
and noise. The extension of LBP (Advanced Local Binary Pattern (ALBP)) pro-
posed by Ma et al. [8] has high distinctive power in handling noise and provides
high accurate crowd degree in unconstrained environment but fails with increase in
crowd size. In [9], it is given that CS-LBP (Center Symmetric LBP) descriptor is
tolerant to small illumination changes and it is computationally simpler than the
SIFT descriptor. The XCS-LBP descriptor is efficient in case of sudden illumination
changes in background modeling and subtraction in videos [1]. As this paper aims
to develop an efficient algorithm that works well in both indoor and outdoor scenes
which is robust to instantaneously changed illumination, XCS-LBP texture features
have been utilized for crowd density estimation. The main contributions towards
this work are

• From the literature, XCS-LBP descriptor has been used only for background
modeling and subtraction in video surveillance applications [1]. Therefore, the
proposed CDAS make use of it for crowd density estimation and people count.

• The existing Deep learning based crowd count model [10] fails under sudden
illumination. Hence, the proposed system adopts XCS-LBP texture feature
based deep learning concept for crowd density estimation and people count
which is robust under sudden illumination condition.

• The proposed CDAS displays a warning message to the authority when crowd
count exceeds a limit. Thus, preventing deadly accidents in advance.

3 Proposed Method

At present, the accuracy of crowd density estimation and people count is reduced
due to the sudden illumination changes in the real time environment. The proposed
method involves extracting XCS-LBP texture feature which provides good result in
case of sudden illumination changing environment [1]. The next step of the pro-
posed methodology is to train the extracted feature samples with the Convolutional
Neural Network which provides the learned feature vector. Subsequently, the test
samples are tested to provide accuracy of correctly classified samples and error
percentage of misclassified samples. Following that, the feature vector is mapped
into crowd density map which provides the estimation of people in high dense
crowd scenario.

Finally, the people count is done based on dot annotations which gives the count
of people in the scene and a warning message box has been displayed to the
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authority in case of exceeding the count limit. The count limit threshold is set by the
authority as per the statistics. The methodology of the proposed model is shown in
Fig. 1.

3.1 Texture Feature Extraction

Texture is one of the important properties which require the analysis of image
patches. The various texture feature extraction methods such as Local Binary
Pattern (LBP), Center Symmetric LBP (CS-LBP) and Extended CS-LBP
(XCS-LBP) are computed and the results of these methods are compared.

Extended CS-LBP (XCS-LBP) texture feature extraction. The first step of the
process is to extract the XCS-LBP texture features. The extension of CS-LBP
texture descriptor is given as XCS-LBP operator. The LBP texture descriptor
compares the center pixel with its neighborhood pixels and the CS-LBP texture
descriptor produces shorter histogram than LBP by comparing the neighborhood
pixel values. In the XCS-LBP texture descriptor, both the center pixel and neigh-
borhood pixel are also considered. This combination makes the resulting XCS-LBP
descriptor less sensitive to sudden illumination changes [1]. The XCS-LBP operator
is shown in Fig. 2.

Data acquisition

Texture based Feature extraction using XCS-LBP 

Crowd density estimation using CNN model

Estimating People count using dot annotations

If people 
count>K 

        Warning message 

Yes

No

Where K is the count limit 

Fig. 1 Proposed methodology
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The XCS-LBP (eXtended CS-LBP) is expressed as:

XCS−LBPP,RðCÞ= ∑ðP ̸ 2Þ− 1
i=0 sðg1ði, cÞ+ g2ði, cÞÞ2i ð1Þ

where gc is the center pixel and g0, g1……. g7 are the neighbourhood pixels. As per
the result, the XCS-LBP provides histogram shorter than LBP, as short as CS-LBP.
Also more image details are extracted using XCS-LBP than CS-LBP. It is less
sensitive to noise and sudden illumination changing environment than both LBP
and CS-LBP [1]. Hence, in the proposed methodology XCS-LBP texture features
are used. After the extraction of XCS-LBP texture features, these feature samples
are given as an input to the deep Convolutional Neural Network.

3.2 Deep Learning

Deep learning is about learning multiple levels of representation and abstraction in
data. It replaces handcrafted features with efficient algorithms for unsupervised
or semi-supervised feature learning and hierarchical feature extraction. It performs
hierarchy of representations with increasing level of abstraction. The traditional
machine learning and deep learning concept is shown in Fig. 3.

Crowd density estimation using Convolutional Neural Network (CNN)
model. After the extraction of XCS-LBP texture features, these feature samples are
fed to the classifier. The concept of Deep learning provides accurate classification
rather than the traditional classifiers because Deep learning uses trained features
instead of hand-crafted features to obtain the learned feature vector. In a crowded

gc

gc

gc

gc

gc

XCS-LBP= 

s((g0 – g4)+ gc +( g0 - gc)( g4 - gc)) 20+
s((g1 – g5)+ gc +( g1 - gc)( g5 - gc)) 21+
s((g2 – g6)+ gc +( g2 - gc)( g6 - gc)) 22+
s((g3 – g7)+ gc +( g3 - gc)( g7 - gc)) 23

Fig. 2 XCS-LBP texture feature operator
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scenario, the prior knowledge and descriptions regarding the crowd with the human
effort lacks the classifier’s performance. CNN overcomes this problem and hence
the proposed work makes use of it by creating a feed forward neural network with
20 neurons. In CNN, the features are learned with hierarchy of data abstraction with
convolutional and pooling layer. After which the fully connected layer with the
learned feature vector is obtained. The CNN consists of layers such as Convolution,
non-linearity and pooling layers. The different layers employed in CNN are shown
in Fig. 4.

The proposed CNN model learns crowd specific features which are more
effective and robust than handcrafted features. No matter whether the crowd is
moving or not, the crowd texture would be captured by the CNN model and can
obtain a reasonable counting result [10]. The feature vector obtained from the CNN
model is mapped into a crowd density map. The main objective of this crowd CNN
model is to learn a mapping F: X → D, where X is the set of XCS-LBP features
extracted from training images and D is the crowd density map of the image. For
example, consider frame Ik and a set of Dk texture features are extracted at their
respective locations {(xi, yi), 1 ≤ i ≤ Dk}, the corresponding crowd density map
of the image Ck is defined as follows:

Ckðx, yÞ= 1ffiffiffiffiffiffiffiffi
2πσ

p ∑Dk
i=1 exp −

ðx− xiÞ2 + ðy− yiÞ2
2σ2

 !
ð2Þ

where σ is the bandwidth of the 2D Gaussian kernel. The resulting crowd density
map characterizes the spatial distributions of pedestrians in the scene. The archi-
tecture of proposed model is shown in Fig. 5.

Hand crafted feature extractor(a)

(b) Trainable feature extractor

Simple trainable classifier 

Trainable classifier

Fig. 3 a Traditional concept, b deep learning concept

Feature mapsPooling Non-linearity 
Convolution 
(Learned)Input image

Fig. 4 Different layers in CNN
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3.3 Estimating People Count Using Dot Annotation

After training the XCS-LBP features in CNN model and extracting the learned
feature vector, the next step is to count the number of people in the frame by dot
annotating the learned feature vector. If the count exceeds a particular limit, the
system has been developed in order to display a warning message to the authority.
The threshold limit is set by the authority from the statistics of normal crowd in
such places. Thus the proposed Crowd Disaster Avoidance System (CDAS) will
efficiently prevent the deadly accidents in advance.

4 Results and Discussion

The proposed algorithm has been evaluated using Matlab 2013a. Experimentations
are carried on PETS2009, UCSD and UCF_CC_50 bench mark datasets. Such
bench mark datasets and their specifications are shown in the Table 1.

The sample frames of benchmark datasets are shown in Fig. 6. As the proposed
approach concentrates on sudden illumination changes and high dense crowd,
datasets which have frames with illumination changing environment and high dense
crowd have also been collected and shown in Fig. 7.

The outputs for texture based feature extraction using LBP and CS-LBP with
their histograms are shown in Figs. 8, 9.

The first step of the process is to extract the XCS-LBP texture features. The
output of XCS-LBP feature extraction and its histogram are shown in Fig. 10.

As per the result, the XCS-LBP provides shorter histogram than LBP and
CS-LBP. It also extracts more texture details of the image than CS-LBP. It is less

XCS-
LBP 

features 

Mapping 
the learned 

feature 
vector

Learned 
feature 
vector 

Training 
features 
using
CNN

Crowd 
density 

map

Fig. 5 Architecture of proposed system

Table 1 Benchmark datasets
with specifications

Datasets Pets2009 UCSD UCF_CC_50

Year 2009 2008 2012

Number of frames S1 (4X1229) 2000 50

Resolution 768 × 576 238 × 158 158 × 238

Place Outdoor Outdoor Outdoor

Density 0–42 11–46 94-4543
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sensitive to noise and sudden illumination changing environment than both LBP
and CS-LBP and provides better details for crowd density estimation. After the
extraction of XCS-LBP texture features, they are trained in CNN by creating a feed
forward neural network with 20 neurons and a learned feature vector is obtained.
The vector of testing samples is given and is classified into low, medium and high
dense crowd. Finally, the density estimation is labeled to any one of the category as
mentioned above. The classification accuracy of 98.24 % and error rate 1.76 % is
obtained. The number of persons in the scene is counted using dot annotations [11]

Fig. 6 The sample frames of benchmark datasets. a UCSD dataset, b PETS 2009 dataset,
c UCF_CC_50 dataset

Fig. 7 Frames with illumination changing environment in high dense crowd. a UCF_CC_50
dataset, b temple dataset

Fig. 8 The output of LBP texture feature extraction and its histogram. a UCSD dataset-original
frame (frame number: 6), b UCSD dataset-LBP feature extracted frame (frame number: 6),
c histogram
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and a warning message is displayed in case of exceeding the count limit of 25. The
training samples and testing samples used for the classification are given in Fig. 11.

Following that, the features are trained using CNN and the learned feature vector
is obtained. Subsequently, it is mapped into crowd density level according to the
Eq. (2). The number of people in the scene is counted by dot annotations in which
the feature vectors are labeled with red dots. The example of people count esti-
mation and warning message display is shown in Fig. 12.

The features are labeled using red dots as shown in Fig. 14 and the number of
people in the ROI region is 16 (UCSD), 11 (PETS2009) and 26 (Crowd). As the
proposed approach aims at avoiding the crowd disaster in advance, the warning
message is displayed in case of exceeding a certain limit. Here, the limit is set to 16.
The accuracy of the proposed approach is quantified by the performance measures
such as MESA [10], MAE and MSE.

Fig. 9 Output of CS-LBP texture feature extraction and its histogram. a UCSD dataset original
frame (frame number: 6), b UCSD dataset-CS-LBP feature extracted frame (frame number: 6),
c histogram

Fig. 10 Output of XCS-LBP texture feature extraction and its histogram. a UCSD
dataset-original frame (frame number: 24), b UCSD dataset-XCS-LBP feature extracted frame
(frame number: 24), c histogram

…..…………………..

…..………………….. 

.…..………………….. 

Low

Medium

High

Fig. 11 Training samples
used in the proposed method
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DMESA (Maximum Excess over Sub Arrays). Given an image I, the MESA
distance DMESA between two functions F1(p) and F2(p) on the pixel grid is given as

DMESAðF1,F2Þ=maxB∈B ∑
p∈B

F1ðpÞ− ∑
p∈B

F2ðpÞ
�����

����� ð3Þ

MAE (Mean Absolute Error). Given N as the total number of test frames, yn is
the actual count, and byn is the estimated count of nth frame, the MAE is computed
as

εabs =
1
N
∑N

n=1 yn − yn̂j j ð4Þ

MSE (Mean Square Error). Given N as the total number of test frames, yn is
the actual count, and byn is the estimated count of nth frame, the MSE is computed as

εsqr =
1
N
∑N

n=1 ðyn − yn̂Þ2 ð5Þ

UCSD dataset original frame- 
Frame no: 6 

PETS 2009 dataset original 
frame-Frame no: 17 

PETS 2009 dataset Frame no: 17 
Estimated count =11 Ground truth=13 

Crowd dataset original frame-
Frame no: 6 

Crowd dataset-Frame no: 6 
Estimated count =26 Ground truth=28 

Warning message display 

UCSD dataset Frame no: 6 
Estimated count =16 Ground truth=17 

Fig. 12 People count estimation and warning message to alert crowd flaw
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The comparison of performance measures of various methods used for people
counting are represented as bar chart which is shown in Fig. 13. From which, it is
inferred that the MSE, MAE and MESA for the proposed model is less compared to
other regression methods are used for people count such as Kernel ridge regression
by Liu et al. [12] and Ridge regression by Chen et al. [13]. It shows that the
proposed model provides high accurate crowd count under sudden illumination
changing environment and also in high dense crowd.

5 Conclusion

Deep CNN based Crowd Disaster Avoidance System (CDAS) using XCS-LBP
texture features which have better capability for crowd density estimation and
counting even under sudden illumination is proposed. Also, CDAS alerts the
authority by displaying a warning message whenever the crowd count exceeds a
certain limit, thus reducing the deadly accidents due to crowd crush. Though the
proposed system alerts the crowd disaster in advance, the specific location where
the crowd crush occurs is not found immediately. The future work aims at for-
mulating the new problem of crowd overflow localization which is useful in
crowded scenario to locate the direction where there is a crowd crush is possible.
This helps the authority to take necessary action without any delay.
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A Novel Visualization and Tracking
Framework for Analyzing the Inter/Intra
Cloud Pattern Formation to Study Their
Impact on Climate

Bibin Johnson, J. Sheeba Rani and Gorthi R.K.S.S. Manyam

Abstract Cloud Analysis plays an important role in understanding the climate

changes which will be helpful in taking necessary mitigation policies. This work

mainly aims to provide a novel framework for tracking as well as extracting charac-

teristics of multiple cloud clusters by combining dense and sparse motion estimation

techniques. The dense optical flow (Classic-Nonlocal) method estimates intra-cloud

motion accurately from low contrast images in the presence of large motion. The

sparse or feature (Region Overlap)-based estimation technique utilize the computed

dense motion field to robustly estimate inter-cloud motion from consecutive images

in the presence of cloud crossing, splitting, and merging scenario’s. The proposed

framework is also robust in handling illumination effects as well as poor signal qual-

ity due to atmospheric noises. A quantitative evaluation of the proposed framework

on a synthetic fluid image sequence shows a better performance over other existing

methods which reveals the applicability of classic-NL technique on cloud images.

Experiments on half hourly infrared image sequence from Kalpana-1 Geostationary

satellite have been performed and results show closest match to the actual track data.

Keywords Cloud motion vector ⋅ Clustering ⋅ Optical flow ⋅ Tracking

1 Introduction

Atmospheric clouds serve as one of the major factor in determining the weather

condition of a given area. Accumulation of multiple cloud clusters over a region

accounts for a severe weather condition, whereas their splitting and drifting results in
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weakening of the weather condition. Geostationary satellite images allow meteorol-

ogists to analyze clouds propagation characteristics, evolution process, and life cycle

which helps to improve the forecasting of extreme weather conditions. Cloud motion

can be considered as special case of fluid motion with complex dynamic motions.

Cloud systems contain smaller as well as larger cloud clusters which moves at dif-

ferent speed and direction. The task of cloud motion estimation is challenging due to

the orthographic projection, complex dynamics of the imager’s, nonlinear physical

process underlying the cloud formation.

Until 1980s, the cloud systems were tracked manually using an Expert eyeball

tracking technique [1] which was a time-consuming process. The results were highly

accurate, but were sensitive to the user’s expertise. From the pioneer work by Wood-

ley in [2], many authors have worked on finding automatized method for tracking

clouds. There are mainly two sets of such work in the literature; (a) Feature (sparse)-

based motion estimation (b) Dense pixel-based motion estimation. Dense estimation

methods computes the individual pixel motion between consecutive frames, but lacks

in segmenting clouds from noncloudy regions. The feature-based methods segment

the clouds initially based on thresholding or active contours or clustering techniques

and then estimate the motion across the consecutive frames using cross correlation

or pattern matching techniques.

The feature-based methods discussed in [3], and [4], extract geometric properties

of the objects for tracking. A combination of search box and area overlap method for

tracking is proposed in [5]. The paper [6] combines multilevel thresholding, block

matching algorithm and vector median regularization for tracking. The major draw-

back of the feature-based methods is that they do not capture movement within the

object. The problem is resolved using a local dense approach from computer vision

literature to capture intra-cloud motions. In [7] author use affine motion models to

estimate small local cloud motions. Based on a comparative study among the vari-

ous existing dense methods in the literature, Classic-NL [8] method is found to be

suitable for tracking clouds. The Classic-NL method is based on classic Horn and

Schunck [9] formulation combined with most modern optimization and implemen-

tation strategies which helps in handling large motions, considering nonlinearity in

the cloud motion, handling occlusions, etc.

In this work, we propose a novel framework that combines the dense and the

sparse methods to estimate inter/intra-cloud motions robustly. In [10] authors com-

putes dense flow estimate, but does not use this intra-cloud motion for computing

inter-cloud motion. The proposed method is able to estimate cloud characteristics

like the size of cloud shield, brightness temperature, evolution direction, trajectory,

speed accurately. The main features of the proposed framework are: (i) Robust-

ness against illumination variation using structure-texture decomposition, (ii) Han-

dling large intra-cloud motions accurately using dense multiresolution approach,

(iii) Segmentation based on dense flow in conjunction with adaptive intensity and

size parameters, (iv) Global motion compensation using histogram-based approach,

(v) Robust in handling large inter-cloud motion based on region overlap method in

conjunction with Hungarian technique and dominant flow values.
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The rest of the paper is organized as follows: Sect. 2 introduces the general frame-

work and then discusses the proposed framework for robust cloud tracking. In Sect. 3,

tracking results of the proposed methodology on real-world satellite images are dis-

cussed. Section 4 concludes the work by giving possible future directions.

2 A Novel Framework for Cloud Tracking

A general framework for cloud tracking involves a series of operations involving reg-

istration, preprocessing, segmentation, and tracking. Of these, the segmentation and

tracking are the most complex and time-consuming ones. Most common techniques

used for tracking are based on feature-based approaches. But, these fail in computing

the intra-cloud motion. Recent literature on segmentation mostly use complex and

intensive methods for segmentation which are time-consuming and inaccurate when

the underlying dynamics are unknown [11].

In this work, we propose a method to integrate the dense flow estimation tech-

nique in to the sparse framework to improve the robustness of the estimated track.

The dense flow values are added as extra parameters in segmentation based on thresh-

olding which improves the accuracy. The main steps in the proposed methodology

are described below.

2.1 Preprocessing

The low-resolution infrared satellite images used for tracking suffer from noise, illu-

mination effects (due to the variation in sun’s reflectance from day to night) and are

of low contrast. The main task in preprocessing stage is the impulse noise removal

and contrast enhancement. The proposed methodology uses ROF structure-texture

decomposition [12] to decompose the image into structure and texture part, which is

unaffected by illumination changes. The structural part IS(x) of an intensity image is

given as,

min
Is ∫

{|∇Is| +
1
2𝜃

(Is − I)2}dx (1)

Solution is given by,

Is = I + 𝜃𝐝𝐢𝐯(p) (2)

The textural part IT (x) is computed as the difference between original image

and its structural part, IT (x) = I(x) − IS(x). The artifacts due to shadow and shading

reflections show up in the original image and structural part but not in the textural

part which helps in removing the illumination effects.
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2.2 Motion Estimation: Dense Flow Approach

The proposed methodology employs a dense method to estimate the intra-cloud

motion accurately which helps in studying the life cycle characteristics of the cloud

clusters. Optical flow methods are accurate computer vision techniques which gives

dense motion accurately. Using first-order Taylor series approximation the intensity

of moved pixel is given by,

I(x, y, t) = Io(x, y, t) + u dI
dx

+ v dI
dy

+ dI
dt

(3)

According to the brightness constancy assumption, I(x, y, t) = I(x + u, y + v, t + 1).
This gives the optical flow constraint equation,

u dI
dx

+ v dI
dy

+ dI
dt

= 0 (4)

Classic methods like Lucas Kanade [13], Horn and Schunck (HS) techniques fail

to compute large intra-cloud motions. To overcome this issue, various multiscale

approaches based on image pyramids with iterative warping schemes are proposed

in the literature. A performance comparison of different flow estimation techniques

on synthetic fluid images is described in Table 1. This clearly demonstrates the lower

error performance of Classic-NL method [8], as compared to other existing tech-

niques.

It is based on classical flow formulations combined with modern optimization

and implementation techniques. The different stages involved are: (a) Graduated

non-convexity scheme, (b) Pyramid-based multiresolution approach, (c) Warping,

(d) Median filtering, (e) Occlusion detection. The proposed methodology employs

this method to compute dense intra-cloud motion accurately. The classical HS cost

function containing data term (𝜌D) and spatial smoothness term (𝜌S) is modified to

add weighted nonlocal median term which integrate information from large neigh-

borhood considering the discontinuities at motion boundaries.

E(u, v) = {𝜌D(I1(i, j) − I2(i + ui,j, j + vi,j))+
𝜆[𝜌S(ui,jui+1,j) + 𝜌S(ui,jui,j+1)+
𝜌S((vi,jvi+1,j) + 𝜌S(vi,jvi,j+1)}+

𝜆N
∑

i,j

∑

(i′,j′
(|ui,jui′,j′ | + |vi,jvi′,j′ |)

(5)

The new median computation is given by,

û(k+1)i,j = median(Neighbors(k) ∪ Data)

Neighbors(k) = û(k)i′,j′
(6)
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Table 1 Compare the error performance of different standard OF methods on synthetic fluid image

sequence

Dataset/Metric AAE STDAAE EPE Entropy RMSE Density

(%)

1. Poiseuille
Classic NL 0.7135 0.9858 0.0232 1.6024 3.5999 100

Hierarchical

LK[1]

1.8842 5.4203 0.0889 0.2493 6.2358 95.3674

LK 4.5851 6.1547 0.2244 0.2632 25.5794 96.8994

HS-SUN[3] 1.2355 1.1547 0.0398 2.8877 3.5447 100

BA-SUN[3] 0.8691 0.7866 0.0283 2.5251 3.2969 100

Lucas-Barron[2] 16.7767 12.1275 0.6382 1.0625 118.9861 79.3213

2. Sink flow
Classic NL 1.0458 1.7336 0.0232 2.8144 2.9191 100.0000

Hierarchical

LK[1]

2.2491 4.0377 0.0473 2.7186 2.0508 95.3674

LK 1.6584 2.6551 0.0339 2.7515 2.8756 96.8994

HS-SUN[3] 2.2547 2.0951 0.0438 2.7709 2.2677 100.0000

BA-SUN[3] 1.9641 1.4097 0.0388 2.7953 2.6624 100.0000

Lucas-Barron[2] 1.7444 4.9271 0.0395 2.4606 5.1402 79.3213

3. Vortex flow
Classic NL 15.8194 11.3702 0.2871 2.7494 2.8040 100.0000

Hierarchical

LK[1]

14.5690 12.0090 0.2685 2.6962 2.1145 95.3674

LK 14.4555 11.4884 0.2639 2.7177 2.6284 96.8994

HS-SUN[3] 17.1875 11.8910 0.3130 2.7103 2.2151 100.0000

BA-SUN[3] 16.9393 11.7379 0.3081 2.7141 2.3551 100.0000

Lucas-Barron[2] 1.7130 4.6170 0.0390 2.2614 31.7256 79.3213

Data = {ui,j, ui,j ±
𝜆3
𝜆2

, ui,j ±
2𝜆3
𝜆2

… ui,j ±
|Ni,j|𝜆3
2𝜆2

} (7)

The objective function is modified by introducing a weight into the nonlocal

median term given by,

∑

i,j

∑

(i′,j′)∈Ni,j

wi,j,i′,j′ (|ûi,jûi′,j′ | + |v̂i,jv̂i′,j′ |) (8)
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2.3 Histogram-Based Global Motion Compensation

The image registration of geostationary satellite images play an important role in

computation of accurate motion field. Image registration of Kalpana-1 satellite is

done using three consecutive images by matching valid tracers in forward and back-

ward direction. The inaccuracy of registration in the images will generate the errors

in wind speed and direction. This method helps in compensating the registration

effects in the satellite images caused by the global motion, due to the deviation in

orbital parameters, spacecraft attitude, thermal distortions, and sensor biases. We

propose a histogram-based method to compensate the global motion. The proposed

method is based on the assumption that the satellite images contains fewer cloud

pixels as compared to the background objects. Separate histograms are computed

for optical flow vectors: u & v. Since the pixels belonging to static areas does not

have any motion, the u & v histograms are supposed to have a zero mean. This is not

true for the images with global motion, which means that there is a nonzero value

(offset) of velocity present in the static background pixels. This offset can be evalu-

ated from the u & v values and is used to compensate the entire flow vectors. This

compensation results in much clearer flow vector computation.

2.4 3D Spatio Temporal Segmentation

Segmentation is one of the most challenging tasks in cloud tracking. Generally used

methods in segmenting clouds are level-sets, active contours which are complex and

computationally intensive. Even though these methods are accurate in most situa-

tions, still it lack in accuracy when the global dynamic description of the underlying

object is not clearly known [11]. Motion is a very useful clue for image segmenta-

tion. The main idea of this work is to develop a spatiotemporal image segmentation

technique for image sequences. In this approach segmentation utilizes information

from two image frames. Different features like velocity, pixel separation, multispec-

tral intensity (bright regions are more important than the background which is mostly

dark) are extracted and clustered using an ISO Data clustering algorithm. The clus-

tering can be performed on the optical flow vectors obtained by L-K method.

A =

⎛
⎜
⎜
⎜
⎜⎝

1 1 mag11 𝜙11 IR11 WV11 VIS11
1 2 mag12 𝜙12 IR12 WV12 VIS12

.

.

M N magMN 𝜙MN IRMN WVMN VISMN

⎞
⎟
⎟
⎟
⎟⎠

(9)

A Seven-column matrix A is formed with the first two columns contains the pixels

coordinates, the third and fourth; the magnitude of pixel velocities and their direc-

tion, the remaining five, six, seven columns contain multispectral image intensities
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(IR/WV/VIS). This input matrix A is appropriately weighted and normalized before

feeding into the ISODATA clustering algorithm. The criterion for new clusters for-

mation was the degree of similarity between objects computed by the Euclidean

distances between their centroids. The weighting factor of the parameters and the

ISODATA initialization values (splitting and merging thresholds) are chosen exper-

imentally.

2.5 Morphological Operation and Dominant Flow
Computation

The Morphological Operation [14] helps to strengthen the irregular and thin shapes

in the segmented cloud image. This gives better visual representation of cloud pat-

terns. This is performed in two steps, first step uses disk-shaped structuring element

with 12 pixels in the diameter, to remove the noisy regions present in the segmented

image. The next step fills any holes existing in the segmented image using disk-

shaped structuring element with 10 pixels in the diameter. The Dominant flow, as

the name indicates gives the prominent direction and velocity of each cloud cluster.

Instead of directly taking the median of the all flow vectors in each cluster, we pro-

pose a method to choose only flow vectors which shows strong motion. The median

is only computed among a selected group of vectors and the value is assigned to

the cloud centroids. The computed dominant flow used in conjunction with the flow

estimated by feature based methods provide a robust track.

2.6 Tracking: Feature Based Approach

The final stage in the proposed framework is the sparse feature tracking stage for

computing the inter-cloud motion. Instead of using a single algorithm, a combi-

nation of different methods is proposed in this work. Initial tracking of clouds is

performed using a forward and backward region-based overlap method [15]. This

technique is based on a simple assumption that there are a set of common pixels

in consecutive images with a particular size and temperature. The matching of the

consecutive images is performed in forward and backward direction to identify the

existence of splitting and merging conditions. Each of these overlapping clusters are

given a unique number which is useful in generating statistical information about

the life cycle characteristics (generation, dissipation, continuity, splitting, merging)

of the cloud system. This method holds valid since the temporal resolution of the

satellite images are high, there exists no drastic changes in cloud shape. But, this is

not always the case since there exists clouds which moves faster than temporal sam-

pling rate of half hourly interval. Overlap region method fails to classify such type

of clouds. So in the second step, the unclassified clouds are matched by the James
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Munkres variant of Hungarian algorithm [16] to detect the missing tracks as well as

generation of new tracks. In last step, the corrected track vectors are then compared

with dominant flow velocities to finalize the flow direction.

d(ck, ck+1) = w0 ∗ O(ck, ck+1) + w1 ∗ delta1(ck, ck+1)
+w2 ∗ delta2(ck, ck+1)

(10)

The Overlap Metric

O(ck, ck+1) = 1 − {
no(cki , c

k+1
j )

2
∗ [ 1

ski
+ 1

sk+1j

]} (11)

The Centroid Metric

𝛿c(cki , c
k+1
j ) =

√
(Xk

i − Xk+1
j )2 + (Yk

i − Yk+1
j )2

√
I2height + I2width

(12)

The Size Metric

𝛿c(cki , c
k+1
j ) =

|ski − sk+1j |

max(ski , s
k+1
j )

(13)

2.7 Confidence Measure

The tracking system generates a confidence index for each tracked cloud segments

which indicate the how good is the estimated track during its entire life cycle. There

are mainly three components that can affect the computation of the confidence index.

They are minimum lifetime of the cloud segments (depends on the type of clouds,

some are persisting strong clouds which have greater chances in getting accurate

tracking results), number of surrounding cloud segments, and distance of the seg-

ments from centroid to the image border (border cloud clusters have chances to get

out of the frame). Lower weight is given for clusters which are very close to other

clusters or grouped together into colonies.

3 Results and Discussion

The present experiment was conducted on 8 km resolution IR (10.5–12.5 m) images

obtained from Kalpana-1 of the Indian sector. Indian meteorological satellite

Kalpana-1 was launched in the year 2002 and features a Very High Resolution
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scanning Radiometer (VHRR) which records images in three different bands vis-

ible (VIS), thermal infrared (TIR) and water vapor (WV). The input images of

Kalpana-1 have dimensions of 808 × 809 with 10-bit pixel intensity vales. The tem-

poral frequency of all these geostationary satellite image sequence is 30 min. The

input images are preprocessed for illumination correction and fed to the dense flow

estimation unit, which estimate the intra-cloud motion accurately as denoted by the

dominant flow vectors shown at the centroid of each cloud segments (Fig. 1).

The cloud clusters are displayed with closed boundary lines and represented using

a unique cloud number computed during the tracking stage. The Fig. 2 represents the

track of the cloud system on top of Indian region during the month June 2014. Due

to the absence of ground truth data, the validation of computed motion field is done

visually by a field expert. The estimated track shows close match to the true path in

visual inspection. Similarly other cloud parameters like size, speed, life cycle, etc.,

are computed for making several scientific conclusions about the cloud propagation

characteristics.

4 Conclusion

The proposed tracking framework produce competitive results on Kalpana-1 satellite

images. This methodology is novel in its kind in combining dense and feature-based

methods to generate robust track of each cloud segments. The tracking framework

is robust in terms of: (a) illumination independence, (b) dense intra-cloud motion,

(c) robust segmentation, (d) dominant flow computation, (e) robust track assignment

based on region overlap and Hungarian technique. The proposed framework gener-

Fig. 1 Two consecutive segmented Images (kalpana-1 June-2014) from showing splitting and

merging conditions. The cloud segment 12 is being divided into 15 and 16, and a new cloud segment

14 is formed by the merging of cloud segment 1 and 8
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Fig. 2 Trajectories of cloud segments over a period of one month. The cloud clusters which persists

for minimum of 50 frames are only displayed.Green blob indicates the birth, the red cross represents

the death and the small black dot shows each frame instance

ates information about the number of cloud clusters, the variation in the cloud size,

speed of each cloud cluster, their life cycle that is necessary to study the climatic

changes over a region over a period of time. The result obtained in this study encour-

ages to further explore the different possibilities in each of the proposed stages. Fur-

ther extensions to the work include (a) use of clustering for segmentation, (b) use

of multispectral images (visible, water vapor) to improve the accuracy, and (c) use

of multiple image sequences. Future work also focuses on the design of hardware

accelerator, which can improve the tracking performance for near real-time analysis.
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Cancelable Biometric Template Security
Using Segment-Based Visual
Cryptography

P. Punithavathi and S. Geetha

Abstract The cancelable biometric system is susceptible to a variety of attacks
aimed at deteriorating the integrity of the authentication procedure. These attacks
are intended to either ruin the security afforded by the system or deter the normal
functioning of the authentication system. This paper describes various threats that
can be encountered by a cancelable biometric system. It specifically focuses on
preventing the attacks designed to extract information about the transformed bio-
metric data of an individual, from the template database. Furthermore, we provide
experimental results pertaining to a system combining the cancelable biometrics
with segment-based visual cryptography, which converts traditional biocode into
novel structures called shares.

Keywords Bioencoding ⋅ Biocode ⋅ Template security ⋅ Segment-based
visual cryptography

1 Introduction

Biometrics is a powerful tool against repudiation. So it has been widely deployed in
various security systems. At the same time, the biometric characteristics are largely
immutable, resulting in a permanent biometric compromise when a template is
stolen. The concept of cancelable biometrics was introduced to make a biometric
template to be canceled and be revoked like a password (in case of biometric
compromise), as well as being unique to every application. Cancelable biometrics
are repeatable distortions of biometric signals based on transforms at signal level or
feature level.
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The transformed templates generated using cancelable biometric algorithm must
meet the four major requirements.

• Irreversibility: The transformation should be only in one way such that it should
be computationally hard to reconstruct the original template from the protected
template, despite the fact that it should be easy to generate the transformed
biometric template.

• Unlinkability: Multiple versions of transformed biometric templates can be gen-
erated corresponding to the same biometric data (renewability), at the same time
these templates should not allow cross-matching (diversity). Hence, the inversion
of such transformed biometric templates is not feasible for potential imposters.

• Reusability/Revocability: Straightforward revocation of a template like a pass-
word and reissue a new template in the incident of biometric template
compromise.

• Performance: The recognition performance should not be deteriorated by the
transformation function.

1.1 Cancelable Biometrics System

A typical cancelable biometric authentication system is similar to the traditional
biometric authentication system except for the transformation module. The modules
included in the cancelable biometric authentication system are as follows:

• A sensor module.
• A feature transformation module.
• A matching module.
• A decision module.

Thus, a cancelable biometric system can be viewed as a pattern identification
method which is able to classify a biometric signal into one of the several identities
(i.e., through identification) or into one of two classes—authentic and impostor
users (i.e., through verification).

1.2 Attacks on Cancelable Biometrics System

Different levels of attacks were identified by Patel et al. in [1], which can be
launched against biometric system. The cancelable biometric system is also sus-
ceptible to such attacks which are shown in Fig. 1.

• a fake biometric trait such as an artificial finger may possibly be presented at the
sensor,

• illegally captured data may be resubmitted to the system,
• the feature transforming module may be replaced by illegal Trojan horse pro-

gram to produce pre-determined feature sets,
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• genuine feature sets may be replaced with fake feature sets,
• the matcher may be replaced by illegal programs like Trojan horse which will

always output high scores thereby challenging system security,
• the stored templates may be modified or removed, or new templates may be

introduced into the database,
• the data within the communication channel between various modules of the

system may be modified, and
• the final decision of the matcher may be overwritten.

It is clear from Fig. 1 that the attacks of Type 1 are aimed at the sensor, and can
be carried out using artifact. Attacks of Types 4, 6, and 7 may be performed as
Trojan horse attacks, bypassing the feature extractor, the matcher, and the template
database, respectively. Attacks of Types 2, 3, 5, and 8 may focus on communication
channels either to intercept information or insert new information into the channel.

Attacks of Type 1 can be prevented by liveness detection at the biometric sensor.
The attacks of Types 2, 5, and 8 can be prevented using encrypted communication
channels. But what happens if a transformed template is stolen from the database
(attack of type 7) or during transmission tomatcher from the database (Type 3 attack)?

1.3 Related Work

There are several methods to generate non-invertible cancelable biometric template.
The transformations are applied to the biometric input either at signal level or at
function level. The first attempt towards the direction of transformed biometrics was
recorded by Soutar et al. in 1998 [2], but the actual idea of cancelable biometrics
was furnished by Bolle et al. in 2002 [3]. The fingerprint data has been transformed

Application
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result
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Feature 

Transformer Matcher

7. Tamper 
template

3. Sniff Network1.Fake 
Biometric

6. Corrupt
Matcher

5. Synthesised 
feature vector

2. Replay 
Biometric

4. Override 
Extractor

Template 
database

Fig. 1 Possible attacks against cancelable biometrics
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by a sequence of three functions based on cartesian transformations, polar trans-
formations, and surface folding of the minutiae positions in [4]. A cancelable bio-
metric template for face has been generated in [5] using an appearance-based
approach. In another technique [6], adaptive Bloom filter-based transforms have
been applied to combine binary iris biometric templates at feature level, where iris
codes are obtained from both eyes of a single subject.

These transformed templates can be canceled and revoked easily like password,
in the case of biometric compromise. Also a single user can have several trans-
formed templates corresponding to several applications. The transformed templates
are stored into the database and not the biometric template itself. The matching is
done in transformed domain. This makes using cancelable biometrics more trust-
worthy than using traditional biometric authentication system.

Despite of several advantages of cancelable biometrics, the protection of these
transformed templates should be taken into account to make the cancelable bio-
metric authentication system more successful. The transformed template itself is
enough for an imposter to deceive the entire authentication system.

Several attempts were made to secure the stored biometric templates. A finger-
print image watermarking method was proposed in [7] that can embed facial
information into host fingerprint images. A similar method was proposed in [8],
which combined discrete wavelet transform and least significant bit-based biometric
watermarking algorithm that securely embeds the face template of the user into the
fingerprint image of the same user. But the disadvantages of both these methods are
that an external secret key had to be used during encryption and decryption.

Another method for protecting fingerprint biometrics was proposed in [9], which
combines two fingerprints from two different fingers to generate a new template.
For authentication, two query fingerprints are required and a two-stage matching
process is proposed for matching two query fingerprints against a combined tem-
plate. But this method cannot be adapted in case of cancelable biometrics where the
transformed templates are mostly vectors.

A method was proposed in which face image and fingerprints were secured using
visual cryptography [10]. The method splits the biometric input into two shares and
saves them into two different databases, hence resulting in the setup of an additional
database. Moreover, it is applied to biometric templates in image form. In case of
cancelable biometrics the transformed templates are mostly vectors. There is a
requirement for a system which can take the transformed template in the vector
form and secure it without any external key.

2 Proposed System for Transformed Template Security

A new system has been proposed which uses segment-based visual cryptography to
secure biocode—a vector obtained as result of transforming the biometric input
using bioencoding method. Two different shares are generated from the input
biocode, out of which, one is handed over to the user and the other one is stored into
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the database. During authentication the biocode is generated just by applying
logical ‘OR’ operation on the shares, and compared with the currently generated
biocode from the biometric input. The proposed system has the following
advantages:

• No requirement of external key, during share generation.
• No complex recovery of the hidden biocode. The hidden biocode can be

generated just by applying logical ‘OR’ operation on the shares.
• No problem if the user has lost the share or if the database has been cracked,

because an imposter can get no information from single share.
• No additional memory space is required to store the share which is going to have

more or less the same size as the biocode.

2.1 Enrolment Module

Step 1: The iris code is generated from the biometric input which is provided by
user.

Step 2: The consistent bits are extracted from the iris code.
Step 3: The biocode is generated from the consistent bits.
Step 4: The biocode is converted into two shares (share 1 and share 2) using

segment-based visual cryptography. One of the shares (share 2) is stored
into database, while the other share (share 1) is given to the user in form
of smart card, tag, etc. The process is illustrated in Fig. 2.

4.Segment-
based visual 
cryptography

3.Biocode
Generation

2.Consistent                 
Bit Extraction

1.Iris-code
Generation

Database

Share 1

Biometric Input      

Share2

User

Fig. 2 Enrolment module of the proposed system
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2.2 Authentication Module

Step 1: The iris code is generated from the biometric input which is provided by
user.

Step 2: The consistent bits are extracted from the iris code.
Step 3: The biocode is generated from the consistent bits.
Step 4: The segment-based visual cryptography is used to recover hidden bio-

code by superimposing share 1 (provided by user) on share 2 (retrieved
from data base).

Step 5: The recovered biocode is compared with currently generated biocode the
matching unit and the decision is passed to the authenticating unit.

The authentication procedure is illustrated in Fig. 3.

2.3 Bioencoding

Bioencoding is a trustworthy, tokenless cancelable biometrics scheme for protect-
ing biometrics. A unique non-invertible compact bit string, referred to as biocode, is
randomly derived from iris code. Rather than the iris code, the derived biocode can
be used to verify the user identity, without degrading the recognition accuracy.
Additionally, bioencoding satisfies all the requirements of the cancelable biometrics
construct. Iris has been selected due to high accuracy and easy availability of
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Fig. 3 Authentication module of the proposed system
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dataset. The base procedure of bioencoding for iris codes is composed of three
major stages:

• Iris code generation
This includes segmentation, normalization, and feature extraction. Segmentation
is performed to extract the iris from the eye image. By employing circular
Hough transform, the iris boundary is searched. The eyelids are detected using
linear Hough transform, and the eyelash is separated using a threshold tech-
nique. Daugman’s rubber sheet model [11] is used to remap each pixel within
the iris region to a pair of polar coordinates, and normalize iris region. Feature
extraction is done by convolving the normalized iris pattern into
one-dimensional Log Gabor wavelets. The resulting phase information for both
the real and the imaginary response is quantized, generating a bitwise template
of iris code which is a matrix of size 20 × 480.

• Consistent bit extraction
The Hollingsworth method [12] is used to extract the consistent bit out of iris
code. The most consistent bits are extracted by identifying fragile bits and
masking them out. Fragile bits are bits that have a substantial probability of
being ‘0’ in some images of an iris and ‘1’ in other images of the same iris.
Their positions are collected in a position vector.

• Biocode generation
The biocode is generated using the technique proposed in [13] with the con-
sistent bits and their position vectors.

It has been selected due to its gaining popularity and the fact that the output is in
the form of vector. This vector can be easily secured using segment-based visual
cryptography.

2.4 Segment-Based Visual Cryptography

This type of visual cryptography is segment-based. The advantage of the
segment-based visual cryptography [14] is that it may be uncomplicated to adjust
the secret images and that the symbols are clearly recognized by the human visual
system. It is used to hide messages comprising numbers which can be represented
by seven-segment display. The seven-segment display is composed of seven bars
(three horizontal and four vertical) which are arranged like a digit ‘8’.

The principle of pixel-based visual cryptography [15] is applied to the
segment-based visual cryptography. Assume that every segment ‘Sn’ (‘ ’or ‘| |’)
in the seven-segment display model comprised two parallel segments ‘Sn1’ and
‘Sn2’ (‘—’ or ‘|’), which are very close to each other but do not intersect each other.
The digit ‘8’ has been illustrated using this logic, in Fig. 4a.
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Generation of First Share
Let each segment in a seven-segment display model be represented as ‘Sn’ (where
n = 0–6). Assume that a certain digit has to be revealed in white color on a black
background. Consider a subset (C) of segments, among the segments S0–S6 that
have to be highlighted in a seven-segment display such that the required digit can
be shown.

Similar to the pixel-based visual cryptography, the first share is generated ran-
domly. This means that one of the parallel segments, ‘Sn1’ or ‘Sn2,’ is selected
randomly for every segment Sn irrespective of whether the segment belongs to ‘C’
or not. The selected segment (say ‘Sn1’) is kept white (or transparent), while the
parallel segment (say ‘Sn2’) is left black (equal to the color of the background of
the share). Such a random selection is illustrated with digits ‘1’ and ‘0’ in Fig. 4b
and e, respectively.

Generation of Second Share

• If a segment ‘Sn1’ or ‘Sn2’ of Snϵ C is kept white in first share, then in the
second share the same selection of ‘Sn1’ or ‘Sn2’ is made and it is kept white.
At the same time, the other parallel segment is turned black. (It is due to this
selection that the white segment is shown off while overlaying the shares.)

• On the other hand, if Sn does not belong to the subset C, then in the second
share, the segment (‘Sn1’ or ‘Sn2’) chosen on the random share (share 1) is
turned black. This has the effect that while overlaying the shares, this segment is
not highlighted.

In total, exactly the segment belonging to the subset C is showed off, when the
shares are overlaid. Therefore, after overlaying, the required digit is displayed to the
user which is illustrated in Fig. 4d and g.

3 Experimental Results

The system has been implemented using MATLAB version 13a. The iris images of
10 subjects were randomly selected from IITD iris image database [16]. The
database is collection of the iris images (in bitmap format) collected from the
students and staff at IIT Delhi, India. The datasets in the database have been

Fig. 4 Principle applied to the seven-segment display
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acquired in the Biometrics Research Laboratory using JIRIS, JPC1000, digital
CMOS camera. The database of 2240 images has been acquired from 224 different
users. All the subjects in the database are in the age group 14–55 years comprising
176 males and 48 females. The resolution of the images in the database is
320 × 240 pixels and all these images were acquired in the indoor environment.
The biocode is generated using bioencoding technique which is better than bio-
hashing technique as shown in Fig. 5. The shares (share 1 and share 2 shown in
Fig. 6) are generated from the biocode, using the segment-based visual
cryptography.

One of the shares is stored into template database during enrolment phase,
instead of storing the biocode directly. The other share is given to the user. Every
character in each share resembles digit ‘8’ in seven-segment display. Any imposter
who gains access of the template database cannot guess the character from the
individual share. The shares are just superimposed using simple logical ‘OR’
operation to recover the hidden biocode during authentication process. The
recovered biocode is in seven-segment display pattern. During authentication

Fig. 5 Performance comparison of bioencoding and biohashing with respect to iris code

Fig. 6 Shares generated using segment-based visual cryptography
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process, the user has to present the share with him/her along with the biometric
input. The biocode is generated again, using same method used during the enrol-
ment process. A matcher is designed efficiently to match the recovered biocode
(recovered by superimposing shares) with the biocode generated using the input
provided by the user at present.

The equal error rate (EER), calculated with respect to false rejection rate
(FRR) and false acceptance tate (FAR), has been used to examine the matching
performance of the original as well as the reconstructed biocodes during the
authentication phase. This resulted in ∼4.7% as illustrated in Table 1.

4 Conclusion

This paper has explored the possibility of using segment-based visual cryptography
for imparting privacy to the cancelable biometric templates. Since the spatial
arrangement of the segments in each share varies, it is hard to recover the original
template without accessing both the shares. The logical ‘OR’ operator is used to
superimpose the two shares and fully recover the original biocode. It is observed
that the reconstructed biocode is similar to the original biocode. Finally, the
experimental results demonstrate the difficulty of exposing the identity of the secret
image using only one of the shares; further individual shares cannot be used to
perform cross-matching between different applications.
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PCB Defect Classification Using Logical
Combination of Segmented Copper
and Non-copper Part

Shashi Kumar, Yuji Iwahori and M.K. Bhuyan

Abstract In this paper, a new model for defect classification of PCB is proposed

which is inspired from bottom-up processing model of perception. The proposed

model follows a non-referential based approach because aligning test and reference

image may be difficult. In order to minimize learning complexity at each level, defect

image is segmented into copper and non-copper parts. Copper and non-copper parts

are analyzed separately. Final defect class is predicted by combining copper and non-

copper defect classes. Edges provide unique information about distortion in copper

disc. In this model, circularity measures are computed from edges of copper disc

of a Copper part. For non-copper part, color information is unique for every defect

type. A 3D color histogram can capture the global color distribution. The proposed

model tries to compute the histogram using nonuniform bins. Variations in intensity

ranges along each dimension of bins reduce irrelevant computations effectively. The

bins dimensions are decided based on the amount of correlation among defect types.

Discoloration type defect is analyzed independently from copper part, because it is a

color defect. Final defect class is predicted by logical combination of defect classes

of Copper and Non-copper part. The effectiveness of this model is evaluated on real

data from PCB manufacturing industry and accuracy is compared with previously

proposed non-referential approaches.
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1 Introduction

Inception of Electronic Industry marked an era in digital revolution. Nowadays, elec-

tronic goods are everywhere in our lives. The new technology Internet of Things

(IoT) plans to bring electronics even closer to our lives. The main basic component

of Electronic Industry is Printed Circuit Board (PCB), on which ICs are mounted.

Any alterations in PCB correctness may result in different circuit behaviors which

are undesirable. Conventionally, industries employed humans to identify and classify

defects in PCB. This is very slow, painful, and unreliable process. With the devel-

opments in Computer Vision, Automatic Visual Systems (AVI) were proposed for

PCB inspection which are very fast and reliable.

AVI models can broadly be divided into three classes: Referential Approach,

Non-Referential Approach, Hybrid Approach. In referential approach, defect area

is detected by subtracting test image with corresponding aligned reference image.

But, perfect alignment between test and reference image is difficult. Non-referential

approach involves extracting features from whole image based on truth establishment

or properties. But, it is difficult to characterize every defect type. Hybrid approach

combines models from both referential and non-referential approach.

Defect types include Open, Short, Deficit, Foreign, Discoloration, Dust, etc., as

shown in Fig. 1. Some of these are true defects like Short, Deficit and some are

pseudo defects like Dust. Pseudo Defects can be easily removed from PCB. In this

model, types of defects covered are Deficit, No Defect, Foreign, Dust, Discoloration.

Open, Short could not be covered due to unavailability of data.

Owing to the difficulties in referential approach, in this paper a non-referential

model is proposed. As human vision model dictates, low-level abstract extraction

first, then combining these to go upward pyramidal. That is what we have tried to

model. To make learning complexity less, segmentation into copper and non-copper

part is done. Identifying deviations independently in copper and non-copper parts

and then combining these deviations to predict final defect is the goal of this paper.

2 Related Work

Many previous approaches has been proposed in all the three classes of solution

model, Referential Approach, Non-Referential Approach and Hybrid Approach.

Inoue et al. [1] proposed a non-referential method using Bag of Keypoints (BoK) and

SVM as classifier. They formed Visual Word dictionary (VWD) of RootSIFT fea-

tures from whole image using BoK. BoK Histogram features are then used for SVM

learning and classification. Ibrahim et al. [2] proposed a new method to enhance per-

formance of image difference operation in terms of computation time using wavelet

transform. Defect Region in Referential approach is detected by taking difference

of test image and reference image. Second level Haar wavelet is used for wavelet

transform. They compute wavelet transform of both test and reference image and
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Fig. 1 Defect classes
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then perform the image difference operation. Heriansyah et al. [3] proposed a tech-

nique that adopts referential-based approach and classifies the defects using neural

network. The algorithm segments the image into basic primitive patterns. These pat-

terns are assigned and normalized and then used for classification. Classification are

done using binary morphological image processing and Learning Vector Quantiza-

tion (LVQ) Neural Network. For performance comparison, a pixel-based approach

developed by Wu et al. was used. West et al. [4, 5] implemented a boundary analysis

technique to detect small faults using Freeman Chain Coding [6]. Small faults are

easily distinguishable features from normal electronic board. Freeman Chain Cod-

ing translates boundary into polygonal approximation which eliminates noise. In this

method, first Euclidean distance and boundary distance of two boundary points are

compared which are at constant number of chain segments apart.

In Hybrid Approach, Tsai et al. [7] proposed a Case-Based Reasoning (CBR)

approach to classify defects. Indexing of past cases are done using k-means cluster-

ing. Similar cases are extracted from database using indexes for any new case.

3 Defect Classification by Logical Combination

3.1 Outline of Proposed Approach

In the proposed non-referential approach, test image is segmented into copper and

non-copper part. This is done in order to reduce the learning complexity from the

whole image. Segmentation is based on true color of observed copper.

1. For the Copper Part, center of outlined copper circle is detected using Hough Cir-

cle Transform. Range of radius used in Hough Circle algorithm is chosen around

observed radius of copper disc. Observed radius r depends upon magnification

or distance of scanner from the PCB. r can be considered constant for particular

system, thus constant radius is assumed here. Using the deduced center coordi-

nates, value of circle equation: (x − h)2 + (y − k)2 − r2 is computed which should

be around 0 for an undistorted circle. This value is computed for each pixel and

pushed back in a vector. 1vR type SVM is used to learn these features.

2. For the non-copper part, 3D nonuniform color histogram is extracted. Dimensions

of nonuniform intensity blocks are decided based on the measure of correlation

or uncorrelation of non-copper images of different defect types. The pixels of

non-copper part are distributed among the bins. Number of pixels in each bin are

used as features. SVM with polynomial kernel is used to learn these features.

3. Discoloration type defect is detected separately because of requirement of differ-

ent features from copper part. Histograms of RGB image are extracted as features

and learned using SVM classifier with polynomial kernel.

4. Logical combination of identified defect classes of copper and non-copper part

is done as shown in Table 1. Statistical error minimization is avoided so as not to

include extra error.
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Table 1 Logical combination table

Copper defect class Non-copper defect class Final defect class

No Defect No Defect No Defect

Deficit No Defect or Deficit Deficit

No Defect or Deficit Foreign Foreign

No Defect or Deficit Dust Dust

Discoloration Any class Discoloration

Outline of proposed approach is shown in Fig. 2.

3.2 Segmentation into Copper and Non-copper Part

PCB images taken from rear acute angle tend to reflect particular color with a little

variation. Most of the systems use this type of lightning technique in capturing PCB

images. Since, this color is retained in all of the copper part, true color-based seg-

mentation is used to avoid computational complexity. Copper patches in Fig. 2 are

extracted from test images. These patches display a range of RGB intensity levels.

Discolored copper are also extracted as a part of copper due to saturation similarity.

Pixels in test images are classified as copper pixels if they are within threshold-

ing boundaries of RGB intensity levels of copper patches. Thresholds were decided

empirically. The fact that human eye has different sensitivity for different colors is

used for deciding thresholds for example green is more perceptible than red to human

eye. Figure 3 shows copper and non-copper part of a test image.

3.3 Copper Part Feature and Classification

Copper part can be either good or chunked up from inside, losing connectivity, or

losing circularity from boundary. Thus, two defect classes for copper part were iden-

tified: Deficit or No Defect. For copper part, edges can totally provide difference

between circular outline and deviations from it. Keeping this in mind, Canny Edges

are extracted. Minimum and maximum thresholds are decided empirically for Hys-

teresis thresholding. Assuming circular joint points in PCB, if AVI system is taking

images with M magnification then,

r′ =
√
Mr (1)

where r′ is the new radius and r is original radius. Hough Circle transform [8] is

used with restricted range of radius to detect center of copper edges (h, k). The range

of radius is bounded by the magnification M. Criteria for identification of circle by
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Fig. 2 Outline of proposed approach

Fig. 3 Defect image, Copper part, Non-copper part C
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Hough Circle algorithm is the number of intersections in parameter space. Require-

ment of number of intersections are kept low considering the fact that most of the

edge pixels may not lie on original circle owing to defects. Required center is deter-

mined by choosing center of circle whose radius is closest to required radius. It

diminishes the possibility of detecting another circle because of low number of inter-

sections criteria in parameter space and closeness to radius measure. Now, mathe-

matical measure of circularity is computed for each of the edge pixel. Equation of

circle with radius r, center (h, k) is

(x − h)2 + (y − k)2 − r2 = 0 (2)

Considering randomness caused by sampling, quantization, and Canny edge detector

in (x, y) and (h, k) to be small, the value of Eq. 2 should be close to 0 for No Defect

copper edges in every dimension. Each dimension is essentially each pixel. Owing

to the method of sampling and quantization, expectation of the randomness caused

can be assumed to be 0. Thus, there exist a cylinder with some radius r1 such that

in 2D

|(x − h)2 + (y − k)2 − r2| < r12 (3)

where |.| is modulus. Since, No Defect copper edge values are shown to be bounded,

a tight wrapper can be found around the feature vector of No Defect in feature space.

Any distortion in circle should cause the expected value to go outside wrapper. So,

feature vectors of Deficit and No Defect in copper part can be well separated in

feature space. 1vR type SVM is used for training which does exactly what is needed

here. Enough iterations are provided to obtain good support vectors. The trained

SVM is used for classification.

3.4 Non-copper Part Feature and Classification

Uniqueness of information in each types of defects lie in distribution and blending

of colors. These features can be attributed by 3D color histogram in RGB space [9].

Non-copper part of defect classes like Foreign, Dust, etc., differ only in some inten-

sity ranges of RGB color space. So, to reduce computation time as well as to increase

performance, RGB color space can be divided into nonuniform bins. Bins intensity

ranges in each color dimension can be decided by similarity or dissimilarity measure

in histogram of defect types. RGB channel histogram of non-copper defect images

are compared based on their correlation coefficients. To compare two histograms H1
and H2, a metric d(H1,H2) is computed, where

d(H1,H2) =
∑

I(H1(I) − ̄H1)(H2(I) − ̄H2)√∑
I(H1(I) − ̄H1)2(H2(I) − ̄H2)2

(4)
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and

̄Hk =
1
N

∑
J
Hk(J) (5)

where N is the total number of histogram bins. Total number of bins used are 256.

Intensity ranges where d(H1,H2) is fairly large in all of defect classes can have large

bin size in that dimension of color. This divides the RGB space into nonuniform

bins adaptive to color differences in non-copper part of defect types. Now, pixels are

distributed in these bins. Number of pixels in bins are used as feature. SVM with

polynomial kernel of degree 4 is used for training and classification. Kernel can be

written as

K(x, y) = (𝐱T𝐲 + c)4 (6)

where 𝐱 and 𝐲 are feature vectors in input space.

3.5 Discoloration

Discoloration can be considered as true color defect in copper part. For copper classi-

fication, edge features are extracted as feature vector. But edge features cannot satisfy

the purpose in discoloration. So for color features, histogram of RGB channel sepa-

rately is extracted with 256 number of bins and intensity range 0–255. Histograms

are the simplest color representation of an image and provide a very good global

color representation of an image. Final feature dimension is RGB channel histogram

of 256 bins pushed back, thus 256 ∗ 3 = 768. For this very high-dimensional feature

vector SVM with polynomial kernel of degree 4 is used for training and classifica-

tion. Termination criteria of SVM is selected to be iteration count but enough to find

optimal Support Vectors. Accuracy obtained is 100 %.

3.6 Logical Combination of Copper and Non-copper Defect
Classes

In order to reduce learning complexity, defect image is segmented to learn indepen-

dent characteristics from copper and non-copper part. The same defect class can be

obtained by focusing on different unique bunch of information posed by the individ-

ual part. Stochastic or probabilistic approach is not adopted because it will introduce

unavoidable errors. These errors can be the result of overfitting on training data.

Also, it is computationally expensive which might not be a good choice for a real-

time system.

The final defect class can be easily perceived in terms of defects classes of the

copper and non-copper part. The same analogy can be given for the logical combi-

nation reasons. Suppose p be the number of defect classes of copper part and q be
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Table 2 Accuracy

Model True defect Pseudo defect Accuracy (%)

Correct Incor. Correct Incor.

Paper [10] 496 104 452 148 79.0

Paper [1] 532 68 572 28 92.0

Proposed 711 48 309 7 94.88

the number of defect classes of non-copper part, where p, q ∈ ℕ, then total number

n of combinations of final defect types.

n = pq (7)

Total number of final possible defect classes are finite and can be assumed to be

fairly small, like order of 10. But final defect classes are Foreign, Dust, Discoloration,

Deficit, No Defect. It shows that there are many repetitions. After combining all the

classes of copper and non-copper part and ruling out repetitions, Table 1 is prepared.

So, final defect class is predicted from the classes obtained in copper and non-

copper part using Table 1. It may be noticed that all the variations, local or global,

in copper and non-copper parts are captured by this table.

4 Results

Accuracy obtained from proposed method and paper [10] and paper [8] is compared.

Defect classes are No Defect, Deficit, Foreign, Discoloration, and Dust.

Result of accuracy is shown in Table 2.

The accuracy of deficit in copper part is slightly less because of large magnitude

of random error in coordinates than expected. Also, large chunk off near original

boundary of copper might have caused unpredictable results.

5 Conclusion

This paper proposes a non-referential model for PCB Defect classification. The accu-

racy can be seen to be better than other non-referential methods proposed in the

literature. This paper classifies only one defect per image which may not be true

in all cases. Maximum Likelihood Estimation (MLE) can be used to predict confi-

dences for defects in a test image. Deep Learning Architectures like CNN can be

also explored in extension of this research.
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Gait Recognition-Based Human
Identification and Gender Classification

S. Arivazhagan and P. Induja

Abstract The main objective of this work is to identify the persons and to classify
the gender of those persons with the help of their walking styles from the gait
sequences with arbitrary walking directions. The human silhouettes are extracted
from the given gait sequences using background subtraction technique. Median
value approach is used for the background subtraction. After the extraction of the
silhouettes, the affinity propagation clustering is performed to group the silhouettes
with similar views and poses to one cluster. The cluster-based averaged gait image
is taken as a feature for each cluster. To learn the distance metric, sparse
reconstruction-based metric learning has been used. It minimizes the intraclass
sparse reconstruction errors and maximizes the interclass reconstruction errors
simultaneously. The above-mentioned steps have come under the training phase.
With the help of the metric learned in the training and the feature extracted from the
testing video sequence, sparse reconstruction-based classification has been per-
formed for identifying the person and gender classification of that person. The
accuracy achieved for the human identification and gender classification is
promising.
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1 Introduction

Gait Recognition is a task to identify or verify the individuals by their manner of
walking. Gait offers several unique characteristics. Unobtrusiveness is the most
attractive characteristic which does not require subject’s attention and cooperation
that is observed. Without the requirement of the physical information from subjects,
human gait can be captured at a far distance. Moreover, gait recognition offers great
potential for the recognition of low-resolution videos, where other biometrics
technologies may be invalid due to the insufficient pixels to identify the person.
There are three basic approaches for the gait recognition [1]. They are moving
video-based, floor sensor-based, and wearable sensor-based gait recognitions.
Moving video-based gait recognition uses video camera for capturing the gait at a
distance. In Floor sensor-based gait recognition, a set of sensors are instaled on the
floor. When a person walks on this sensor floor, those sensors are enabled to
measure the features which are related to the gait. For example, maximum time and
amplitude values of the heel strike, etc. The most general method is based on the
moving video-based gait recognition. The general gait recognition process contains
three steps. They are background subtraction and silhouette extraction, Feature
extraction and Recognition. In Background subtraction and silhouette extraction
step, the moving object that is the moving persons are identified first in the frame.
Then some of the background subtraction techniques are applied on those frames. It
subtracts each frame from the background frame so that it identifies the moving
objects that are differed from the background model. This is the preprocessing
steps. This background subtraction method also generates binary images that
contain black and white pixels which are also known as the binary silhouettes. This
post processing step is used for the silhouette extraction with less noise. For that,
some morphological operations like erosion, dilation can be used. This background
subtraction technique is useful in many applications mainly in surveillance. There
are some challenges in developing a good algorithm for the background subtraction.
Some of them are robustness against for the changes in illumination, avoidance of
detecting non stationary background objects like moving leaves, shadows of
moving objects, etc. The next step in the general gait recognition would be feature
extraction. It is a form of dimensionality reduction. If the input date is very large to
process, then it will be transformed into a set of features which are in reduced
representation. This type of transformation of input data into a set of features is
called as feature extraction. The final step in the general gait recognition process is
recognition of the person’s gait. The input test video features are compared with the
features of the training set sequence videos to identify the person’s using their gait
sequence. There are many different types of classifiers are available. Some of them
are multilinear discriminant analysis (MDA), linear discriminant analysis (lda), etc.

The paper is organized as follows Sect. 2 reviews the related work done in this
area. The system model is described in Sect. 3. Results and Discussions are pre-
sented in Sect. 4 and Conclusions are given in Sect. 5.
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2 Related Work

There are many research works have been done on gait recognition. The gait recog-
nition can be of four types based on its view of walking directions and shape of the
person’s. They are shape invariant, shape variant, view invariant, and view variant.
View-invariant gait recognition is the useful biometric gait recognition because
people usually walk freely along the arbitrary directions that is not to walk along the
predefined path or the fixed direction. Shape-invariant gait recognition is also very
useful because people can carry any objects. The person’s should be identified even
though they carry some objects like bag, wearing coats, etc. So the efficient gait
recognition should satisfy shape invariant property, view-invariant property or both of
them. Some of the related works for the above-mentioned types are given below.

Han and Bhanu proposed a new spatial-temporal gait representation, called gait
energy image (GEI), to characterize human walking properties for the gait recog-
nition [2]. In this paper, a novel approach had been proposed for solving the
problem of the lack of templates for the training by combining the statistical gait
features from the templates of the real and synthetic. Real templates had been
directly computed from the silhouette sequences which are taken for the training.
Synthetic templates had been generated by the simulation of silhouette distortion
from the training sequences. It is the type of view variant gait recognition.

Frey and Dueck proposed affinity propagation clustering for the view-invariant
gait recognition [3]. For processing sensory signals and for detecting patterns in
data, clustering of data is important that is done with the identification of a subset of
representative examples. With the help of choosing randomly an initial subset of
data points and refining it iteratively, those exemplars can be found out. It works
well if and only if that choosing the initial subset will close to the good solution.
For that “Affinity Propagation” method had been proposed. The input to this
method is the measures of similarity between two data points. Real-valued mes-
sages have been exchanged between these data points. This exchange will be
continued until the corresponding clusters gradually emerge and a high-quality set
of exemplars have been obtained. This method of affinity propagation has been
applied for clustering images of faces, detecting genes in microarray data, etc. It
found the clusters which have much lower error than other clustering methods and it
is a less time consuming process of clustering than other techniques of clustering.

Lu and Zhang proposed a gait recognition method using multiple gait features
representations for the human identification at a distance based on the independent
component analysis (ICA) [4]. The generic fuzzy support vector machine (GFSVM)
can also be used for the representation of the gait features. This comes under the
category of view-invariant gait recognition. The binary silhouettes have been
obtained by simply performing the background modeling in which the moving
objects that is human were subtracted from the background frame. Three kinds of
gait representations have been used to characterize these binary silhouettes. They
are Fourier descriptor, Wavelet descriptor, and Pseudo-Zernike moment. For the
recognition step ICA and GFSVM classifiers have been chosen. To overcome the
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limitation for the method of the recognition on the single view and make this
method to robust against the view variant problem, one approach which is the
multiple views of fusion recognition was introduced. That approach was based on
the product of sum (POS) rule. When compared to the other traditional rank-based
fusion rules approach, this method gave better performance.

Goff redo et al. presented a new method for viewpoint independent gait bio-
metrics [5]. In this method, there is no need for the camera calibration and it relied
on a single camera itself. It worked with the multiple ranges of camera views. These
requirements have been achieved when the gait was self calibrating. The proposed
method on this paper is suitable for the identification of human by gait with the help
of the above-mentioned properties. This method is very useful to encourage using it
in the application of the surveillance scenarios. This also comes under the category
of the view invariant gait recognition type.

Kusakunniran et al. presented a novel solution using support vector regression
(SVR) to create a view transformation model (VTM) from the different point of
view [6]. A new method had been proposed to facilitate the process of regression to
make an attempt to find the local region of interest under one angle of view to
predict the motion information corresponding to another angle of view. This
method achieved view independent gait recognition performance. Before the sim-
ilarity measurements had been done, gait features had been normalized which are
taken under various view angle into a single common view angle.

Muramatsu et al. proposed the arbitrary view transformation model (AVTM) for
making the recognition method as a robust for the view invariant [7]. The 3D volume
of gait sequences of the training subjects was constructed. By projecting the 3D
volume gait sequences on the same view as target view, the 2D gait silhouette
sequences had been generated for the training subjects. Part dependent view selection
scheme (PdVS) had been included with the AVTM which divides the gait features
into several parts. This method leads to an improved accuracy for the recognition.

Jia et al. proposed a method based on silhouette contours analysis and view
estimation for the view-independent gait recognition [8]. Gait flow image and the
head and shoulder mean shape of a human silhouette can be extracted by using
Lucas–Kanade’s method. The static and dynamic features of a gait sequence can be
preserved by using this LKGFI-HSMS method. To overcome the view variations,
the view between a camera and a person can be identified for the selection of the
gait feature of the target one.

Jeevan et al. proposed a representation of Gait for each cycle of the silhouettes
using Pal and Pal Entropy (GPPE) [9]. Background subtraction was used for the
silhouette extraction. Morphological operations had been carried out to remove the
noises in the silhouettes. TheGait using Pal and Pal Entropy (GPPE)method had been
proposed for the feature extraction. This proposed method was robust against the
shape variance. Principal component analysis had been used for making the feature
matrix from the features extracted. SVMclassifier had been used for the classification.

From these related works on the gait recognition, a view invariant recognition
using gait has been proposed [10]. For the identification and gender classification of
a human who is walking in arbitrary directions, sparse representation-based clas-
sification is used.
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3 System Model

The block diagram for the proposed method which is robust for the view invariant
is shown in Fig. 1. This method includes two phases. They are training phase and
the testing phase. Training phase includes video to frame conversion, binary sil-
houette extraction, clustering based on affinity propagation, feature extraction on
each clusters, and computation of the sparse reconstruction-based metric for the
training sequences. The testing phase includes binary silhouette extraction of the
testing video sequence, clustering on that silhouette using affinity propagation
method and obtaining the features for each clusters as cluster-based averaged gait
image. Then with the help of the learned metric which was obtained in the training
phase and the feature extracted from the testing video sequences, the human is
identified and based on the residuals value calculated in the sparse reconstruction-
based classification, the gender of that person is classified. This method uses sparse

Sparse based Reconstruction Metric

Sparse Reconstruction based Classifi-

cation

Video to Frame Conversion 

Testing Phase

Silhouette Extraction Silhouette Extraction

Training Phase

Learned Metric

Input Video

Clustering Clustering 

Feature Extraction Feature Extraction

Recognition Result 

Fig. 1 Block diagram of the proposed method for the human identification and gender
classification based on the gait recognition
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reconstruction-based metric learning which gives more accuracy than other metric
learning methods even though it is a time-consuming process [10]. This method is
robust against the view variance but sensitive to the shape variance.

3.1 Training Phase

3.1.1 Video to 2.2.2 Frame Conversion

The input videos for training phase contain the gait sequence of the individual person.
The videos are converted into frames. These frames are used for the further steps. The
video to frame conversion is the initial step of the proposed method of the identifi-
cation of human and the classification of the gender based on the gait recognition.

3.1.2 Silhouette Extraction

The frames which got from the input video of gait sequences are given for the
silhouette extraction technique. Silhouette Extraction is nothing but the extraction
of the human body from the background of the video. It is a type of the moving
object detection. For the background subtraction technique, median value approach
is used. In this approach, the background frame is created by taking the median
value of each pixel among all the frames of the video. Median Value approach is the
better technique than other background subtraction technique because the infor-
mation cannot be lost due to the usage of the median value among the pixels. The
moving object will be extracted from that frame, i.e., for our case, the moving
object would be the person. Even though the moving objects are extracted from the
foreground, there will be some noise in each frame. So, morphological operations
are performed to obtain the perfect silhouette. Then thresholding takes place. Here
Binary thresholding is used. The frames which have been obtained after this
thresholding step contain the silhouettes of the human in the video. The silhouette
frames are aligned to the same size because the silhouette size will vary due to the
distance between the moving person and the fixed camera. Otherwise, the silhou-
ettes of the same person will be resulted as a different person due to the size
variation of the silhouettes in the frames. For that alignment of the silhouettes in
each frame, bounding box method is used.

3.1.3 Clustering

The clustering is the next step in the training phase after performing the prepro-
cessing steps which includes background subtraction, silhouette extraction. In this
proposed method, affinity propagation clustering method is used for the clustering.
The gait energy image (GEI) feature is powerful and common feature in
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representing human gaits. Since the proposed method is view invariant, it is very
hard to estimate the gait period in the gait sequence. In addition to that difficulty, the
GEI feature is very sensitive to the view change. Hence, the computation of the GEI
feature for the whole gait sequence is not possible. To address this difficulty,
clustering is performed to cluster each gait sequence into many clusters in which
each cluster is obtained by gathering human silhouettes which has similar views or
poses. K-means clustering which is the popular clustering method to obtain the
clusters for each gait sequence has the disadvantage of the requirement of knowing
the number of clusters in prior. But the number of clusters in testing video will not
know in prior. To address this, the affinity propagation (AP) clustering method is
used to obtain the clusters that have the main advantage that it does not require any
information about the number of clusters in prior.

Affinity propagation takes input as a collection of similarities of real values
between two data points. The similarity similar(i, k) indicates that the how exactly
the data point having the index k is behaving as an exemplar for the data point
having index i. For example, consider two data points’ xi and xk, the similarity
between these two points would be given in Eq. (1).

similar i, kð Þ= xi − xkk k2 ð1Þ

The data points with the larger values of simila (k, k) is chosen as preferences.
The responsibility res (i, k), is sent from data point i to candidate exemplar point
k. It reflects the evidence that how well the data point indexing k is an exemplar for
the data point indexing i which also taking into account other potential exemplars
for data point indexing i. The availability avail (i, k) is sent from candidate
exemplar point k to point i. It reflects evidence that the how data point i confidently
chosen the data point k as its exemplar, which also taking into account the support
from other points that point k should be an exemplar to that data points. To start
with, the availabilities are initialized to zero, i.e., avail (i, k) = 0. Then, the
responsibilities are computed using the rule which is given in Eq. (2)

res i, kð Þ< − similar i, kð Þ− max
k0 s.tk0 ≠ k

avail i, k
0

� �

+ similarði, k0 Þ
n o

ð2Þ

In later iterations, the availabilities of some data points which are effectively
assigned to other exemplar data points will drop below zero. The corresponding
candidate exemplars will be removed by these negative availabilities from com-
petition. The availability formula is given below in Eq. (3)

avail i, kð Þ< −min 0, res k, kð Þ+ ∑
i0 s.ti0∄fi, kg

max 0, resði0 , kÞ
n o

( )

ð3Þ

The positive parts of incoming responsibilities are added in each data points
because there is a necessity for a good exemplar to explain certain data points and
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explain other data points poorly. The self-availability avail (k, k) is updated dif-
ferently which is given by the Eq. (4).

avail k, kð Þ< − ∑
i0 s.t.i0 ≠ k

max 0, resði0 , kÞ
n o

ð4Þ

Availabilities and Responsibilities are combined for identifying exemplars in
this affinity propagation clustering. For data point indexing i, the value of the data
point indexing k that maximizes avail (i, k)+res (i, k) either identifies data point
indexing i as an exemplar if k = i, or identifies the data point that is the exemplar
for point data point indexing i. This message passing may be terminated after a
fixed number of iterations after which there is no much change in the exemplars of
each data point.

3.1.4 Feature Extraction

The cluster-based averaged gait image is extracted as the gait feature. Consider for a
given a gait sequence, the kth cluster contains Nk frames. The formula for obtaining
the average gait image is given in Eq. (5)

Gk x, yð Þ= 1
Nk

∑
Nk

p=1
Ipkðx, yÞ ð5Þ

where—Ipkðx, yÞ is the pth human silhouette in the kth cluster and x and y are the 2D
Image Coordinates.

Since Gait cycle estimation is very difficult in the arbitrary walking directions,
cluster-based averaged gait image is extracted as a feature. In gait feature, a high
intensity-valued pixel represents more variations of poses which are static and a low
intensity indicates that more dynamic information will present at that position since
human walking occurs frequently in that direction or position.

3.1.5 Sparse Reconstruction-Based Metric Learning

The sparse reconstruction-based metric learning (SRML) is used to learn the dis-
tance metric [10]. It minimizes the intraclass reconstruction errors and at the same
time this metric learning maximizes the interclass reconstruction errors. The main
advantage of the usage of this metric learning is that it does not require the
information about the number of frames in each cluster. The algorithm for SRML is
given below:
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3.2 Testing Phase

In the testing phase, given a testing gait sequence T, the human silhouettes are
extracted and they are clustered into K groups of clusters. For each group, the
C-AGI is calculated as the gait feature which are denoted as T1, T2, T3,…,Tk. The

residuals residualc GRC
RNB kð Þ

� �

using sparse reconstruction-based classification

(SRC) for the kth C-AGI Tk, under the learned metric H are calculated by using the
Eq. (11).

residualc Tkð Þ= HTGRC
RNBðkÞ −HTQδcðGRC

RNBðkÞÞ
�

�

�

�

�

�

2
ð11Þ

Correct person =minðresidual ðGRNBðkÞÞÞ

where δc GRC
k

� �

is a correlation coefficient between the reconstructed image and the
original silhouette image

After calculating the residuals, the subject for which holds the minimum of the
residual value will be the correct person. The gender classification also is performed
based on these residual values. The minimum residual value subjects will be labeled
as female and maximum value residuals will be labeled as male. The label
assignment is given in Eq. (12).
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Z cð Þ= ∑
K

k =1
residualc GRNBðkÞ

� �

*δcðGRC
RNBðkÞÞ ð12Þ

min ðzÞ−Label 0 Femaleð Þmax ðzÞ−Label 1 Maleð Þ

4 Results and Discussions

Videos from the Advanced Digital Sciences Center-Arbitrary Walking Directions
(ADSC-AWD) dataset were used for the analysis. This dataset is for the gait
recognition in arbitrary walking directions.

The ADSC-AWD gait dataset was collected by the Microsoft Kinect depth
sensor. The Kinect depth camera fixed on a tripod is used to capture gait sequences
on two different days in two rooms. Participation in the collection process was
voluntary. The size of each room is about 8 × 6 × 4 m The distance from camera
to the person is between 1.5 to 5 m [10].

The video is converted into frames and the silhouettes are extracted using
background subtraction technique. All the silhouette frames are arranged to the
same size using the bounding box method. Some of the aligned silhouette frames
are shown in Fig. 2 and the affinity propagation clustering is performed. The CAGI
features for some of the clusters are shown in Fig. 3.

With the help of these features, the metric is calculated using sparse
reconstruction-based metric learning which is explained in the algorithm mentioned
in Sect. 3. After the calculation of the metric, the testing has been performed.

The testing video is given and the steps up to feature extraction have been
performed and the sparse representation-based classification has been performed in
which the residuals are calculated for each cluster with respect to each subject for
the given testing video sequence. Based on these residuals the gender of that person
is also classified. The Experimental results for Human Identification and Gender
Classification using ADSC-AWD dataset are shown in Table 1.

• Total Number of Subjects—6
• Number of Sequences taken for training per subject—2
• Number of Sequences taken for testing per Subject—2

Fig. 2 Silhouette frames
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From the Table 1, it is observed that the human identification gives the better
result and the accuracy of 91.6 % has been achieved. The gender classification
gives some misclassification. The accuracy of 83.3 % has been achieved.

5 Conclusion

In this proposed method, human identification and gender classification have done
by using gait recognition. The background subtraction technique is used for
extracting silhouettes which includes the median value approach. Then clustering is
performed in which the human silhouettes with similar views and poses are grouped
together to form a cluster. For that Affinity Propagation is used which has the
special advantage that there is no need to specify the number of clusters prior to the
clustering. After that Feature is extracted as a cluster-based averaged gait image.

Fig. 3 CAGI features for some clusters

Table 1 Experimental results for human identification and gender classification using
ADSC-AWD dataset

S.
No

Testing video
name

Whether person is correctly
identified or not

Whether gender classification is
correct or not

1 David_3 Yes Yes
2 David_4 Yes Yes
3 Hlk_3 Yes Yes
4 Hlk_4 No Yes
5 Cq_3 Yes No
6 Cq_4 Yes Yes
7 Hw_3 Yes Yes
8 Hw_4 Yes Yes
9 Hzy_3 Yes Yes
10 Hzy_4 Yes Yes
11 ljw_3 Yes No
12 ljw_4 Yes Yes
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Sparse reconstruction-based Metric Learning is used to learn the distance metric.
Sparse reconstruction-based classification is used for the recognition as well as the
gender classification. The experiments are conducted on the ADSC-AWD dataset.
The future scope will be made this method for the large number of databases and to
make it as not sensitive to the shape of the subjects.
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Corner Detection Using Random Forests

Shubham Pachori, Kshitij Singh and Shanmuganathan Raman

Abstract We present a fast algorithm for corner detection, exploiting the local

features (i.e. intensities of neighbourhood pixels) around a pixel. The proposed

method is simple to implement but is efficient enough to give results comparable

to that of the state-of-the-art corner detectors. The algorithm is shown to detect cor-

ners in a given image using a learning-based framework. The algorithm simply takes

the differences of the intensities of candidate pixel and pixels around its neighbour-

hood and processes them further to make the similar pixels look even more similar

and distinct pixels even more distinct. This task is achieved by effectively training a

random forest in order to classify whether the candidate pixel is a corner or not. We

compare the results with several state-of-the-art techniques for corner detection and

show the effectiveness of the proposed method.

Keywords Feature extraction ⋅ Corner detection ⋅ Random forests

1 Introduction

Many computer vision and image processing tasks require highly accurate localiza-

tion of corners along with fast processing. With these needs, many recent works

have been proposed to address the corner detection problem. However, despite the

increasing computational speed, many state-of-the-art corner detectors still leave a

little time for processing live video frames at the capture rate. This motivates the

need for faster algorithms for corner detection. Our method tackles the two key issues
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of corner detection—high accuracy and computational time. Apart from these, the

algorithm is generic which can be used to detect corners in a given image of any

natural scene.

We propose a method to detect corners trained on random forests on a set of

corners obtained from training images. We use the trained random forests in order

to detect corners in a new image. We show that the proposed approach is effective in

the detection of corners in natural images. The algorithm could be used in a variety

of computer vision tasks which rely on corner detection such as object recognition,

image registration, segmentation, to name a few.

The primary contributions of this work are listed below.

1. A random forest-based learning framework for fast and accurate corner detection.

2. A simple and efficient way to obtain the feature descriptors for training images

and the test image.

The rest of the paper is organized as below. In Sect. 2, we briefly review different

major approaches for corner detection attempted in the past. In Sect. 3, we discuss

the proposed method for corner detection. In Sect. 3.2, we present and compare our

results with the state-of-the-art methods proposed earlier. In Sect. 4, we conclude

our paper with directions for extending this work.

2 Related Work

The corner detection algorithms proposed in the past could be broadly divided into

three main categories: (a) contour-based detectors, (b) model-based detectors and (c)

intensity-based detectors as described in [1]. A more detailed survey is presented in

[2]. Intensity-based corner detectors rely on the grey-level information of the neigh-

bourhoods of pixels in order to detect the corners. Moravec gave the idea of defin-

ing points where a high intensity variation occurs in every direction as points of

interest [3]. Harris and Stephens introduced a rotation invariant corner detector [4].

But, Harris corner detector gave poor results while detecting higher order corners as

shown in [5]. Mikolajczyk and Schmid presented a novel technique to detect corners

invariant to scale and affine transformation [6]. The calculation of first-order and

second-order derivatives is computationally expensive. Moreover, the second-order

derivatives are very sensitive to noise. SUSAN, proposed by Smith and Brady, uses

a mask ‘USAN’ and compares the brightness corresponding to the nucleus of the

mask, with the intensity of each pixel within the mask [7]. Corners in the image are

represented by the local minima of the USAN map. Rosten and Drummond put for-

ward the FAST algorithm which uses machine learning technique for corner detec-

tion [8]. It outperforms the previously proposed methods in computation time and

high repeatability but leads to bad accuracy, giving some responses even along the

edges. To improve this detection technique AGAST was proposed by Mair et al.

[9]. This method apart from being less computationally expensive gives high perfor-

mance for arbitrary environments. Later, Rosten et al. came with a new version of
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their early proposed FAST, called FASTER, which increased the accuracy but with

the slightly increased computational time [10]. Jinhui et al. presented a double cir-

cle mask and presented their intuition behind the working of the double mask in the

noisy environments [11]. We follow their procedure and use a double mask in our

corner detection framework.

3 Proposed Approach

3.1 Motivation for Random Forest

Classification forest [12] is built from an ensemble of classification trees which form

a class of non-parametric classifiers [13]. Each tree aims to achieve the classification

task by splitting the node into multiple nodes based on some decision criterion. The

splitting is performed at each internal (non-leaf) node based on problem-specific

metrics for achieving the best splits. Generally, we do not make any assumption

about the relationships between the predictor variables and dependent variables in

the classification decision trees. Terminal nodes contain responses which classify the

candidate into different classes, given its attributes. In this paper, we use information

gain as the metric to make a split in each tree. Constructing a single decision tree has

been found not giving desired results in most practical cases. This is because even

small perturbations and noise in the data can cause changes in the results [14]. The

key motivation for using random forest is to reduce the degree of correlation between

different trees in forest, which then ultimately leads to a better generalization. We

would like to train a random forest using corners detected in a set of natural images

in order to detect corners in a given new natural image.

3.2 Random Forest Training and Corner Detection

We propose the usage of a double ring circle structure to be the feature descriptor

as proposed in [15]. The intuition behind using this arrangement is that if there is

a corner then there is a continuous change in its intensity values rather than abrupt

changes. Hence, we could ignore the nearest 8-pixel neighbourhood circle around

the candidate pixel. We could have also used the same three-circle mask as proposed

in FASTER [10]. But we could remove the middle circle in those three consecutive

circles, without much loss in performance due to the same reason. The two alternate

circles are sufficient enough to classify a candidate pixel as corner or not. A dou-

ble circle is also robust to noise as is shown in [15]. Therefore, we propose to use

the circular mask as shown in Fig. 1 for extracting the feature descriptors. Let the

intensity of the pixel at the nucleus of the mask be denoted by Ic and intensity of

pixels within the mask be denoted by I(x, y). The corner locations in the images are

extracted using the Harris corner detector [4].
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Fig. 1 The mask used by

the proposed approach for

feature description. The

candidate pixel is marked

by C

We then take the difference between the intensity value of the candidate pixel and

the pixels of the double circular mask, Ic − I(x, y) and form a vector ̄d, consisting

of elements, di, i = 0, 1,…27. Rather than generically grouping them into darker,

similar and lighter pixels as done in some of the previous works, we rather feed

these values into a function as shown in Fig. 2a or b. The idea is to make the similar

pixels look more similar and different pixels look more different. Any function which

looks similar to these functions could do the job for us. One such function could be

built using the hyperbolic tangent function. The equation of the function used by us

could be written as:

̂di = a(tan h(b × di + c)) + a(tan h(b × di − c)) (1)

where a, b, and c are real constants.

Fig. 2 Here di and ̂di are in x- and y- axes, respectively. a Hyperbolic tangent function shown in

Eq. 1, and b function built using ReLU [16] shown in Eq. 2
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But the function built using tanh is computationally expensive. Therefore we resort

to a modified version of the function ReLU (Rectified Linear Unit) as proposed in

[16] which is defined as max(0, di). The function used by us built on ReLU is:

̂di =
{

b × di, di ∈ [−a,+a]
min(−a + max(0, di + a), a), otherwise (2)

where a and b are constants.

The first motivation behind this kind of learning is that small changes in intensities

which are sufficient enough to classify a pixel as corner could be detected. Therefore,

we have not defined some global threshold to group the pixels into the classes of

darker, similar and lighter. Second, by not grouping the pixel values in these classes,

we have not tried to make the trees learn by the class categories (similar, darker and

lighter) as this method was observed to give poor results. The reason may be that

dividing the neighbour pixels into three or five classes would have probably over-

fitted the data as the training examples are huge and would have got the trees to

memorize the pattern. The difference between these two methods will be discussed

in the next section through results. The values obtain after processing the difference

of intensities using the function in Eq. 2 would then serve as the final feature vector

for the training set used to train the forest. Given a new image, we perform the same

operation to extract the feature descriptors at all the pixel locations and mark the

corners depending on the responses from the trained random forest. The decision is

made for a given pixel to be a corner based on the average corner probability of the

multiple tree outputs in the random forest. The complete procedure is described in

Algorithm 1.

Algorithm 1 Corner Detection using Random Forest

1: Step 1: Detect corners in the N training images using Harris corner detection [4].

2: Step 2 : Train a random forest (with k trees) using the feature descriptors (shown in Fig. 1)

around the detected corners and non-corner pixels.

3: Step 3: Extract feature descriptors from the test image using the pattern shown in Fig. 1.

4: Step 4: Use the trained random forest to detect corners in the test image.

We trained our random forests on an Intel i7-3770 processor at 3.40 GHz, with

8GB installed memory (RAM) on 64 bit Windows operating system in Python.

We used OpenCV-Python library for image processing tasks and for comparisons

between different methods of corner detection. We fixed the value of a and b in Eq. 2

to be 50 and 0.3, respectively, for the work. We compare the results obtained by our

method using two cases. Case (i): we do not divide the pixels based on their relative

intensities and Case (ii): we classify them as darker (0), similar (1) and lighter (2) as

shown in Eq. 3.
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Fig. 3 a and b are the images obtained by case (i), c and d are the images obtained by case (ii)

di =
⎧
⎪
⎨
⎪⎩

0, Ic − I(x, y) < −10
1, −10 < Ic − I(x, y) < 10
2, Ic − I(x, y) > 10

(3)

For this comparison, we obtained training data from 35 images and the random forest

comprised 15 trees. The results obtained are shown in Fig. 3. It can be observed that

case (i) leads to better corner detection compared to that of case (ii). Therefore, we

use case (i) to compare with other state-of-the-art methods.

For comparison, the number of trees trained was chosen to be 15 without any

pruning of leaves. We created the training set from each and every pixel of 52 natural

images. The training of the random forest took around 5 hours. We compare the
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results of our algorithm with that of Harris detector [4], SUSAN Corner Detector [7]

and FAST-9 detector [8]. Average time taken by the methods for a typical 256 × 256
image were 0.07 s, 7.98 s and 6.86 s respectively. Harris corner detector is faster

due to the inbuilt OpenCV-Python function. The best time taken by our method to

compute the feature vector on the same image while using the proposed function

built using Eq. 2 was 6.14 s and time taken to predict the corners in image, via 15

trees, was 0.3 s. It is much faster than the proposed function built on tanh function

in Eq. 1 which took 31.3 s to compute the feature vector without any decrease in the

accuracy. The time taken to compute the feature vector without using the proposed

functions reduced to 1.12 s.

The images (none of which were trained) shown in Fig. 4 depict the accuracy of

our algorithm. Harris corner detector still outperforms the other approaches in terms

Fig. 4 First column—original images, corners detected using: second column—Harris corner

detector [4], third column—FAST corner detector [8] fourth column—SUSAN [7], fifth column—

proposed method
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of accuracy. FAST corner detector showed poor results in terms of accuracy giving

some points along the edges as could be seen in images in fifth and third rows of

third column. SUSAN detected some extra potential non-corner points as corners.

Our approach, though giving less number of corner points, gives nearly the same

results as obtained from the Harris corner detector.

4 Conclusion

We have presented a fast learning-based method to detect the corners, whose per-

formance is comparable to that of the state-of-the-art corner detection techniques.

The choice of learning multiple decision trees using pre-detected corners along with

the feature descriptor enables us to achieve this task. We are able to achieve high

degree of accuracy in terms of detected corners using the proposed random forest

framework. With very less number of trees and training images, we are able to detect

corners in a given new image. In future, we would like to exploit random forests to

detect the scale-invariant interest points in a given image and estimate the feature

descriptors at these interest points. We would like to accelerate the framework pro-

posed using GPU for various computer vision tasks. We believe that this framework

will lead to increased interest in the research of learning-based corner detectors suit-

able for various computer vision applications.
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Symbolic Representation
and Classification of Logos

D.S. Guru and N. Vinay Kumar

Abstract In this paper, a model for classification of logos based on symbolic rep-
resentation of features is presented. The proposed model makes use of global features
of logo images such as color, texture, and shape features for classification. The logo
images are broadly classified into three different classes, viz., logo image containing
only text, an image with only symbol, and an image with both text and a symbol. In
each class, the similar looking logo images are clustered using K-means clustering
algorithm. The intra-cluster variations present in each cluster corresponding to each
class are then preserved using symbolic interval data. Thus referenced logo images
are represented in the form of interval data. A sample logo image is then classified
using suitable symbolic classifier. For experimentation purpose, relatively large
amount of color logo images is created consisting of 5044 logo images. The classi-
fication results are validated with the help of accuracy, precision, recall, F-measure,
and time. To check the efficacy of the proposed model, the comparative analyses are
given against the other models. The results show that the proposed model outper-
forms the other models with respect to time and F-measure.

Keywords Appearance-based features ⋅ Clustering ⋅ Symbolic representa-
tion ⋅ Symbolic classification ⋅ Logo image classification

1 Introduction

With the rapid development of multimedia information technology, the amount of
image data available on the internet is very huge and it is increasing exponentially.
Handling of such a huge quantity of image data has become a more challenging and
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at the same time it is an interesting research problem. Nowadays, to handle such
image data, there are lot many tools available on the internet such as ArcGIS,
Google, Yahoo, Bing, etc. Currently, those tools perform classification, detection,
and retrieval of images based on their characteristics. In this work, we consider
logos which come under image category for the purpose of classification. A logo is
a symbol which symbolizes the functionalities of an organization.

Once a logo is designed for any organization, it needs to be tested for its
originality and uniqueness. If not, many intruders can design logos which look very
similar to the existing logos and may change the goodness of the respective
organization. To avoid such trade infringement or duplication, a system to test a
newly designed logo for its originality is required. To test for the originality, the
system has to verify the newly designed logo by comparing with the existing logos.
Since the number of logos available for comparison is very large, either a quick
approach for comparison or any other alternative need to be investigated. One such
alternative is to identify the class of logos to which the newly designed logo
belongs and then verifying it by comparing against only those logos of the corre-
sponding class. Thus, the process of classification reduces the search space of a logo
verification system to a greater extent. With this motivation, we address a problem
related to classification of logos based on their appearance.

1.1 Related Works

In literature, we can find couple of works carried out on logo classification.
Especially, these works are mainly relied on black and white logo images.

In [1], an attempt toward classifying the logos of the University of Maryland
(UMD) logo database is made. Here, the logo images are classified as either
degraded logo images or non-degraded logo images. In [2], a logo classification
system is proposed for classifying the logo images captured through mobile phone
cameras with a limited set of images. In [3], a comparative analysis of invariant
schemes for logo classification is presented. From the literature, it can be observed
that, in most of the works, the classification of logos has been done only on logos
present in the document images. Also, there is no work available for classification
of color logo images. Keeping this in mind, we thought of classifying the color
logos.

In this paper, an approach based on symbolic representation of features for
classification of logo images is addressed. The logo images which represent the
functionalities of organizations are categorized into three classes, viz., images fully
text, images with fully symbols, and images containing both texts and symbols.
Some of these color logo images are illustrated in Fig. 1. Among three classes, there
exist samples with large intra-class variations as illustrated in Fig. 1. In Fig. 1, the
both category logo images have several intra-class variations like the shape of text,
the color of text and the texture of symbols. In the second category of logo images,
the internal variations are, the color of the text and the shape of text. In the last
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category, i.e., symbols, the variations are with respect to the shapes of symbols
measured at different orientations. The intra-class variations may lead to the mis-
classification of a logo image as a member of given three classes. To avoid such
misclassification, methods which can take care of preserving the intra-class varia-
tions present in the logo images are needed. One such method is symbolic data
analysis. In symbolic data analysis, the interval representation of data can take care
of intra-class variations of features which help in classification [4], clustering [5],
and regression [6] of data.

Due to the presence of very large logo image samples in every class of the
dataset used, it is better to group the similar looking logo images in every class.
This results with the class containing logos with lesser variations within the class. It
further helps in representing them in symbolic interval form.

The paper mainly concentrates on only classification. In the literature, there exist
some symbolic classifiers [7, 8], but the limitation of these classifiers is present at
classification stage. As these classifiers make use of interval representation of both
the reference samples and query samples while classification. But in our case, the
reference logo images are represented as interval data and the query images are
represented as a conventional crisp type data [9]. So to handle such data, a suitable
symbolic classifier [9] which can take care of the above-said scenario is used for
classification.

Finally, the proposed system is compared with the other models, viz., a model
which make use of only clustering and a model which neither uses clustering nor
uses symbolic representation. Our system has outperformed with the former and
latter models in terms of validity measures and time, respectively.

The rest of the paper is organized as follows. In Sect. 2, the details of the
proposed logo classification system are explained. The experimentation setup and
the detailed results with reasoning are presented in Sect. 3. Further, comparisons to

Fig. 1 Illustration of color logo images with several intra-class variations exists with respect to
a both class, b only text class and c only symbol class
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the proposed model against the conventional models are given. Finally, the con-
clusion remarks are given in Sect. 4.

2 Proposed Model

Different steps involved in the proposed logo classification model are shown in
Fig. 2. Our model is based on classifying a color logo as either a logo with only text
or a logo with only symbols or a logo with both text and symbol. The different
stages of the proposed model are explained in the following subsections.

2.1 Preprocessing

In this stage, we recommend two different preprocessing tasks, namely, image
resizing and gray-scale conversion. Initially, we resize all the logo images of
dimension M × N into m × n to maintain the uniformity in the dimensions of the
logo images, where the former dimension relates with original logo images and
latter dimension relates with resized logo images. Then, we convert the RGB logo
images into gray-scale images. The conversion helps in extracting the texture and
shape features from gray-scale images [10].

2.2 Feature Extraction and Fusion

In this work, we recommend three different appearance-based (global) features,
namely, color, texture, and shape features for extraction from an input color logo
image. These features are recommended, as these features are invariant to

Fig. 2 Architecture of the proposed model
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geometrical transformations [10]. Color, texture, and shape features are extracted
for all color logo images as explained in [11].

For color feature extraction, the resized RGB logo image is divided into eight
coarse partitions or blocks and determines the mean and percentage of individual
block with respect to each color component (red/blue/green). For texture and shape
feature extraction, the gray-scale logo images are used because these two features
do not depend on the information of color properties of an image [10]. Initially for
texture feature extraction, an image is processed using steerable Gaussian filter
decomposition with four different orientations (0°, −45°, +45°, 90°), and then the
mean and standard deviation at each decomposition is computed. For shape fea-
tures, Zernike moments shape descriptor is used in two different orientations (0° and
90°) [11]. Further, these features are fused together to discriminate the logo images.

2.3 Clustering

In this step, the logo images which look similar are grouped together with respect to
each class. For clustering the similar logo images, the partitional clustering
approach is adopted. The partitional clustering approach is very simple as it makes
use of feature matrix for clustering instead of proximity matrix as in Hierarchical
clustering [12]. Hence, in concern with the preprocessing efficiency of the proposed
model, partitional clustering is chosen over hierarchical clustering.

The K-means clustering algorithm [12] is used to cluster the similar logo images.
The value of K is varied to group the similar looking color logos within each class.
The clustering results play a significant role in our proposed model in deciding the
goodness of the proposed model.

2.4 Symbolic Logo Representation

In this step, the clustered logo images within each class are further represented in
the form interval valued data, a representation which preserves the intra-class
(cluster) variations [9]. The details of interval representation are given below.

Consider a sample Xi = x1, x2, . . . , xd
� � ðXi ∈RdÞ belongs to ith class containing

d features. Let there be totally N number of samples from m number of classes. If
clustering is applied on the samples belong to ith class, the number of clusters
obtained from each class is k. Then, the total number of samples present in jth
cluster belongs to class i be nij (j = 1, 2,…, k and i = 1, 2,…, m). To preserve the
intra-class variations present in each cluster, the mean-standard deviation interval
representation is recommended. As it preserves the internal variations present
within the samples of each cluster [9], the mean and standard deviation computed
for the clustered samples are given by (1) and (2):
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μlji =
1
nij
∑

nij
h=1 x

l
h ð1Þ

σlji =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
ðnij − 1Þ∑

nij
h=1 ðxlh − μljiÞ2

s

ð2Þ

where μlji and σlji are the mean and standard deviation value of lth feature which
belongs to jth cluster corresponding to class i, respectively.

Further, the mean and standard deviation is computed for all features belonging
to jth cluster corresponding to ith class.

After computing the mean and standard deviation for each cluster belonging to a
respective class, these two moments are joined together to form an interval cluster
representative which belongs to each class. The difference between mean and
standard deviation represents lower limit of an interval and the sum of mean and
standard deviation represents the upper limit of an interval. Finally, k number of
such cluster interval representatives is obtained from each class. Cluster represen-
tative is given by

CRi
j = μ1ji − σ1ji

� �

, μ1ji + σ1ji

� �h i

, μ2ji − σ2ji

� �

, μ2ji + σ2ji

� �h i

, . . . , μdji − σdji

� �

, μdji + σdji

� �h in o

CRi
j = f −1 , f +1

� �

, f −2 , f +2
� �

, . . . , f −d , f +d
� �� �

where, f −l = μlji − σlji

� �n o

and f +l = μlji + σlji

� �n o

Finally, we arrived at an interval feature matrix of dimension (k * m)xd, con-
sidered as a reference matrix while classification.

2.5 Logo Classification

To test the effectiveness of the proposed classification system, suitable symbolic
classifier is needed. Here, we make use of a symbolic classifier proposed in [9] for
classification of logo images. Here, the reference logo images are represented in the
form of interval data as explained in the earlier sections. Let us consider a test
sample Sq = fs1, s2, . . . , sdg contains d number of features. The test sample Sq needs
to be classified as a member of any one of the three classes. Hence, the similarity is
computed between a test sample and all reference samples. Here, for every test
sample the similarity is computed at feature level. So, the similarity between a test
crisp (single valued) feature and a reference interval feature can be computed as
follows: The similarity value is 1, if the crisp value lies between the upper limit and
lower limit of an interval feature, else 0. Similarly, the similarity between Sq and all
remaining samples is computed. If Sq is said to be a member of any one of the three
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classes, then the value of acceptance count ACji
q is very high with respect to the

reference sample (cluster representative) that belongs to a particular class.
The acceptance count ACji

q for a test sample corresponding to jth cluster of ith
class is given by

ACji
q = ∑d

l=1 Sim ðSq,CRi
jÞ ð3Þ

where Sim Sq,CRi
j

� �

= 1 if sl ≥ f −l and sl ≤ f +l
0 otherwise

	

and i = 1, 2,…, m; j = 1, 2,…,

k; and l = 1, 2,…, d

3 Experimentation

3.1 Dataset

For experimentation, we have created our own dataset named “UoMLogo database”
consisting of 5044 color logo images. The “UoMLogo Database” mainly consists of
color logo images of different universities, brands, sports, banks, insurance, cars,
industries, etc. which are collected from the internet. This dataset mainly catego-
rized into three classes, BOTH logo image (a combination of TEXT and SYM-
BOL), TEXT logo image, SYMBOL image. Within class, there exist ten different
subclasses. Figure 3 shows the sample images of the UoMLogo dataset. The
complete details of the dataset are found in [11].

3.2 Experimental Setup

In preprocessing step, for the sake of simplicity and uniformity in extracting the
features from a color logo image, we have resized every image into 200 × 200
dimensions. To extract texture and shape features, the color logo images are con-
verted into gray-scale images, as these two features are independent of color

Both Text & Symbol

With only Text

With only Symbol

Fig. 3 Sample logo images
of UoMLogo dataset

Symbolic Representation and Classification of Logos 561



features. In feature extraction stage, three different features, mainly color, texture,
and shape features, are extracted. These features are extracted from logo images as
discussed in Sect. 2.2. From feature extraction, we arrived at 48, 8, and 4 of color,
texture, and shape features, respectively. Further, these features are normalized and
fused to get 60 features, which represent a logo image sample.

After feature extraction and fusion, these features of logo images are represented
in the form of feature matrix, where the rows and the columns of a matrix represent
the samples and features, respectively. Further, the samples of a feature matrix are
divided into training samples and testing samples. Training samples are used for
clustering and symbolic representation. Testing samples are used for testing the
classification system.

During symbolic representation, the training samples are clustered using
K-means algorithm. The values of K varied from 2 to 10, depending on the for-
mation of cluster samples. The upper bound of the clusters is limited to 10, because
the clustering algorithm fails to cluster the similar logo images beyond 10. Further,
the clustered samples are represented in the form of interval data as explained in
Sect. 2.5. The total number of logo images present in our database is 5044 with
three different classes. So, the total number of samples present in a reference matrix
after symbolic representation is 6 (2 × 3 = 6; 2: number of cluster interval rep-
resentative; 3: No. of Classes), 9, 12, 15, 18, 21, 24, 27, and 30 samples for clusters
varied from 2 to 10, respectively. For classification, a symbolic classifier is adopted.

In our proposed classification system, the dataset is divided randomly into
training and testing. Seven sets of experiments have been conducted under varying
number of training set images as 20, 30, 40, 50, 60, 70, and 80 %. At each training
stage, the logo images are represented in the form of interval data with respect to the
varied number of clusters from 2 to 10. While at testing stage, the system uses
remaining 80 %, 70 %, 60 %, 50 %, 40 %, 30 %, and 20 % of logo images,
respectively, for classifying them as any one of the three classes. The experimen-
tation in testing is repeated for 20 different trials. During testing, the classification
results are presented by the confusion matrix. The performance of the classification
system is evaluated using classification accuracy, precision, recall, and F-measure
computed from the confusion matrix [13].

3.3 Experimental Results

The performance of the proposed classification system is evaluated not only based
on classification accuracy, precision, recall, and F-measure computed from the
confusion matrix but also it is done with respect to time.

Let us consider a confusion matrix CMij, generated during classification of color
logo images at some testing stage. From this confusion matrix, the accuracy, the
precision, the recall, and the F-measure are all computed to measure the efficacy of
the proposed logo image classification system. The overall accuracy of a system is
given by
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Accuracy=
No. of Correctly classified Samples

Total number of Samples
* 100 ð4Þ

The precision and recall can be computed in two ways. Initially, they are
computed with respect to each class and later with respect to overall classification
system. The class-wise precision and class-wise recall computed from the confusion
matrix are given in Eqs. (5) and (6), respectively:

Pi =
No. of Correctly classified Samples

No of Samples classified as a member of a class
* 100 ð5Þ

Ri =
No. of Correctly classified Samples

Expected number of Samples to be classified as a member of a class
* 100

ð6Þ

where i = 1, 2,…, m; m = No. of classes
The system precision and system recall computed from the class-wise precision

and class-wise recall are given by

Precision=
∑m

i=1 Pi

m
ð7Þ

Recall =
∑m

i=1 Ri

m
ð8Þ

The F-measure computed from the precision and recall is given by

F −Measure =
2 *Precision*Recall
Precision + Recall

* 100 ð9Þ

The average time is computed at a particular testing stage while classifying a test
sample as a member of any one of the three classes. It is done using a MATLAB
built in command tic—toc.

The classification results are thus obtained for different training and testing
percentages of samples under varied clusters from 2 to 10. These results are
measured in terms of accuracy (minimum, maximum, and average), precision
(minimum, maximum, and average), recall (minimum, maximum, and average),
and F-measure (minimum, maximum, and average). The minimum, maximum, and
average of respective results are obtained due to the 20 trials of experiments per-
formed on training samples. Here, precision and recall are computed from the
results obtained from the class-wise precision and class-wise recall, respectively.

The results obtained from cluster 2 to 10 under varied training and testing
samples are consolidated and tabulated in Table 1. These results are judged based
on the best average F-measure obtained under respective training and testing
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percentage among all clusters (varied from 2 to 10). This has been clearly shown in
Fig. 4.

From the above table, it is very clear that the best classification results are
obtained only if the samples within each class are clustered into four groups. This
shows that our model is very robust in choosing the number of clusters for clus-
tering samples within each class. The last row in the above table reveals the best
results obtained for respective cluster and for respective training and testing per-
centage of samples.

3.4 Comparative Analyses

The proposed symbolic logo image classification model is compared against the
two different models in classifying the same color logo image database. As we
know our model makes use of clustering before representing the samples in sym-
bolic representation, we thought of comparing our model against the other models:
(a) a model which never preserves intra-class variations and never groups the
similar logo images, and (b) a model which makes use of clustering for grouping

Fig. 4 Selection procedure followed in choosing the best results obtained from all clusters under
varied training and testing percentage of samples
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similar logo images within each class but does not preserve intra-class variations
(i.e., this model never makes use of symbolic representation; it only uses with
conventional cluster mean representation). This comparison helps us to test
robustness of the proposed model in terms of F-measure and time.

The experimental setup for the other two models is followed as given below:
For Conventional Model (Model-1):
Totally, 60 features are considered for representation. K-NN classifier (K = 1) is

used for classification. The training and testing percentage of samples are divided
and varied from 20 to 80 % (in steps of 10 % at a time). The experiments are
repeated for 20 trials and results are noted based on the minimum, maximum, and
average values obtained from 20 trials.

For Conventional+Clustering (Co+Cl) Model (Model-2):
Totally, 60 features are considered for representation. Then K-means partitional

clustering algorithm is applied to group similar logo images within each class (K:
varied from 2 to 10). K-NN classifier (K = 1) is used for classification. The training
and testing percentage of samples are divided and varied from 20 to 80 % (in steps
of 10 % at a time). The experiments are repeated for 20 trials and results are noted
based on the minimum, maximum, and average values obtained from 20 trials.

The classification results for the above-said models are validated based on the
confusion matrix obtained during the classification. The same validity measures
used in our proposed model (accuracy, precision, recall, F-measure, and time) are
used for validating these two models. With respect to model-1, the best results are
obtained for 80–20 % of training and testing samples and are shown in Table 2.
With respect to model-2, the best results are obtained when the similar logo samples
are grouped into two clusters. The results are tabulated in Table 3. Similarly, the
results of the proposed model are tabulated in Table 4.

The results shown in the Tables 2, 3, and 4 are for the respective models in
classifying the color logo images. From Tables 2 and 3, it is very clear that the
model-1 is superior model compared to model-2 in terms of average F-measure and
remaining other measures. But in terms of efficiency in classification, model-2

Table 2 Best results
obtained from different
training and testing
percentages of samples based
on Avg F-measure

Min Max Avg Train-test %

Accuracy 69.31 73.51 71.48 80–20
Precision 59.40 66.72 62.36
Recall 58.46 65.12 60.94
F-Measure 59.09 65.43 61.64

Table 3 Best results
obtained for conventional
+clustering classification
model

Min Max Avg Cluster
#

Train
test %

Accuracy 53.08 60.02 56.97 2 80–
20Precision 42.98 50.75 47.57

Recall 44.08 53.63 49.58

F-Measure 43.53 51.88 48.55
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outperforms model-1 as shown in Fig. 5. With respect to model-2 and proposed, it
is clearly observed from Tables 3 and 4 that the proposed model is far superior than
the model-2 in terms of average F-measure (and other remaining measures), and
also in terms of efficiency, our model is very stable model irrespective of training
and testing percentage of samples. Similarly, if we compare model-1 with our own
model, our model is somehow equivalent to model-1 with an epsilon difference in
average F-measure. But, if we consider with respect to efficiency in classification,
our model outperforms model-1 in terms of stability and efficiency in classification.
Hence, the proposed model suits better for classifying the huge color logo image
database.

For better visualization on classification of color images, the confusion matrices
obtained for the best results shown in Tables 3 and 4 are given in Tables 5 and 6,
respectively; and also, the misclassifications occurred while classifying the logo
images for model-2 and proposed model are given in Fig. 6a, b, respectively.

Table 4 Best results
obtained for symbolic
+clustering classification
model

Min Max Avg Cluster
#

Train
test %

Accuracy 66.27 73.94 71.73 4 70–
30Precision 58.70 72.94 66.89

Recall 55.38 59.29 57.27
F-Measure 58.09 64.20 61.63

Fig. 5 Comparison of time
utilization of the proposed
model vs conventional model
vs conventional + clustering
model in classifying the logo
images

Table 5 Confusion matrix
obtained for model-2
(Conventional+clustering
method for cluster #2 (80–
20 %))

Both Text Symbol

Both (634) 399 137 98
Text (249) 87 118 44
Symbol (125) 63 23 39
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From the above discussion, it is very clear that the proposed logo image clas-
sification system is very stable and efficient compared to other models in classifying
the color logo images.

4 Conclusion

In this paper an approach based on symbolic interval representation in classifying
the color logo images into the pre-defined three classes is proposed. In classifying a
logo image, the global characteristics of logo images are extracted. Then, the
partitional clustering algorithm is adopted for clustering the similar logo images
within each class. Later, the symbolic interval representation is given for clusters
belonging to the corresponding classes. Further, a symbolic classifier is used for
logo image classification. The effectiveness of the proposed classification system is
validated through well-known measures like accuracy, precision, recall, F-measure
and also with respect to time. Finally, the paper concludes with an understanding
that the better classification results are obtained only for the symbolic interval
representation model compared to other models.

Fig. 6 Negative classification. a Results obtained for conventional+clustering classification
model; b Results obtained for symbolic+clustering classification model

Table 6 Confusion matrix
obtained for the proposed
model (Symbolic+clustering
method for cluster #4 (70–
30 %))

Both Text Symbol

Both (951) 818 86 47
Text (419) 154 194 25
Symbol (188) 93 24 71
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A Hybrid Method Based CT Image
Denoising Using Nonsubsampled
Contourlet and Curvelet Transforms

Manoj Diwakar and Manoj Kumar

Abstract Computed tomography (CT) is one of the most widespread radio-logical

tools for diagnosis purpose. To achieve good quality of CT images with low radi-

ation dose has drawn a lot of attention to researchers. Hence, post-processing of

CT images has become a major concern in medical image processing. This paper

presents a novel edge-preserving image denoising scheme where noisy CT images

are denoised using nonsubsampled contourlet transform (NSCT) and curvelet trans-

form separately. By estimating variance difference on both denoised images, final

denoised CT image has been achieved using a variation-based weighted aggrega-

tion. The proposed scheme is compared with existing methods and it is observed

that the performance of proposed method is superior to existing methods in terms of

visual quality, image quality index (IQI), and peak signal-to-noise ratio (PSNR).

Keywords Image denoising ⋅ Wavelet transform ⋅ Curvelet transform ⋅ Nonsub-

sampled contourlet transform ⋅ Thresholding

1 Introduction

In medical science, computed tomography (CT) is one of the important tools, which

helps to provide the view of the human body’s internal structure in the form of digital

images for diagnosis purpose. In computed tomography, X-rays are projected over

the human body where soft and hard tissues are observed and other side, a detector

is used to collect the observed data (raw data). Using Radon transform, these raw

data are further mathematically computed to reconstruct the CT images. X-ray radi-

ation dose beyond a certain level could increase the risk of cancer [1, 2]. Thus, it
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is an important to give lower amount of radiation during CT image reconstruction.

However, reducing the radiation dose may increase the noise level of CT recon-

structed images which may not be usable for diagnosis. Because of acquisition,

transmission, and mathematical computation, the reconstructed CT images may be

degraded in terms of noise. To surmount noisy problem, various methods have been

investigated for noise suppression in CT images where wavelet transform-based

denoising has achieved good results over the last few decades. In wavelet transform

domain, wavelet coefficients are modified using various thresholding methods. For

the modification of wavelet coefficients, numerous strategies have been proposed

to improve denoising performance. These strategies can be broadly categorized

into two categories: (i) intra-scale dependency-based denoising and (ii) inter-scale

dependency-based denoising. In intra-scale dependency-based denoising [3–9], the

wavelet coefficients are modified with in same scale. SureShrink [3], BayesShrink

[4], and VisuShrink [5] are the popular methods of intra-scale dependency-based

denoising, where SureShrink and BayesShrink provide better performance than the

VisuShrink. The inter-scale dependency defines that if parent coefficients are large,

then its child coefficients are also large. With this consideration, the wavelet coeffi-

cients are modified across the scale using denoising methods such as bivariate shrink-

age function [10, 11]. The dependency between parent and child coefficients is help-

ful for better denoising. Wavelet transform-based thresholding shows remarkable

results and outperforms those derived from the independent assumption. To improve

the problem of shift invariance, aliasing, and poor directionality in traditional dis-

crete wavelet transform, many other directional transforms have also been used such

as tetrolet, dual-tree complex wavelet, curvelet, contourlet, and directionlet [12–15].

From various directional transforms, curvelet and nonsubsampled contourlet trans-

forms have received a great deal of edge preservation and noise reduction because

of it offers directionality and shift invariance with low computational complexity

[16, 17].

With different shrinkage rules and different transforms, it cannot be surely pre-

dicted that which one is better in terms of preserving edge, local features, and noise

reduction specially in case of medical images. With this consideration, we propose

a new hybrid method for reduction of pixel noise with structure preserving using

nonsubsampled contourlet and curvelet transforms which combines the advantages

of hard and soft thresholdings. The paper is structured as follows. In Sect. 2, we

describe a brief overview of nonsubsampled contourlet transform for image denois-

ing. In Sect. 3, we give a brief introduction of curvelet transform-based image denois-

ing. The proposed method for CT image denoising is presented in detail in Sect. 4. In

Sect. 5, experimental results and comparison with other standard denoising methods

are discussed. Concluding remarks are summarized in Sect. 6.
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2 Nonsubsampled Contourlet Transform

The contourlet transform helps to provide multi-scale decomposition and directional

decomposition using Laplacian pyramid and direction filter bank. Enhance version

of contourlet transform is nonsubsampled contourlet transform (NSCT) which helps

to improve the frequency aliasing problem of contourlet transform. NSCT is based on

the contourlet conception which helps to avoid the sampling steps during decomposi-

tion and reconstruction stages. The structure of NSCT contains two filter banks: non-

subsampled pyramid and nonsubsampled directional filter banks. The combination

of both filter banks helps to provide the features of shift invariance, multi-resolution,

and multi-dimensionality for image presentation. The design and reconstruction of

NSCT filters (analysis and synthesis) are easy to be realized and help to provide

better collection of frequency and more regularity [15].

2.1 NSCT-Based Thresholding

Due to the non-orthogonal property of NSCT, the noise variance contains different

values for each direction on respective sub-bands [17]. Therefore, the noise is esti-

mated independently for their respective sub-bands. In this article, the noise from

each NSCT coefficient is estimated for each level and direction. Further, denoising

process is performed using a threshold value. For respective level L and direction D,

a threshold value can be estimated as follows:

𝜆L,D =
𝜎

2
𝜂L,D

𝜎WL,D

(1)

The variance 𝜎

2
W of clean (noiseless) image can be obtained as

𝜎WL,D
= max(𝜎2

Y − 𝜎

2
𝜂

, 0) (2)

where 𝜎
2
Y = 1

MN

∑M
i=1

∑N
j=1 Y

2
i,j, Yi,j is the NSCT low frequency component and MXN

is the size of respective sub-band.

The noise variance (𝜎2
𝜂

) using robust median estimation approach [11] can be

obtained as

𝜎

2
𝜂L,D

=
[median(|Y(i, j)|)

0.6745

]2
(3)

To apply thresholding in NSCT domain, soft thresholding function is used which

is defined as

RNSCT ∶=
{

sign(Y)(|Y| − 𝜆L,D), ∣ Y ∣> 𝜆

0, Otherwise (4)
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3 Curvelet Transform

Curvelet transform is a multi-scale transform followed by ridgelet transform which

provides several features such as multi-directional and multi-resolution [16]. The

point discontinuity through Fourier transform is not well preserved. This problem

was recovered by wavelet transform. But wavelet transform was failed to handle the

curve discontinuity. To handle this, curvelet transform performs well using small

number of curvelet coefficients. The curvelet transform is based on the combination

of ridgelet and wavelet transform. Here wavelet transform is helpful for spatial par-

titioning where each scale of wavelet transform is divided into number of blocks.

Further, these blocks are processed using ridgelet transform to obtain the curvelet

coefficients [12]. Therefore, curvelet transform is considered as a localized ridgelet

transform which gives more sharp edges such as curves. To gain the fine scalability,

it also follows the properties of scalable rule.

Discrete curvelet transform has four major steps which can be defined over the

function f (x1, x2) as below:

(a) Sub-band decomposition: Here, an image f is decomposed into sub-bands

using à trous method [12] as given below:

f ↦ (P0f ,△1f ,△2f , ......) (5)

where P0f is a low-pass filter bank and △1,△2.... are the high-pass (bandpass)

filters.

(b) Smooth Partitioning: To gain smooth partitioning, each sub-band is smoothly

windowed into a set of dyadic squares:

hQ = (wQ.△S f ) (6)

where wQ is the collection of smooth windowing function to localized near dyadic

squares QS, Q ∈ QS, and S ≥ 0.

(c) Re-normalization: Here, re-normalization is performed over the each dyadic

square to the unit scale of [0,1] × [0,1] using the following function:

gQ = (T−1
Q .hQ) (7)

where (TQf )(x1, x2) = 2Sf (2Sx1 − k1, 2Sx2 − k2) is the renormalizing operator.

(d) Ridgelet analysis: For each a > 0, b ∈ ℜ, and 𝜃 ∈ [0, 2𝜋]) in a given function

f (x1, x2), discrete ridgelet coefficients can be obtained as

ℜf (a, b, 𝜃) =
∫

f (x1, x2)𝛹a,b,𝜃(x1, x2)dx1dx2 (8)
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where a is a scale parameter, b is a location parameter, 𝜃 is the orientation parameter,

and 𝛹 is the wavelet function as 𝛹a,b,𝜃(x) = a1∕2𝛹 ( x1 cos 𝜃+x2 sin 𝜃−b
a

). Discrete ridgelet

transform is obtained through radon transform, and can be analyzed as

ℜf (a, b, 𝜃) =
∫

℘f (t, 𝜃)a1∕2𝛹 ( t − b
a

)dt (9)

where ℘f represents the Radon transform over the variable t, which can be expressed

as below:

℘f (t, 𝜃) =
∫

f (x1, x2)𝛿(x1 cos 𝜃 + x2 sin 𝜃 − t)dx1dx2 (10)

where 𝛿 is the Dirac distribution.

2D fast discrete curvelet transform (2D FDCT) is the version of curvelet transform

which can be developed via USFFT or wrapping methods. Both methods are helpful

for curvelet transformation to provide multi-scale and multi-directions. 2D FDCT

with wrapping method is implemented on the basis of parabolic scaling function,

anisotropic concept, tight framing, and wrapping.

3.1 Curvelet-Based Thresholding

To denoise the noisy CT images (Y), a shrinkage rule is performed using curvelet

transform. Before performing shrinkage rule over the curvelet coefficients, the noise

variance (𝜎
2
𝛾

) of respective coefficients must be estimated. The noise estimation [12]

can be described as below:

𝜎

2
𝛾

=

√∑N
i=1

∑N
j=1 YCurvelet

𝛾

.YCurvelet∗
𝛾

N2 (11)

Using noise estimation, a hard thresholding function is performed over the

curvelet coefficients, as given below:

RCurvelet
𝛾

∶=
{

YCurvelet
𝛾

, ∣ YCurvelet
𝛾

∣≥ K𝜎𝜎
𝛾

0, Otherwise (12)

where, YCurvelet∗
𝛾

is a complex conjugate of YCurvelet
𝛾

, 𝜎 is estimated noise variance of

(Y), and K is the noise control parameter.
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Input noisy CT
image

Denoised
CT Image

Curvelet based 
thresholding

NSCT  based 
thresholding

Aggregation
function

Estimation of
weight factor using
variance difference

Fig. 1 Proposed scheme

4 Proposed Methodology

A scheme is proposed to denoise the noisy CT images by combining the advantages

of nonsubsampled contourlet transform (NSCT)-based thresholding and curvelet

transform-based thresholding. Here, noisy CT images are considered as Gaussian

noise with zero mean and different variances.

Let the noisy image Y(i, j) can be expressed as

Y(i, j) = W(i, j) + 𝜂(i, j) (13)

where W(i, j) is a noiseless image and 𝜂(i, j) is an additive noise. The block diagram

of the proposed scheme is shown in Fig. 1 and can be outlined with the following

steps:

Step 1 : Denoise the input noisy CT image by NSCT-based thresholding (R1) as well

as curvelet transform-based thresholding (R2) separately.

Step 2 : Estimate patch-wise variance (VarR1
and VarR2

) at each pixel of denoised

images R1 and R2.

Step 3 : Estimate the weight value using variance difference of both R1 and R2
images:

𝛼 =
√

(VarR1
)2 − (VarR2

)2 (14)

Normalize 𝛼 in the range [0,1].

Step 4 : Apply aggregation function using an adaptive weight factor 𝛼, as shown in

the following equation:

R3 = 𝛼.R1 + (1 − 𝛼).R2 (15)

where R3 is the denoised CT image.
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Fig. 2 Original CT image data set

Fig. 3 Noisy CT image data set (𝜎 = 20)

5 Results and Discussion

The results of proposed scheme are evaluated on the noisy CT images with the size

512 × 512. The CT images as shown in Fig. 2a–c are acquired from the public access

database (http://www.via.cornell.edu/databases), while Fig. 2d CT image is taken

from a diagnosis center. The results are tested by applying additive Gaussian white

noise at four different noise levels (𝜎): 10, 20, 30, and 40. Figure 2a–d shows the

image named as CT1, CT2, CT3, and CT4, respectively. Figure 3a–d shows the noisy

CT image data set where (𝜎) = 20.

In our experimental results, input noisy CT image is denoised using nonsubsam-

pled contourlet transform (NSCT)-based thresholding and curvelet transform-based

thresholding separately. To achieve maximum edge preserving and noise reduction,

a weight value is estimated using variance difference of both denoised images R1 and

R2 where the patch size is used as 3 × 3. Using this weight factor, both images are

fused using aggregated function and final denoised image has been achieved. The

proposed scheme is also compared with some existing methods. The existing meth-

ods for comparison are adaptive dual-tree complex wavelet transform-based bivari-

ate thresholding (DTCWTBT) [11], NSCT-based thresholding (NSCTBT) [17], and

curvelet-based denoising (CBT) [12]. Figures 4a–d, 5a–d, 6a–d, and 7a–d show the

results of DTCWTBT [11], NSCTBT [17], CBT [12], and proposed scheme, respec-

tively. For CT images (1-4), image quality index (IQI) and peak signal-to-noise ratio

(PSNR) are also measured for proposed method and existing methods. The IQI is

used to observe the performance of the denoised images where the performance is

measured in terms of correlation, luminance, and contrast distortions. PSNR also

http://www.via.cornell.edu/databases
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Fig. 4 Results of dual-tree complex wavelet transform-based bivariate thresholding (DTCWTBT)

Fig. 5 Results of NSCT-based thresholding (NSCTBT)

Fig. 6 Results of curvelet-based thresholding (CBT)

Fig. 7 Results of proposed method

helps to analyze the performance of denoised images in terms of signal-to-noise

ratio. Table 1 indicates the performance of proposed and some existing methods in

terms of IQI and PSNR. The IQI and PSNR values represent that proposed scheme

gives better outcomes in most of the cases. The best values in Table 1 are indicated

in bold.
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Table 1 PSNR and IQI of CT denoised images

PSNR IQI

Image 𝜎 10 20 30 40 10 20 30 40

CT1 DTCWTBT [11] 32.31 27.51 25.02 23.91 0.9972 0.9031 0.8871 0.8682

NSCTBT [17] 31.11 28.14 26.38 24.91 0.9964 0.9181 0.8977 0.8715

CBT [12] 32.12 28.34 26.56 24.11 0.9981 0.9161 0.8854 0.8556

Proposed 32.98 28.62 27.33 24.93 0.9990 0.9197 0.8988 0.8801
CT2 DTCWTBT [11] 32.19 28.52 26.22 24.01 0.9985 0.9035 0.8969 0.8678

NSCTBT [17] 31.73 29.12 26.34 23.61 0.9981 0.9187 0.8712 0.8634

CBT [12] 32.12 28.52 26.55 24.67 0.9989 0.9067 0.8802 0.8512

Proposed 32.88 29.11 27.02 24.93 0.9991 0.9087 0.8998 0.8871
CT3 DTCWTBT [11] 32.09 28.15 26.43 24.13 0.9942 0.8911 0.8791 0.8652

NSCTBT [17] 32.23 29.11 26.33 23.91 0.9990 0.9081 0.8934 0.8745

CBT [12] 32.86 28.05 26.31 24.02 0.9992 0.9062 0.8833 0.8575

Proposed 32.01 29.43 27.12 24.96 0.9981 0.9189 0.8999 0.8879
CT4 DTCWTBT [11] 33.39 28.05 26.12 24.91 0.9982 0.9013 0.8919 0.8695

NSCTBT [17] 33.82 29.21 26.43 23.01 0.9991 0.9068 0.8923 0.8781

CBT [12] 32.86 28.05 26.63 24.80 0.9990 0.9086 0.8830 0.8571

Proposed 33.01 29.42 27.81 24.98 0.9989 0.9189 0.8992 0.8883

6 Conclusions

In this paper, a post-processing approach is performed to reduce noise from the CT

images using hybrid method using nonsubsampled contourlet and curvelet trans-

forms. An aggregation concept is used in proposed methodology which helps to

improve the signal-to-noise ratio. The outcomes of proposed scheme indicate that

the visually results are good, especially in terms of edge preservation. The perfor-

mance metrics (IQI and PSNR) also indicate that results are good in most of the

cases. These experiments indicate that noise is suppressed effectively and clinically

relevant details are well preserved.
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Using Musical Beats to Segment Videos
of Bharatanatyam Adavus
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Abstract We present an algorithm for audio-guided segmentation of the Kinect

videos of Adavus in Bharatanatyam dance. Adavus are basic choreographic units

of a dance sequence in Bharatanatyam. An Adavu is accompanied by percussion

instruments (Tatta Palahai (wooden stick)—Tatta Kozhi (wooden block), Mridan-

gam, Nagaswaram, Flute, Violin, or Veena) and vocal music. It is a combination of

events that are either postures or small movements synchronized with rhythmic pat-

tern of beats or Taals. We segment the videos of Adavus according to the percussion

beats to determine the events for recognition of Adavus later. We use Blind Source
Separation to isolate the instrumental sound from the vocal. Beats are tracked by

onset detection to determine the instants in the video where the dancer assumes key

postures. We also build a visualizer for test. From over 13000 input frames of 15

Adavus, 74 of the 131 key frames actually present get detected. Every detected key

frame is correct. Hence, the system has 100 % precision, but only about 56 % recall.

Keywords Music-driven dance video segmentation ⋅ Multimodal Indian classical
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1 Introduction

India has a rich tradition of classical dance. Bharatanatyam is one of the eight Indian

classical dance forms. Adavus are basic choreographic units that are combined to

form a dance sequence in Bharatanatyam. These Adavus are performed in synchro-

nization with rhythmic pattern of beats known as Taal. The Adavus are classified

according to the style of footwork employed and the Taal on which they are based

(synchronized).

EveryAdavu ofBharatanatyam dance is a combination of events, which are either

Key Postures or Short yet Discrete Movements. These events are synchronized with

the Taal. Our objective here is to find the beat pattern or Taal from the audio of

the musical instrument and locate the corresponding events of the Adavus. The beat

detection and Taal identification from an Adavu leads to meaningful segmentation

of Bharatanatyam dance. We propose to adapt an algorithm for onset detection to

achieve effective segmentation of videos of Adavus into events. We also build a visu-

alizer to validate segmentation results.

After an overview of related work in Sect. 2, we explain the concept of Taal in

Sect. 3. The methodology of our work is outlined in Sect. 4 followed by the elucida-

tion of data capture and data sets in Sect. 5. Blind Source Separation (BSS) to segre-

gate the instrumental (typically, percussion) sound from the vocal music is discussed

in Sect. 6. The beat tracking/onset detection for the audio to locate the events in the

corresponding video is elaborated in Sect. 7 followed by video segmentation and

visualization in Sect. 8. We talk about the results in Sect. 9 and conclude in Sect. 10.

2 Related Work

Indian classical music, as used in Indian classical dance like Bharatanatyam, is

based on a sophisticated rhythmic framework, where the rhythmic pattern or Taal
describes the time scale. Beat detection and Taal recognition are challenging prob-

lems as Indian music is a combination of instrumental audio and vocal speech. Sev-

eral attempts [1, 2] have been made to separate the audio streams into independent

audio sources without any prior information of the audio signal. Further, several

researchers have worked [3–7] to extract the rhythmic description in music through

various Beat Tracking algorithms to extract the long duration as well as the short

duration rhythmic structures. Onset Detection is a dominant and effective approach

for Beat Tracking. Bello et al. [8] present a nice tutorial on Onset Detection in Music
Signals.

There is, however, no work that uses the rhythms of music to identify key body

postures in videos of Indian classical dance.
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Fig. 1 An Event in a Bharatanatyam Adavu

3 Concept of Taal in Bharatanatyam

Adavus are performed along with the rhythmic syllables played in a particular Taal
or rhythmic pattern of beats that continue to repeat in cycles. Rhythm performs the

role of a timer. Between the interval of beats, the dancer changes the posture. We

define these as Key Postures. The sequence of frames between two key postures

corresponding to two consecutive beats is defined as an Event that depicts a primitive

audio-visual correspondence in an Adavu (Fig. 1).

4 Methodology

We intend to track beats in the audio stream to determine the time instant of the beat

and then to extract the RGB frame corresponding to the same instant to determine

the events of an Adavu video. The steps are as follows (Fig. 2):

Fig. 2 Flowchart of

Bharatanatyam Video

Segmentation
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1. Use Non-diagonal Audio Denoising [9] through adaptive time–frequency block

thresholding to denoise the audio stream.

2. Extract different sources from the audio stream by Blind Source Separation (BSS)
[1, 10]. Select the instrumental sound for further analysis.

3. Estimate the Onset Strength Envelope (OSE) [3].

4. Onset Detection is done on the OSE to estimate the time instant of a beat.

Before using Onset Detection, dynamic programming from [3] was tried to com-

pute the time instant of a beat. This often detected more beats than were actually

there. Hence, we improved the algorithm from [3] by finding local maxima in

OSE to estimate onset.

5. Extract the video frame at Onset or the estimated time instant of a beat. This gives

the key postures and segments the video. A tool is built to visualize segments.

6 Match the results with the segmentation by experts.

5 Capturing Data Sets

We recorded Adavus using nuiCapture [11] on Windows records and analyze Kinect

data at 30 fps. RGB, skeleton, audio, and depth streams were captured for 15 Adavus

using Kinect for Windows. These 15 Adavus—Tatta, Natta, Utsanga, Tirmana, Tei
Tei Dhatta, Sarika, Pakka, Paikkal, Joining, Katti/Kartari, Kuditta Nattal, Mandi,
Kuditta Mettu, Kuditta Tattal, and Sarrikkal—together cover all constituent postures

and movements of Bharatanatyam. All 15 Adavus are used in our experiments.

Each Adavu was recorded separately by three dancers to study individual vari-

ability.

6 Blind Source Separation

The recorded audio streams are often noisy. So we first need to denoise the stream.

Audio denoising aims at attenuating environment and equipment noise while retain-

ing the underlying signals. We use Non-diagonal Audio Denoising through adaptive

time–frequency block thresholding by Cai and Silverman [9]. We find that this is

effective in reduction of noise in musical streams. Next we perform source separa-

tion.

The musical (beating) instrument used for an Adavu is a Tatta Palahai (wooden

block) and a Tatta Kozhi (wooden stick). This is played alongside the vocal sound and

is mixed. We separate the sound of the instrument (has beats) from the vocal music

using Flexible Audio Source Separation Toolbox (FAAST) [1, 10]. It was able to

segment the audio stream into four parts—Melody, Bass, Drums, and Other sources.
We selected the Drums as we need the beating instrument. Experiments with our

Adavu videos show good separation for the beating sound even in the presence of

multiple instruments.
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7 Beat Tracking

We attempt to track the beats from the denoised audio stream using two methods as

discussed below.

7.1 Method 1. Beat Tracking by Dynamic Programming

We first explore the beat tracking algorithm by Ellis [3]. It starts with an estimation

of a global tempo to construct a transition cost function, and then uses dynamic

programming to find the best-scoring set of instants for beats that reflect the tempo

as well as correspond to moments of high onset strength derived from the audio. This

goes as follows:

Onset Strength Envelope (OSE) is calculated as follows:

∙ Audio is re-sampled at 8KHz, and then STFT
1

(spectrogram) is calculated using

32 ms windows and 4 ms advance between frames.

∙ This is then converted into an approximate auditory representation by mapping to

40 Mel bands via a weighted sum of the spectrogram values.

∙ The Mel spectrogram is converted into dB, and the first-order difference along time

is calculated in each band. Negative values are set to zero (half wave rectification),

and then the remaining positive differences are summed up across all frequency

bands.

∙ This signal is passed through a high-pass filter with a cutoff around 0.4 Hz to make

it locally zero mean, and is smoothed by convolving with a Gaussian envelope of

about 20 ms width. This gives a 1D OSE as a function of time that responds to

proportional increase in energy summed across approximately auditory frequency

bands.

Tempo Period (TP) is the inter-beat interval, 𝜏p. Autocorrelation of the OSE O(t)
is computed to reveal the regular, periodic structure of the Tempo Period Strength
(TPS) by TPS(𝜏) = W(𝜏)

∑
t O(t)(t − 𝜏), where W(t) is a Gaussian Weighting Func-

tion on a log-time axis. The 𝜏 for which TPS(𝜏) is largest is then the estimate for 𝜏p.

Dynamic Programming (DP) Given OSE and TP, we can find the sequence of

time instants for beats that correspond to both the perceived onsets in the audio sig-

nal and also constitute a regular, rhythmic pattern in them. The objective function

C(ti) =
∑N

i=1 O(ti) + 𝛼

∑N
i=2 F(ti − ti−1, 𝜏p) combines both these goals, where ti is the

sequence of N beat instants found out by the beat tracker, O(t) is the OSE, 𝜏p is the

TP, 𝛼 is a weight to balance the relative importance, and F(., .) is a function that mea-

sures the consistency between the inter-beat interval and the ideal spacing 𝜏p defined

by the target tempo. We use a simple squared-error function F(Δt, 𝜏) = −(log Δt
𝜏

)2
applied to the log ratio of actual and ideal time spacing.

1
Short-Time Fourier Transform.
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Fig. 3 Unequal separation

of the onsets

For the objective function above the best-scoring time sequence can be assem-

bled recursively to calculate the best possible scoreC∗(t) = O(t) + maxr=0…t{𝛼F(t −
𝜏, 𝜏p) + C∗(t)}, of all sequences that end at time t.

This follows from the fact that the best score for time t is the local onset strength,

plus the best score to the preceding beat time 𝜏 that maximizes the sum of that

best score and the transition cost from that time. In the process, the actual preced-

ing beat that gave the best score is also recorded as P∗(t) = O(t) + argmax
𝜏=0…t

𝛼F(t − 𝜏, 𝜏p) + C∗(t).
To find the set of optimal beat times for an OSE, C∗

and P∗
are computed for

every time starting from zero. The largest C∗
forms the largest beat instant. Next we

backtrack via P∗
, find the beat time tN−1 = P∗(tN), and continue backwards till the

beginning to get the entire beat sequence {ti}∗.

The DP performs well only for a limited set of Taals as used in Bharatanatyam.

This is because it assumes that the beats reflect a locally constant inter-beat interval.

This is not true for all Bharatanatyam Taals, and any two consecutive onsets might

have variable time gaps between them. Figure 3 shows a Taal, where the beats/onsets

are not equally separated.

The DP solutions lead to the overdetection of beats. This is not acceptable, since

we only want good onsets corresponding to salient body postures in the dance.

Hence, we propose the method of local maxima detection.

7.2 Method 2. Detection of Local Maxima in OSE

Our proposed method uses the OSE found earlier. We detect the local maxima in the

envelope. The local maxima would correspond to the key postures. Figure 4 shows

the detection on onsets for the Utsanga and Tirmana Adavus.



Using Musical Beats to Segment Videos of Bharatanatyam Adavus 587

Fig. 4 Onset detection in Adavus a Utsanga b Tirmana

Fig. 5 Avoiding overdetection of local maxima

Avoiding Overdetection of Local Maxima Naive detection of local maxima usu-

ally leads to overdetection. To avoid this, a given local maximum is considered as a

peak if the difference of amplitude with respect to both the previous and successive

local minima (when they exist) is higher than a threshold cthr (0.1, by default). This

distance is expressed with respect to the total amplitude of the input signal. A dis-

tance of 1, for instance, is equivalent to the distance between the maximum and the

minimum of the input signal.

This is implemented from MIRtoolbox [12] and illustrated in Fig. 5.

Retaining Good Onsets It is important that we represent an Adavu by a minimal

set of body key postures. If two local maxima are very close to each other in time

(the difference being less than a threshold tthr = 0.15 s), then there would be almost

no change in the posture at the corresponding onsets. In such cases, we retain the

maxima with the higher peak. A maxima with a higher peak corresponds to an onset

with higher confidence. Figure 6b, d shows the removal of unwanted local maxima

for the Utsanaga and Tirmana Adavu.
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Fig. 6 Retaining good onsets a Detection in Utsanga b Retention c Detection in Tirmana
d Retention

8 Video Segmentation and Visualization

Next we use the detected beat instants to segment the videos into events and visualize

the key postures in them.

8.1 Segmentation into Events

Since the recording has been done at 30 fps, we know the time stamp for each frame in

the RGB, skeletal, or depth stream by the frame number. Hence, given the onset times

of beats in the audio stream we can find the corresponding frames (frame numbers) at

the onset times by simple temporal reasoning. The frame number corresponding to an

onset time t would be (30 × t), where t is in seconds. Since (30 × t) might be a floating

point value, we round it off to the nearest integer and obtain the corresponding frames

for RGB, depth, and skeleton.
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Fig. 7 Visualizing correspondence between onset (audio) and RGB frame—selecting an onset by
mouse automatically takes one to the corresponding frame

8.2 Visualization of Key Postures

A visualization tool has been built to view the correspondence between the onsets

and the key posture frames. This helps us to validate if the postures selected are

actually those at the onsets of the audio signal. Using this tool we select any of the

onset points as given by local maxima detection. It then displays the corresponding

RGB frame. Figure 7 shows a snapshot of the tool.

9 Results and Discussion

Using the visualizer we have tested the method for videos of 15 Adavus. In total, 74

key posture frames were detected by the system based on the onsets from a total of

over 13000 frames in 15 videos. Bharatanatyam experts reviewed and verified that

every detected key posture was indeed correct.

Independently, the experts were asked to identify key postures in the 15 videos.

They manually inspected the frames and extracted 131 key posture frames from the

15 videos including the 74 key postures as detected above. So our system has 100 %

precision, but only about 56 % recall.
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10 Conclusions

Here we have attempted segmentation of videos of Adavus in Bharatanatyam dance

using beat tracking. We engaged a dynamic programming approach [3] using the

global tempo period (uniform inter-beat interval) estimate and the onset strength

envelope. It performed well only on some Adavus, while on the others, it over-

detected beat instants due to the non-uniformity of inter-beat intervals for a number

of Taals.

We have adapted an algorithm for OSE with detection of local maxima to estimate

beats. This does not need the assumption of global tempo period (uniform inter-beat

interval) as in [3]. Further, we propose heuristics to avoid overdetection of onsets and

retain only the good peaks to get a minimal sequence of key postures to represent an

Adavu. From a set of onset times, we find the corresponding RGB (skeleton/depth)

frames. We have also developed a visualization tool for validation.

We have tested the method for 15 Adavus. We find that our system has 100 %

precision, but only about 56 % recall. So we need to strike a balance between the

overdetection of the DP approach and the over-precision of the local maxima method.

We also need to use the domain knowledge of the structure of Bharatanatyam to aid

the segmentation. In addition, we are focusing on the classification of the Adavus

based on the detected event sequences.
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Parallel Implementation of RSA 2D-DCT
Steganography and Chaotic 2D-DCT
Steganography

G. Savithri, Vinupriya, Sayali Mane and J. Saira Banu

Abstract Information security has been one of the major concerns in the field of
communication today. Steganography is one of the ways used for secure commu-
nication, where people cannot feel the existence of the secret information. The need
for parallelizing an algorithm increases, as any good algorithm becomes a failure if
the computation time taken by it is large. In this paper two parallel algorithms—
parallel RSA (Rivest Shamir Adleman) cryptosystem with 2D-DCT (Discrete
Cosine Transformation) steganography and parallel chaotic 2D-DCT steganography
—have been proposed. The performance of both algorithms for larger images is
determined and chaotic steganography is proved to be an efficient algorithm for
larger messages. The parallelized version also proves to have reduced processing
time than serial version with the speed-up ratios of 1.6 and 3.18.

Keywords Chaos ⋅ Communication ⋅ Encryption ⋅ Frequency domain ⋅
Information Security ⋅ RSA ⋅ Steganography

1 Introduction

With widespread distribution of digital data and internet, protecting the privacy of
data to be communicated is a challenge. There are several techniques available for
protection of data, among which is steganography. The aim of steganography is to
embed a piece of information like text or image into a larger piece of information,

G. Savithri (✉) ⋅ Vinupriya ⋅ S. Mane ⋅ J. Saira Banu
School of Computing Science and Engineering (SCSE), VIT University,
Vellore, India
e-mail: savithri.g2015@vit.ac.in

J. Saira Banu
e-mail: jsairabanu@vit.ac.in

© Springer Science+Business Media Singapore 2017
B. Raman et al. (eds.), Proceedings of International Conference on Computer Vision
and Image Processing, Advances in Intelligent Systems and Computing 459,
DOI 10.1007/978-981-10-2104-6_53

593



so that the secret information is totally hidden inside the large and hence not easily
detected by the hacker. Steganography can be classified into two domains: spatial
and frequency. In spatial domain, the modifications are made directly on the pixels
of the original image. However, since the pixels of the original image itself are
altered, the distortion tends to be higher and is easily attacked by an external. In
frequency domain, the carrier image is transformed from spatial domain to fre-
quency domain using domain transformation techniques. The secret message is then
embedded into the transformed coefficients of the cover to form the stego image [1,
2]. Frequency domain is more tolerable to cropping, shrinking, and image
manipulation compared to spatial domain. There are many transforms used to map a
signal into frequency domain like Discrete Fourier Transform (DFT), Discrete
Cosine Transform (DCT), and Discrete Wavelet Transform (DWT). Many types of
images can be used as cover media such as Bitmap File Format (BMP), Joint
Photographic Experts Group (JPEG), and Graphics Interchange Format (GIF) im-
ages [3]. This research mainly focuses on .png and .jpeg formats.

Steganography has attracted the attention of many researchers. Many techniques
have been developed to hide secret messages. Least significant bit (LSB) technique
is used for image steganography with a new security conception that uses secret key
to encrypt hidden information [4, 5]. DCT algorithm is more suitable for the
steganography application compared to the LSB and the DWT-based algorithms [6,
7]. To utilize computing power of multicore processors Compute Unified Device
Architecture (CUDA) is used to implement steganography [8]. An area efficient
row-parallel architecture for 8 × 8 2-D DCT computation based on real-time
implementation of algebraic integer (AI) [9] that reduces the number of DCT cores.
RSA is computationally heavy because of modular arithmetic, therefore to over-
come this disadvantage and to implement public key algorithms in a faster way,
CUDA and Pthread are used for decryption in RSA when large numbers are created
by homomorphic encryption [10]. Various parallel implementations of RSA algo-
rithm involving variety of hardware and software implementations have also been
done [11]. Image steganography based on LSB insertion and RSA encryption
technique for the lossless jpeg images has been proposed [12] for attaining maxi-
mum embedding capacity in an image and provides more security to data. A secure
DCT steganography method that hides a secret image in another image randomly
using Chaos is proposed in [13]. It is robust image embedding process than LSB
insertion [14, 15]. This paper uses serial method of implementing chaos which
requires more time for execution. A new technique for image steganography
(Hash-LSB) with RSA algorithm to provide more security is proposed in [16].

In this paper, two different encryption techniques—parallel RSA with
steganography and Chaos with steganography—are proposed (Figs. 1 and 2).
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Both the algorithms are analyzed against various factors and the later encryption
technique is found to be better. This paper also focuses on the research of paral-
lelization of the above two algorithms. Since each algorithm contains multiple
sections, each section can be executed in parallel. OpenMP platform provides a
good set of parallel directives, which is utilized for this research as the platform.
Compared to the original sequential code the methods proposed here have better
speed-up ratios of 1.6 and 3.18.

Organization of the report is as follows: Sect. 2 explains the parallel RSA–
steganography algorithm. Section 3 introduces the parallel chaotic–steganographic
algorithm. The hardware platform and software used are discussed in Sect. 4.
Section 5 presents different simulation and experimental results with a brief dis-
cussion. Finally, Sect. 6 concludes the research work.

Fig. 1 Parallel RSA with steganography
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2 RSA–Steganography Algorithm

RSA algorithm is used to encrypt and decrypt data while transmitting on the
internet. It has two different keys and thus is an asymmetric cryptographic algo-
rithm. RSA key is derived from factoring large integers that are product of two large
prime integers. An RSA algorithm can be divided into three parts as key generation,
encryption, and decryption.

Fig. 2 Parallel Chaos and steganography
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2.1 Parallel RSA

The RSA algorithm is based on modular arithmetic. It consumes more time in the
encryption and decryption which includes exponential and reduction processes.
Parallelizing these individual parts in the algorithm will result in better efficiency.
The method used to implement parallel RSA is repeated square and multiply method
[11]. The value of e in order to parallelize should be even. By this it can be divided
into four or more number of cores depending on the system. Then each core per-
forms computation independently and parallely and at last all computation results are
combined to get final result. One can then reframe the equation as given in Eq. 1:

ge mod m= ge 2̸*ge 2̸
� �

mod m ð1Þ

The recursive definition of repeated square and multiply method is described in
Eq. 2:

ModExp ðg, e, mÞ=
1 if e = 1
g*ModExp ðg, ðe− 1Þ, mÞ if e = odd
ModExp ðg, e 2̸, mÞ2 Mod m if e = even

ð2Þ

2.2 RSA and Steganography

The parallel RSA and steganography algorithms when executed individually on a
parallel platform proved out to be more efficient. Therefore, in this section an
attempt to combine these two individual algorithms—parallel RSA and
Steganography—is made (Fig. 3). The main advantage of this combination is that a
double encryption technique is obtained and the encryption can be easily split into
multiple processors as well.

ALGORITHM: PARALLEL RSA STEGANOGRAPHY

Input    : Secret message, cover image
Output : Encrypted image

1. Secret text is converted to cipher text using parallel RSA algorithm.
2. Cover image is converted from spatial domain to frequency domain using 

2D-DCT algorithm.
3. The converted cipher text is embedded to cover image and transmitted to re-

ceiver side.
4. Inverse DCT is applied to obtain cover image back to spatial domain.
5. Cipher text is obtained from cover image.
6. At the last step original message is decrypted from cipher text. 

Fig. 3 Parallel RSA steganographic algorithm
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3 Parallel Chaos–Steganography Algorithm

3.1 Chaos

Technically chaos can be defined as the extreme “sensitivity to initial conditions
mathematically present in the systems.” Chaos recently has taken an important
place in the security domain in today’s world. A clear definition of chaos was first
given by Poincare [17] using the example of a sphere. Here, Duffing map is con-
sidered, as it is easy to implement and has good randomness properties.

3.2 2D-DCT Steganography

An image can be converted into its frequency domain using one of the transform
equations like Fourier, cosine, or wavelet. In this paper, cosine transform equation
is considered which is given by Eq. 3:

DCTij = αiαj ∑
M − 1

m=0
∑
N − 1

n=0
Cmn cos

Πð2m+1Þi
2M

cos
Πðn+1Þj

2N
ð3Þ

where

0≤ i≤M − 1 0≤ j≤N − 1

αi =

1
ffiffiffi

M
p . . . i=0

ffiffiffi

2
M

q

. . . . . . 1≤ i≤M − 1
αj =

1
ffiffiffi

N
p . . . j=0

ffiffiffi

2
N

q

. . . . . . 1≤ j≤N − 1

8

<

:

8

<

:

3.3 Algorithm

Figure 4 specifies the algorithm for chaos. Each image can be represented as a set
of pixel matrix. Considering this as the advantage, each pixel matrix is further
divided into smaller sub-matrices and allotted to a processor. All the operations are
carried out on these smaller matrices which are later combined to form the main
matrix. Each of the individual steps is explained in detail.

Encryption of secret image

a. M*N (total number of pixels) elements are generated using chaotic map
equation with appropriate initial conditions. The M*N elements are uniformly
distributed in n-cores so that the calculation becomes more efficient.
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b. The average value of the obtained elements from the chaotic map is taken and
made it as threshold value. Any value above it will be assigned as 1 and below it
is assigned as 0. Thus the obtained chaotic elements are converted into binary
sequence.

c. This binary matrix is spilt into smaller matrix and each sub-matrix is given to an
individual core for further encryption.

d. For security purpose the binary image is encrypted using the binary-converted
chaotic elements. A ‘xor’ operation is performed between the binary secret
image and binary-converted chaotic matrix. This will result the secret image to
become noise-like pattern.

Embedding Process.

a. 2D-DCT of the encrypted image is done. The sub-divided matrix is used so that
it can be easily distributed to n-cores. This will transform the encrypted image
from spatial to frequency domain and convert the matrix values form binary into
double.

b. The host image is also converted into frequency domain. Before taking the 2-D
DCT of the host image, the 8-bit gray-level image is converted into 64-bit
double image. If 8-bit image is used in the DCT operation, it will produce a
64-bit output. Now for retrieving the original image Inverse DCT (IDCT) of the
sequence is taken. The IDCT operation also produces 64-bit output. But orig-
inally, 8-bit image was used for the input. If the 64-bit double output is con-
verted back into 8-bit unsigned integer image, an error will be produced as the
pixel magnitude after the decimal point is rounded off while conversion. So the

ALGORITHM: CHAOTIC STEGANOGRAPHY 

Input: Secret Image, Cover Image
Output: Encrypted message 

1. Encryption process
a. Chaotic Sequence generator
b. Smaller image encryption

2. Embedding process
a. Generation of 2D-DCT coefficients of encrypted message.
b. Generation of 2D-DCT coefficients of host image.
c. Embedding of encrypted message to larger image.

3. Extraction process
a. Extraction of encrypted message from large image.
b. Re-generation process of 2D-DCT coefficients of encrypted message.

4. Decryption process
a. Smaller image decryption.
b. Image recovering 

Fig. 4 Parallel Chaotic steganographic algorithm
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best solution for this problem is to convert the host image into double image
from the beginning itself. There is no need of converting back, since the whole
watermarking procedure uses 64-bit images as its input and output.

c. The encrypted image is embedded in a portion of host image, which has the size
equal to the size of secret image. In case the smaller image is 4 × 4 image and
host a 4 × 8 image, a 4 × 4 portion is selected, anywhere in the host image,
and then the smaller image is embedded in that portion. The selection of the
position is completely user defined, and the user should provide the information
about the position of the secret image in the host image, to the receiver, since it
is very much required to know the position for the process of extraction.

d. In the embedding process a linear combination equation of 2-D DCT coeffi-
cients of both encrypted secret image and the host image using a linear equation
is used, to obtain a new sequence of 2-D DCT coefficients as shown in Eq. 4.
The 2-D DCT coefficients of the selected 4 × 4 portion of host image are then
replaced, with the new sequence of 2-D DCT coefficients.

c1= c+ α.w ð4Þ

where

c1— the new sequence of coefficients
c— the sequence of 2-D DCT coefficients as in the selected 4 × 4 portion
w— the sequence of 2-D DCT coefficients of encrypted watermark image,

calculated as in the table
α— the strength of the encrypted image

α is a very important parameter in the embedding process. The value of α is
responsible for two characteristics of the watermarked image:

• Visibility of the secret image in the stego image.
• Robustness of the stego image to external attacks and modifications.

Generally, the value of α varies within the range 0.1–0.5. Lower the value of α,
lower the visibility of the secret image, which is desired. But in the meantime the
robustness of secret image reduces, making the image a little fragile. Conversely, if
α has a little higher magnitude, like 0.4–0.5, the robustness of the encrypted image
increases significantly, making the image more robust. But the visibility of the
secret also increases, which is not desired. So a trade-off between visibility and
robustness should be considered and based on it the value of α is selected. In this
paper α = 0.15 is chosen. After choosing the value of α, we perform embedding
process by evaluating Eq. 4.

Extraction and Decryption Process: The reverse algorithm is applied at the
receiver’s side to retrieve back the secret image.
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4 Platform Used

The simulation is carried out using Visual Studio version 2012. Visual Studio
supports OpenMP parallel programming language. OpenMP is an API that supports
multi-platform shared memory multiprocessing programming in languages like C,
C++, and Fortran. A system configuration of 4 GB RAM with Windows 8 as
operating system is used. Intel i5 processor is used for the experiments.

5 Results and Discussion

In this section the simulations and obtained results are explained. In the tests, the
two proposed algorithms have been applied on several standard host images like
“Lena,” “Baboon,” and “Balloon” of various sizes. To measure the image quality,
signal-to-noise ratio (SNR), peak signal-to-noise ratio (PSNR), and correlation
factor is used. SNR and PSNR measure the difference between host and stego
image. Correlation factor is used to measure the difference between original and
retrieved secret image. The execution time of both algorithms in parallel as well as
in sequential is compared. It is observed that the performance is increased signif-
icantly in case of parallel computing.

Considering the secret text of four characters and the cover image of size 50*50
for various standard steganographic images (Lena, Baboon, and Balloon), the
results are obtained as shown in (Graph 1, Graph 2, and Graph 3) Fig. 5. The
algorithm provides a good visual quality as the distortion is very less. However, as
the size of the image and secret message increases, retrieval of exact text message is
not possible. This is because 2D-DCT method is a lossy compression technique and
RSA being a lossless algorithm the combination proves to be less efficient.

Now considering the secret message as 50*50 binary image (tree) and a
gray-scale host image of 200*200 (lena), the following set of images (Fig. 6) is
obtained, after applying parallel chaotic steganography (Fig. 7).

The above algorithm is repeated for various host images and the results are
analyzed (Graph 4). The algorithm is also tested for various image sizes (Graph 5
and Graph 6) and it is observed that the serial execution time is way more compared
to parallel execution time. Thus proving the algorithm chosen is more suitable for
parallel computing (Graph 7). For various image sizes the PSNR is constantly
above 20. Therefore, the encryption technique is efficient. The distortion to naked
eye is minimal making it robust to external attacks. Even with increase in image
sizes the original secret image is retrieved accurately.
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Graph1 Graph2

Graph3

Fig. 5 Performance analysis graphs for parallel RSA and steganography
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Fig. 6 a Original host image. b Original secret image. c Encrypted chaotic secret image. d Stego
image. e Encrypted chaotic secret message obtained after extraction. f Retrieved secret image

Graph 4 Graph 5

Graph 6 Graph 7

Fig. 7 Performance analysis graphs for parallel chaotic steganography
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6 Conclusion

In this paper two parallel encryption techniques are proposed. In the first algorithm
text message is encrypted using RSA to obtain the stego image. In the second
algorithm a new parallelized chaotic 2D-DCT method is presented. Using Duffing
map the secret image is encrypted into a uniform set of pixels and embedded into
the frequency domain of the larger host image. Therefore, the locations of secret
data in the host image are very random. Both the algorithms are compared.
According to the simulation result the chaotic method of encryption proves to be
more efficient. The above algorithms can be extended to larger color images.

References

1. S. Bhattacharyya, “A survey of steganography and steganalysis technique in image, text,
audio and video as cover carrier.” Journal of global research in computer science 2, no.
4 (2011).

2. S. Saejung, A. Boondee, J. Preechasuk, and C. Chantrapornchai, “On the comparison of
digital image steganography algorithm based on DCT and wavelet,” in Computer Science and
Engineering Conference (ICSEC), 2013 International, 2013, pp. 328–333.

3. N. Sathisha, K. Suresh Babu, K. B. Raja, K. R. Venugopal and L. Patnaik, “Embedding
Information In DCT Coefficients Based On Average Covariance” International Journal of
Engineering Science and Technology (IJEST), 3 (4), 3184–3194. 2011.

4. Shamim Ahmed Laskar1 and Kattamanchi Hemachandran “High Capacity data hiding using
LSB Steganography and Encryption”, International Journal of Database Management Systems
(IJDMS) Vol.4, No.6, December 2012

5. S. M. Masud Karim, Md. Saifur Rahman and Md. Ismail Hossain, “A New Approach for LSB
Based Image Steganography using Secret Key” in Proceedings of 14th International
Conference on Computer and Information Technology (ICCIT 201 I) 22–24 December, 201 I,
Dhaka, Bangladesh

6. Dr. Ekta Walia, Payal Jain, Navdeep An Analysis of LSB & DCT based Steganography,
Global Journal of Computer Science and Technology Vol. 10 Issue 1 (Ver 1.0), April 2010

7. Saravanan Chandran and Koushik Bhattacharyya, “Performance Analysis of LSB, DCT, and
DWT for Digital Watermarking Application using Steganography” in International Confer-
ence on Electrical, Electronics, Signals, Communication and Optimization (EESCO) – 2015

8. Samir B. Patel, Shrikant N. Pradhan and Saumitra U. Ambegaokar, “A Novel approach for
implementing steganography with Computing Power Obtained by Combining CUDA and
MATLAB ” in (IJCSIS) International Journal of Computer Science and Information Security,
Vol. 6, No.2, 2009

9. Amila Edirisuriya, Arjuna Madanayake, Renato J. Cintra, Vassil S. Dimitrov, and Nilanka
Rajapaksha, “A Single-Channel Architecture for Algebraic Integer-Based 8 × 8 2-D DCT
Computation” In Ieee Transactions On Circuits And Systems For Video Technology, Vol. 23,
No. 12, December 2013

10. Abu Asaduzzaman, Deepthi Gummadi, and Puskar Waichal, “A Promising Parallel Algorithm
to Manage the RSA Decryption Complexity” in Proceedings of the IEEE Southeast Conf
2015, April 9–12, 2015 - Fort Lauderdale, Florida

11. Sapna Saxena and Bhanu Kapoor, “State of the art parallel approaches for RSA public key
based cryptosystem” in International Journal on Computational Sciences & Applications
(IJCSA) Vol. 5, No.1, February 2015

604 G. Savithri et al.



12. Jatinder Kaur and Ira Gabba, “Steganography Using RSA Algorithm” in International Journal
of Innovative Technology and Exploring Engineering (IJITEE) ISSN: 2278-3075, Volume-3,
Issue-3, August 2013

13. Milia Habib, Bassem Bakhache, Dalia Battikh and Safwan El Assad, “Enhancement using
chaos of a Steganography method in DCT domain” in ISBN: 978-1-479-4129-2/15/
$31.00©2015 IEEE

14. Bhavana S and Dr K L Sudha “Text Steganography Using Lsb Insertion Method Along With
Chaos Theory”, site: http://arxiv.org/ftp/arxiv/papers/1205/1205.1859.pdf as on october 30th
2015.

15. Dr. K. L. Sudha, and Manjunath Prasad, (Aug. 2011), “Chaos image encryption using pixel
shuffling with henon map,” Elixir Elec. Engg. 38, pp 4492–4495.

16. Anil Kumar and Rohini Sharma “A Secure Image Steganography Based on RSA Algorithm
and Hash-LSB Technique” in International Journal of Advanced Research in Computer
Science and Software Engineering Volume 3, Issue 7, July 2013, ISSN: 2277 128X

17. MazharTayel, Hamed Shawky, Alaa El-Din Sayed Hafez, “A New Chaos Steganography
Algorithm for Hiding Multimedia Data”, Advanced Communication Technology (ICACT),
2012, 14th International Conference on 19–22 Feb, 2012 ISSN: 1738-9445

Parallel Implementation of RSA 2D-DCT … 605

http://arxiv.org/ftp/arxiv/papers/1205/1205.1859.pdf


Thermal Face Recognition Using Face
Localized Scale-Invariant Feature
Transform

Shruti R. Uke and Abhijeet V. Nandedkar

Abstract Biometric face reorganization is an established means for the prevention
of frauds in financial transactions and security issues. In particular, face verification
has been extensively used to endorse financial transactions. Thermal face recog-
nition is an upcoming approach in this field. This work proposes a robust thermal
face recognition system based on face localized scale-invariant feature transform
(FLSIFT). FLSIFT tackles the problem of thermal face recognition with complex
backgrounds. Experimental results of proposed FLSIFT thermal face recognition
system are compared with the existing Blood Vessel Pattern method. To test the
performance of proposed and existing method, a new thermal face database con-
sisting of Indian people and variations in the background is developed. The thermal
facial images of 113 subjects are captured for this purpose. The test results show
that the recognition accuracy of Blood Vessel Pattern technique and FLSIFT on
face images with simple background is 79.28 % and 100 %, respectively. More-
over, the test performance on the complex background for the two methods is found
to be 5.55 % and 98.14 %, respectively. It may be noted that FLSIFT is capable to
handle background changes more efficiently and the performance is found to be
robust.

Keywords Thermal face ⋅ Scale-invariant feature transform ⋅ Blood vessel
pattern ⋅ ITFDB dataset
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1 Introduction

Biometric identification techniques can be done by two ways, either using physical
characteristics or using behavior characteristics. Identification techniques that are
based on physical characteristics are more difficult to counterfeit than behavior
methods. Physical characteristic identification includes face recognition, voice
recognition, vein recognition, fingerprint recognition, and iris recognition. Face
recognition has a benefit that it does not require direct physical interaction with
machine. Face recognition can be done in visual and thermal domain; each one has
its advantages. Currently, most researchers are tending to use the thermal domain as
thermal face characteristics are unique for a person [1] and represent a heat pattern
emitted by an object.

Thermal mid-wave infrared (MWIR) is one of the partitions of electromagnetic
(EM) spectrum that can fix problems like light illumination that may appear in
visual domain. Also, any fake object present over face could be detected easily as
they have different emissivity than human face. Socolinsky et al. [2, 3] suggested
that thermal images of human faces can be a valid biometric and is superior as
compared to visual images. Moreover, a thermal domain technique is not affected
by scattering and absorption of smoke or dust and gives satisfactory result in
complete darkness as well.

There are appearance-based techniques mostly used in thermal face recognition
like principal component analysis (PCA) [4], linear discriminant analysis
(LDA) [4], Kernel component analysis [5], local binary pattern [6], etc. Utilizing
anatomical information of human face one can extract vascular information and can
be used in recognition [7]. However, these techniques face problems in thermal
domain due to amorphous nature of images and lack of sharp boundaries which
makes object boundary extraction challenging [8]. It is observed that if thermal face
image background consists of different objects, the recognition becomes difficult.
The thermal pattern of background objects affects the performance. In this work a
face localized scale-invariant feature transform (FLSIFT) based on scale-invariant
feature transform (SIFT) [9] is proposed to address this issue. SIFT is a very robust
feature descriptor for object recognition and matching [9].

The main contribution of this work includes development a new Indian thermal
face database (ITFDB), evaluation of existing blood vessel pattern (BVP) technique
[7] on ITFDB and development of FLSIFT face recognition system. The Sect. 2
briefly describes about thermal face recognition using BVP. Section 3 elaborates
detailed setup about ITFDB creation. The proposed thermal face recognition using
FLSIFT is detailed in Sect. 4. The experimental results are discussed in Sect. 5.
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2 A Brief on Thermal Face Recognition Using BVP

This section briefly discusses the thermal face recognition system using BVP [7]. In
this system, a thermal pattern is analyzed for the recognition obtained by superficial
blood vessels pattern present over the bones and muscles. A typical thermal pattern
is caused due to temperature gradient of warm blood flowing through the superficial
vessels against the surrounding tissues. By knowing the thermal characteristics;
pattern of blood vessels can be extracted. The implementation is done in four steps
as shown in Fig. 1. In the first step, a reference image of a subject is used to do
registration of three other images of the same subject. In second step, the face
region is extracted by region growing segmentation algorithm with predefined seed
points. For enhancing edge information, a standard Persona-Malik anisotropic
diffusion filter [10] is applied over all images.

Extraction of enhanced edges is required for thermal pattern generation. White
top-hat segmentation is used for this purpose. This gives an individual signature
pattern for a subject as shown in Fig. 2. For each subject, four signatures are created
using four different images. This signature is used to match with signatures of other

Data Collection

Thermal Image Registration

Generation of Thermal Pattern

Thermal Template Generation

Template and Signature Matching

Fig. 1 Thermal face recognition using BVP

Fig. 2 a Thermal image b Extracted signature
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images using distance-based similarity metric, such as Euclidean distance and
Manhattan distance [7, 11]. Figure 3 shows the overlay of signature of a subject
signature with signature of itself and with other subject.

3 Development of a New Indian Thermal Face Database

To evaluate performance of thermal face recognition systems in the Indian condi-
tions, a need of an Indian thermal face dataset with complex background was felt.
This work proposes ITFDB consisting of thermal face images of 113 subjects. The
database is created using TESTO-875-1i thermal camera equipped with an
uncooled detector with a spectral sensitivity range from 8 to 14 µm and provided
with a standard optical lens. The thermographic camera provides a resolution of 160
× 120 pixels for thermal.

The dataset was generated at a room temperature. For each subject, four frontal
views were taken. Specific arrangement was maintained for the creation of dataset;
camera was mounted on tripod stand, a chair was fixed at a distance of 1 m from
tripod stand. Each subject was asked to seat straight in front of thermal camera,
looking straight into the lens and snapshots were captured, as detailed in [7].
Database is available online at [12]. Other database details are as follows:

Figure 4 shows sample images from ITFDB. The frontal face images were
captured with simple background, i.e. wall and with complex background; which

Fig. 3 Overlay of signature over a same subject b Different subject

Fig. 4 Dataset Samples a simple background, b and c complex background
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contains glass, wood, iron material, etc. As the different material has different
emissivity and reflection it creates different temperature gradients in thermal image
which can be clearly observed (Table 1).

It may be noted that I2BVSD dataset with occluded thermal faces without
complex background is proposed in [13, 14].

4 Thermal Face Recognition Using FLSIFT

In this work, a thermal face recognition system using face localized SIFT is pro-
posed. The detail flow of the system is given in Fig. 5. Proposed system consists of
five steps for the recognition. These include (1) face localization, (2) key point
extraction, (3) descriptor Extraction, (4) descriptor matching, and
(5) decision-making based on the maximum matching score of descriptors. The
details of the proposed system are depicted in Fig. 5.

4.1 Face Localization

The first step, localizes face in the given thermal image is done. For a robust
system, this is a crucial stage so that the disturbances due to background are
minimized. The key points of these localized face regions are extracted using SIFT
[9]. These robust features are invariant to affine transform, rotation, scale, and
having distinctive features which are highly required in recognition was invented by
Lowe [9]. To extract the face region, the thermal image is first binaries and using
connected component labeling the larger connected area having same labeling is
cropped and extracted as a face [15] the result is as shown in Fig. 6b.

Table 1 Dataset details Particular No. of images

Number of subject 113
Images with simple background 452
Images with complex background 108
Total images in dataset 560

Query 

Image

Face 
Localiza-

tion

Feature 

Extraction

Descriptor 

Extraction

Trained 

Image

Face
Localiza-

tion

Feature 

Extraction

Descriptor 

Extraction

Descriptor 
Matching Decision

Fig. 5 Thermal face recognition using FLSIFT

Thermal Face Recognition Using Face Localized Scale … 611



4.2 FLSIFT Feature Extraction

After face localization, the features of faces are extracted using SIFT [9]. Extraction
of feature using SIFTS have three steps: (1) Scale space key point selection, (2) Key
point localization, (3) Orientation assignment. Scale space key point is selected,
where local maxima and minima of difference-of-Gaussian function in the scale
space is present. The convolution result of variable Gaussian function with the
image gives scale space of an image. If G (x, y, σ) is a variable Gaussian function
and I (x, y) is input image then scale space function L (x, y, σ) is—

L x, y, σð Þ=G x, y, σð Þ*I x, yð Þ ð1Þ

With

G x, y, σð Þ= 1
2πσ2

e− x2 + y2ð Þ 2̸σ2 ð2Þ

The difference-of-Gaussian functions is derived as follows –

D x, y, σð Þ=L x, y, σð Þ− L x, y, kσð Þ ð3Þ

with two nearby scales separated by a multiplicative factor (k).
At this stage many key points are obtained which either present in all scale space

or in some of them. Final key points are selected which are present in all scale
space, and a detail model created for location and scale determination. For
invariance to rotation every key point assigned gradient orientation by the gradient

Fig. 6 a Original thermal image b Extracted face
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magnitude. The Eqs. (4) and (5) give the detail information about the gradient
magnitude and gradient orientation.

m x, yð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

L x+1, yð Þ−L x− 1, yð Þð Þ2 + L x, y+1ð Þ−L x, y− 1ð Þð Þ2
q

ð4Þ

θ x, yð Þ= tan− 1 L x, y+1ð Þ− L x, y− 1ð Þð Þ ̸ L x+1, yð Þ− L x− 1, yð Þð Þð Þ ð5Þ

4.3 FLSIFT Descriptor

The computation of descriptor converts these key points into vector which is used
further as a feature vector. A rectangular area of (16 × 16 pixels) is centered on
each key point; and then it is divided into 4 × 4 subregions which is characterized
by 8-bin orientation histogram [9]. A 128 element descriptor vector is created using
8-bin orientation over 16 subregions.

In the proposed approach, the system localizes face in the thermal image and
then computes descriptors for the face localized region. We call these descriptors as
FLSIFT descriptors. The extracted descriptors for the facial images of all the
subjects are stored and used for matching.

4.4 FLSIFT Descriptor Matching

The nearest neighbor distance metric is used for matching. Match is declared if and
only if the Euclidean distance between the closed key point descriptor is less than
0.6 times the next closest key point descriptor. Figure 7 shows the FLSIFT feature
matching between same subject and different subject.

Fig. 7 FL-SIFT Feature Matching between same subject and different subject
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5 Experimental Results and Discussion

The experiments are performed with following objectives, (1) To evaluate impor-
tance of FLSIFT over SIFT, (2) To compare results of proposed system with BVP
[7] technique.

5.1 Recognition on ITFDB

From ITFDB dataset Images of randomly chosen 57 subjects for the training set and
the images from the remaining 54 subjects are used for testing. The training set thus
contains 109 images similarly; the testing set consists of 108 images. Further the
testing set is divided into two parts gallery and probe.

For each subject, one complex background image is taken as gallery and one
complex background image, and one simple background images are constitute the
query set. For evaluating recognition experiment, the combination of train set and
query set are tested as considering gallery set as trained set.

Using this configuration experimental results are reported in terms of receiver
operating characteristics (ROC) curves. This experiment is carried out on ITFDB
dataset mentioned above. Figure 8 shows the performance of proposed approach
compared with SIFT operator on thermal face images from ITFDB. The ROC
curves indicate that thermal image recognition does not get affected much due to
background information in FLSIFT.

Fig. 8 ROC curve on ITFDB dataset
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5.2 Identification

This experimentation deals with problem of face identification. For identification
comparison of the proposed FLSIFT and BVP [7] technique is done on ITFDB
dataset. The dataset consists of images with simple background as well as complex
background. The comparative results on both the background are as follows:

Simple background.
In the proposed ITFDB dataset, there are 452 (113 × 4) images of 113 subjects

with simple background, i.e. four images per subject. These images are divided into
four subsets as, S-1, S-2, S-3, and S-4. To test the performance of FLSIFT and BVP
technique [7], one subset is used for training (consisting of 113 images) and
remaining sets are used for testing. The obtained results are as shown in Table 2.

Table 3 demonstrates the average identification accuracy for both the systems on
the subsets S1-S4. The proposed FLSIFT gives 100 % recognition accuracy on both
training and test sets. Whereas, recognition accuracy of BVP technique on test
dataset is 79.28 and 100 % on trained dataset with signature.

By adding the four signature of same subject one unique template for individual
subject is created. When all signature were tested using BVP considering this
template as a training set we got 86.9 % recognition accuracy. It may be noted that
with formation of templates for each face using four signatures of the same subject,
performance of BVP technique is found to be improved as compared to its per-
formance on signature of faces.

Table 2 Comparison over Different Training Set

Train
set

Recognition
technique

Test set Average performance
(Test set) (%)S-1 (%) S-2 (%) S-3 (%) S-4 (%)

S-1 BVP 100 85.84 73.45 66.37 75.22
FLSIFT 100 100 100 100 100

S-2 BVP 85.84 100 90.26 79.64 85.24
FLSIFT 100 100 100 100 100

S-3 BVP 79.64 87.61 100 80.53 82.60
FLSIFT 100 100 100 100 100

S-4 BVP 69.91 73.45 78.76 100 74.04
FLSIFT 100 100 100 100 100

Table 3 Comparison Result of Average Accuracy of Recognition

BVP with template (%) BVP with signature (%) FLSIFT (%)

Train Set 86.9 100 100
Test Set 86.9 79.28 100
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Complex background.
Thermal images also have temperature gradient because of background. As

discussed in Sect. 3, the background consists of different objects having different
emissivity and reflection coefficients results in a disturbed thermal characteristic in
the image. Experimental results show that FLSIFT method is sustainable with this
type of complex background as well. The following Table 4. Shows the compar-
ative results of FLSIFT, SIFT [9], and BVP systems.

The training set consists of 162 (54 × 3) images of 54 subjects with a com-
bination of two images of simple background and one image from complex
background per subject. During testing of the systems, a set of another 54 images
with complex background is used.

Table 4 describes the detail comparison of average accuracy of the complex
background for both the methods. It is observed that BVP technique performed
satisfactorily on training dataset, however its performance on complex dataset is
very poor. Note that proposed recognition rate of FLSIFT is 98.14 % even on
complex background. To ensure the effect of face localization on performance,
results without face localization are also reported in Table 4. This clearly shows
importance of face localization.

6 Conclusion

This work evaluates the performance of existing thermal face recognition BVP
technique. It is observed from experimental results that BVP performs poorly on
complex thermal background. A dataset for thermal facial images is developed in
Indian environmental conditions. To overcome the difficulty in face recognition in
complex thermal background, a novel FLSIFT method is proposed. Its performance
is compared empirically with BPV on simple and complex background. It may be
concluded from this work that Human Thermal Face recognition is a good bio-
metric for identification and proposed FLSIFT is found to be a suitable for the task.
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Integrating Geometric and Textural Features
for Facial Emotion Classification Using SVM
Frameworks

Samyak Datta, Debashis Sen and R. Balasubramanian

Abstract In this paper, we present a fast facial emotion classification system that

relies on the concatenation of geometric and texture-based features. For classifica-

tion, we propose to leverage the binary classification capabilities of a support vector

machine classifier to a hierarchical graph-based architecture that allows multi-class

classification. We evaluate our classification results by calculating the emotion-wise

classification accuracies and execution time of the hierarchical SVM classifier. A

comparison between the overall accuracies of geometric, texture-based, and concate-

nated features clearly indicates the performance enhancement achieved with concate-

nated features. Our experiments also demonstrate the effectiveness of our approach

for developing efficient and robust real-time facial expression recognition frame-

works.

Keywords Emotion classification ⋅ Geometric features ⋅ Textural features ⋅ Local

binary patterns ⋅ DAGSVMs

1 Introduction

This paper attempts to address the problem of enabling computers to recognize emo-

tions from facial expressions in a fast and efficient manner. Emotion recognition is a

challenging problem due to the high degree of variability in the emotions expressed

through human faces. Extracting a subset of facial features that best captures this

variation has been a long-standing problem in the Computer-Vision community. A

basic expression recognition framework is expected to involve modules for detecting
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faces, deciding on an appropriate subset of features to best represent the face which

involves a trade-off between accuracy of representation and fast computation and

finally, classification of the feature vector into a particular emotion category.

In this paper, we propose a framework for performing fast emotion classification

from facial expressions. Two types of features are extracted for each facial image

frame: geometric and texture-based. Angles formed by different facial landmark

points have been selected as geometric features which is a novel and speed opti-

mized technique as compared to other expression recognition methods. Spatially

enhanced, uniform pattern local binary pattern (LBP) histograms have been used

as texture-based features. The hybrid feature vector for classification is then con-

structed by concatenating both the types of features. The concatenated features are

able to capture both types of facial changes— high-level contortions of facial geom-

etry (geometric features) and low-level changes in the face texture (texture-based

features). In comparison with previous methods, our approach of using concatenated

features results in enhanced performance. The classification module is based on sup-

port vector machines. One of the novelties of the work lies in the use of hierarchical

SVM architectures to leverage the binary classification of SVMs to multi-class clas-

sification problems. The use of hierarchical SVMs results in much faster execution

times than the traditional SVM-based multi-class classification approaches (such as

one-vs-one SVMs) making the system suitable for real-time applications.

The remainder of the paper is structured as follows. Section 2 talks about the cur-

rent state of the art in the field. Section 3 discusses the proposed architecture of the

work in detail where both the feature extraction and classification phases of the emo-

tion recognition system are explained. Section 4 consists of a discussion regarding

the results obtained as a consequence of this work and finally and in Sect. 5, we

conclude by discussing the relevance of our work in enhancing the state of the art.

2 Related Work

The state of the art in emotion classification can be broadly divided into two cate-

gories: (a) geometric feature based or (b) texture feature based.

Pantic and Rothkrantz [1] used a rule-based classifier on frontal-facial points to

achieve an accuracy of 86 % on 25 subjects from the MMI database. Similar attempts

by were made by Pantic and Patras in 2005 [2] where they tracked a set of 20 fiducial

points and obtained an overall recognition rate of 90 % on the CK-database. Cohen et

al. [3], 2003 extracted a vector of motion units using the PBVD tracker by measuring

the displacement of facial points. More recently, Anwar et al. [4] in their 2014 paper

use a set of eight fiducial points to achieve the state-of-the-art classification rates.

The texture-based methods involve techniques, such as local binary patterns

(L.B.P.) or applying some image filters to either the entire facial image (global) or

some parts (local). Zhang et al. [5] use LBP along with local fisher discriminant
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asnalysis (LFDA) to achieve an overall recognition rate of 90.7 %. Although Gabor

filters are known to provide a very low error rate, but it is computationally expensive

to convolve a face image with a set of Gabor filters to extract features at different

scales and orientations.

3 Proposed Architecture

In the proposed architecture, as shown in Fig. 1, both geometric and texture-based

features have been used for classifying emotions. Two particular frames of interest

from the extended Cohn-Kanade (CK+) database [6]—neutral and peak expression

have been selected for each subject. The calculation of geometric features involves

using both the frames whereas texture-based features only make use of the peak-

expression image frame.

3.1 Geometric Features

Facial angles subtended by lines joining some key facial feature points have been

selected as candidates for geometric features as shown in Fig. 2. Solely relying on

facial angles as geometric features allows facial images of different sizes and orien-

tations to be treated in a similar manner and removes the need for intra-face normal-

ization of features.

The face detector proposed by Viola and Jones based on Haar cascades [7] has

been applied to both the frames followed by the active shapes model (ASM) algo-

rithm [8] to locate the 17 key facial points. Subsequently, 10 facial angles have been

Fig. 1 A flowchart depicting the proposed architecture of our hybrid feature-based facial emotion

classification system
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Fig. 2 A frontal face image

depicting the facial angles

(numbered from 1 to 10)

used as geometric features.

These angles are computed

from the lines joining the 17

key facial feature points as

detected by A.S.M.

algorithm

computed for each frame as shown in Fig. 2. The facial angles have been computed

from the landmark points using the following set of basic coordinate geometry for-

mulas.

LetA(x1, y1).O(x0, y0) andB(x2, y2) be three points in the two-dimensional Euclid-

ean space. We define two vectors OA = (x1 − x0, y1 − y0) and OB = (x2 − x0, y2 −
y0). The angle between OA and OB is given by:

𝜃 = cos−1 OA ⋅ OB
|OA||OB| (1)

The difference in the values (in degrees) in the corresponding facial angles

between the neutral and peak expressions serves as the 10 geometric features for

the face which help capture the high-level distortions in the facial geometry across

emotion classes.

3.2 Texture-Based Features

For texture-based feature extraction, local binary pattern histograms have been

selected due to their simplicity, intuitiveness, and computational efficiency. The

LBP8,1 operator has been used in our experiments which essentially computes the

LBP code for each pixel (xc, yc) using the expression:

LBP(xc, yc) =
7∑

n=0
s(in − ic).2n (2)
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Fig. 3 Variation of

geometric features across the

6 emotion classes

where ik is the gray-scale intensity value of the pixel with coordinates (xk, yk) and

s(x) is 1 if x ≥ 0 and 0 otherwise.

A variant of the traditional LBP operator that has been used as part of this work

is the uniform pattern LBP operator denoted by LBPu2
8,1. Uniform patterns are those

binary patterns that have at most 2 bit transitions when the 8-bit LBP code is inter-

preted as a circular string. For example, 11000010 is not a uniform pattern whereas

11110000 is (3 and 2 bit transitions respectively). Using only uniform patterns (all

nonuniform pattern LBP codes are assigned to a single bin) brings down the number

of histogram bins from 256 to merely 59. After computing the LBPu2
8,1 codes for each

pixel, a histogram of the LBP values is constructed.

For computing texture-based features, all peak expression facial images are

aligned and cropped to a uniform spatial resolution of 120 × 120 pixels and are then

divided into nine equal sized blocks of 40 × 40 pixels each. The local LBPu2
8,1 his-

togram is computed for each subimage and then concatenated into a global spatially

enhanced uniform pattern LBP histogram for the facial image. The feature vector

thus formed is of size 59 × 9 = 531.

3.3 Concatenated Features

The graph in Fig. 3 shows the variation in values of the 10 geometric features for

each of the 6 emotion classes. From a visual inspection, it is evident that the facial

feature angles do a good job in differentiating between classes such as “Happy,”

“Surprise,” and “Fear.” However, “Disgust” and “Sad” are difficult to differentiate

due to very low (almost nonexistent) interclass variance. The inability to completely

capture variations between certain emotion classes arises due to the fact that these

features only capture the high-level distortions in the facial geometry. Examples of

such distortions would include the opening/closing of the mouth and widening of

the eyes or curvature of lips. Hence, simply using geometric features is not sufficient

to train a facial expression classifier with good discriminative powers.

On the other hand, the L.B.P. histograms contain information about the distribu-

tion of micro-patterns such as edges, flat areas and wrinkles which represent some
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Fig. 4 Variation of LBP

histogram features between

“disgust” and “sad”

of the finer details of the face. To illustrate with an example, the histogram in Fig. 4

shows a comparative analysis between the spatially concatenated LBP histograms of

the “disgust” and “sad” emotion classes. As noted earlier, geometric features were

not able to capture the interclass variations between these two classes. However,

through a simple visual inspection, we can see that there are significant differences

in the values of the histogram bins (e.g., peaks near the bin numbers 60, 80 and 120)

between the two classes. These differences help impart discriminative powers to the

classifiers trained using these features.

Further, dividing the facial image into subimages and spatially concatenating their

corresponding LBP histograms preserves the spatial texture-information while rep-

resenting the global description of the face. The 531 uniform pattern LBPu2
8,1 his-

togram features are concatenated with the 10 geometric facial feature angle features

to form a combined, hybrid 541-dimensional feature vector. These hybrid vectors

are used as a representative of the face for classification purposes.

3.4 Classification

Support vector machines (SVMs) are primarily binary classifiers that find the best

separating hyperplane by maximizing the margins from the support vectors. Support

vectors are defined as the data points that lie closest to the decision boundary. Some

common SVM architectures, such as one-vs-one, one-vs-rest, and directed acyclic

graph SVMs (DAGSVMs) [9] have been proposed to leverage the binary classifica-

tion capabilities of an SVM classifier for multi-class classification problems.

In the one-vs-one scheme for an n− class classification problem,
(n
2

)
binary SVM

classifiers are trained corresponding to each pair of classes. The test point is put

across all
(n
2

)
SVMs and the winning class is decided on the bass of a majority vote.

On the other hand, in a hierarchical SVM architecture such as DAGSVM,
(n
2

)
SVMs

are trained, but the test point only has to go across (n − 1) SVMs by traversing the

directed graph as shown in Fig. 5. To evaluate the DAGSVM for a test point x, start-

ing at the root node, a binary SVM is evaluated. Depending on the classification at

this stage, the node is exited either via the left or the right edge. Then, the value of
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Fig. 5 Decision diagram for a 6-class DAGSVM

the binary SVM corresponding to the next node is evaluated until we reach one of

the leaf nodes. The final classification is the class associated with the leaf node.

The statistical classification algorithm of SVMs is compared with an instance-

based learning technique, the k-nearest neighbors (k-NN) classifier. The results are

summarized in Tables 1 and 2. The motivation behind selection of the two classifiers

lies in the fact that while SVMs construct an explicit model from the training data,

instance-based techniques refrain from such generalizations. k-NN classifiers data

points by comparing new problem instances with those seen in training.

Further, a comparison, in terms of both classification accuracy and execution

times between two of the multi-class SVM frameworks: one-vs-one and DAGSVMs

has been presented as part of this work. Since using DAGSVMs involves putting the

Table 1 A comparison of classification accuracies of different SVM architectures for different

feature extraction techniques

Architecture Classification accuracy (%)

Geometric Texture (LBP) Geometric + Texture

One-vs-One 78.15 88.52 91.85

DAGSVMs 76.67 86 89.26

Table 2 A comparison of classification accuracies of the k-NN algorithm for different values of k
and feature extraction techniques.

k Classification accuracy (%)

Geometric Texture (LBP) Geometric + Texture

3 73.528 64.7 69.93

5 75 67.65 68.29

7 75.29 66.01 67

9 76.76 63.4 64.37
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test example through a lesser number (n − 1) of SVMs than one-vs-one SVMs (
(n
2

)
),

a drastic reduction in the execution time is expected.

4 Results and Discussions

The Cohn-Kanade extended (CK+) dataset consists of 593 image sequences (frames

of a video shot) from 123 subjects, out of which 327 sequences are labeled as belong-

ing to one of the seven emotion categories: happy, sad, surprise, fear, anger, disgust,

and contempt. Labeled facial expression images (neutral and peak frames) for the

six basic emotions—happy, sad, surprise, fear, anger, and disgust have been used in

the tests. All the results are tenfold cross validated.

The classification accuracies for the various SVM architectures for geometric,

texture-based, and hybrid features are summarized in Table 1. For benchmarking

purposes, the classification accuracies for SVM-based classifiers have been com-

pared with those of the k-Nearest neighbor algorithm for different values of k. The

results are reported in Table 2.

It is clear that irrespective of the SVM classifier architecture used, there is a signif-

icant enhancement in the overall classification accuracies with our approach of using

hybrid features in place of simply using geometric or LBP features. For example,

a one-vs-one SVM classifier gives an overall recognition rate of 78.15 and 88.52 %

with only geometric and LBP-based features respectively, which increases to 91.85 %

when using a hybrid feature set.

In the case of k-NN classifiers, there is a sharp decrease in the classification accu-

racies as we move from geometric to texture (LBP)-based or hybrid features to due

to the increase in the dimensionality of feature vectors. The geometric feature vector

has 10 attributes which increases to 531 and 541 in the case of texture and hybrid fea-

tures respectively. This demonstrates the inability of the k-NN classifier to work well

in high-dimensional feature spaces. However, when the recognition rates of texture-

based and hybrid features are compared, both of which are high dimensional, we see

the hybrid feature vectors outperforming again as evident in Table 2.

The confusion matrices for the 6-class classification problem using our approach

of hybrid-features is shown in Table 3 for both one-vs-one and directed acyclic graph

SVMs (DAGSVMs). In both cases, it is evident that “happy” and “surprise” are eas-

iest, whereas “sad” and “fear” are the most difficult to classify.

A comparison of the execution times of one-vs-one and DAGSVMs averaged

over 30 test samples and tenfolds in Fig. 6 clearly shows the gain in computational

efficiency in terms of time while using DAGSVMs. The reported execution times

are on an Intel Core(TM) i3-2330M CPU with a clock speed of 2.20 GHz. Since the

overall classification accuracy for DAGSVMs (89.26 %) is not significantly less than

one-vs-one SVM classifiers (91.85 %), the reduction in time may render DAGSVM

as a suitable candidate for real-time emotion classification problems.
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Table 3 Confusion matrix for SVM classification using hybrid features

Actual class Predicted class

(a) One-vs-One SVMs

Happy Sad Surprise Fear Anger Disgust

Happy 98.53 0 0 0 0 1.47

Sad 0 58.82 0 0 35.29 5.88

Surprise 0 0 95.83 1.43 0 2.86

Fear 6.25 6.25 6.25 75 6.25 0

Anger 0 5.71 0 0 91.43 2.86

Disgust 0 3.28 0 0 1.64 95.08
(b) DAGSVMs

Happy Sad Surprise Fear Anger Disgust

Happy 100 0 0 0 0 0

Sad 0 50 15 0 35 0

Surprise 1.43 0 94.29 1.43 0 2.86

Fear 10.53 0 5.26 78.94 5.26 0

Anger 0 7.89 0 0 86.84 5.26

Disgust 0 1.72 1.72 0 6.89 89.65

Fig. 6 Comparison between

the total execution time of

one-vs-one (blue) and

DAGSVMs (orange) for the

classification of 30 test

points

5 Conclusion

In this paper, we have presented a framework for fast emotion classification from

facial expression.

Our experimental results show an enhanced performance when using a concate-

nated feature vector which is a combination of geometrical and texture-based LBP

features. We also present a comparative analysis of two major multi-class, SVM-

based architectures for classification, namely one-vs-one and DAGSVMs (hierarchi-

cal SVMs). Our results indicate that both the systems give almost equal performance.

However, using hierarchical multi-class SVM architectures leads to increased effi-

ciency in terms of computation time.
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Fast Non-blind Image Deblurring
with Sparse Priors

Rajshekhar Das, Anurag Bajpai and Shankar M. Venkatesan

Abstract Capturing clear images in dim light conditions remains a critical problem
in digital photography. Long exposure time inevitably leads to motion blur due to
camera shake. On the other hand, short exposure time with high gain yields sharp
but noisy images. However, exploiting information from both the blurry and noisy
images can produce superior results in image reconstruction. In this paper, we
employ the image pairs to carry out a non-blind deconvolution and compare the
performances of three different deconvolution methods, namely, Richardson Lucy
algorithm, Algebraic deconvolution, and Basis Pursuit deconvolution. We show
that the Basis Pursuit approach produces the best results in most cases.

Keywords Basis pursuit ⋅ Richardson Lucy ⋅ Non-blind deconvolution ⋅
Compressed sensing ⋅ Deblurring

1 Introduction

The advent of digital optics has led to tremendous advancements in the camera
technology. However, capturing clear images in dim light conditions still remains a
critical problem in digital photography. To handle this problem, one has to carefully
adjust the three parameters related to camera exposure, i.e., exposure time, aperture
size, and sensor sensitivity (ISO). Using a low camera shutter speed, one can
increase the exposure time and hence enhance the sensor illumination. However,
long exposures in hand-held cameras generally lead to motion blur due to camera
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shake. Large aperture size, on the other hand, decreases the depth of field causing
depth-dependent blur. High ISO setting corresponding to high gain not only boosts
image contrast but also amplifies the sensor noise, resulting in a noisy image. The
undesired blurry/noisy photograph so obtained also has a degrading effect in further
process such as feature extraction or object recognition. Therefore, effective
removal of motion blur holds significant importance in the area of computer vision.

It has been previously shown in [1] that if we have blurry/noisy image pairs
instead of a single image, it is possible to recover high-quality images. Such
methods exploit the sharp details of a noisy image and the correct color intensity
and SNR of a blurry image to produce the optimum results. To do so, deblurring is
modeled as a non-blind deconvolution process wherein the blur kernel is estimated
prior to image deconvolution. The underlying assumption to this process is that the
image scene is static in nature. In this paper, we particularly focus on the image
deconvolution techniques. Image deconvolution is a standard example of ill-posed
inverse problems which require suitable constraints or prior knowledge for suc-
cessful recovery. In the recent past, there has been a considerable interest in
compressive sensing techniques like basis pursuit [2–5], which incorporate sparsity
priors instead of standard smoothing constraints. These priors enforce the sparse-
ness of natural signals in some suitable domain. The most popular of them is the
now celebrated convex l1 prior, also known as basis pursuit denoising. We
demonstrate that image deconvolution with noisy/blurry image pairs can be
accommodated under such optimization schemes to give superior results than
Algebraic [6] or RL [1] deconvolution approaches.

2 Previous Work

Most recent motion deblurring techniques can be categorized into two basic classes:
Single-image deblurring and multi-image deblurring. Based on the fundamental
assumptions of blurring process, they can be further distinguished into spatially
invariant point spread function (PSF) estimation and spatially variant PSF esti-
mation. In single-image deblurring, Fergus et al. [7] proposed a variational Baye-
sian approach to estimate the blur kernel by maximizing the marginal probability.
Levin et al. [8] proposed an improved efficient marginal likelihood approximation.
Detailed analysis of the issues of the MAP problem in motion deblurring was
provided in [9]. Several methods [10–12] followed the line of altering the tradi-
tional MAP framework to estimate the blur kernel and latent image iteratively,
introducing a two-phase (blur kernel and latent image) estimation. In those
semi-blind or non-blind deconvolutions, they discourage the trivial delta kernel and
sharp image solution in each phase by either explicitly reweighting strong edges
[10], predicting sharp edges using different priors [11–15], or directly imposing
normalized sparsity measures on image gradients [16]. The gradient sparsity prior
was earlier used by a lot of work including Levin et al. [14], calculating iteratively
reweighted least squares (IRLS) to regularize results for images exhibiting defocus
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blur and motion blurred images. Krishnan et al. [16] analyze all the present priors
and introduce a novel sharp favorite prior for deconvolution. Also, variable sub-
stitution schemes [15] were employed to constrain the deconvolution solution.

As for detailed recovery, Yuan et al. [17] proposed a multi-scale approach to
progressively recover blurred details, while Shan et al. [10] introduced regular-
ization based on high-order partial derivatives to reduce image artifacts. Mean-
while, Raskar et al. [18] coded the exposure to make the PSF more suitable for
deconvolution. Jia [19] demonstrated how to use an object’s alpha matte to better
compute the PSF. However, all these methods above assume that the blur kernel is
spatially invariant. Due to the deconvolution problem being severely ill-posed,
more information is required and multi-image methods were proposed in a lot of
literature. Ben-Ezra and Nayar [20] attached a video camera to a conventional
high-resolution still camera to facilitate PSF estimation. The hybrid camera system
was extended by Tai et al. [3] to compute general motion blur with optical flow. In
[1], Yuan et al. took an additional noisy–unblurred image to form a noisy/blurred
image pair, making PSF estimation robust. Assuming constant velocity camera
motion, Li et al. [21] used a set of motion blurred frames to create a deblurred
panoramic image. One of the more robust MAP-based frameworks which employ
image pairs for deblurring is described in Tico et al. [36]. They use Weiner
filter-based kernel estimation for an initial estimate, suggesting the practicality of
the filter in determining simple kernels. In one of the recent works, Cho et al. [22]
explicitly handle outliers based on the deconvolution process.

3 Problem Formulation

We have the following pair of images at our disposal—a noisy and underexposed
image N (captured with high shutter speed and high ISO) and a blurred image
B (captured with slow shutter speed and low ISO). The exposure difference between
B and N is accounted for by pre-multiplying the noisy image by a factor of ISOBΔtB

ISONΔtN in
the irradiance space. Under the assumption that the blur kernel is spatially invariant,
motion blur can be modeled as follows:

BðxÞ= ðI⊗KÞðxÞ+ ηðxÞ ð1Þ

where I is the original image to be estimated from B and the blur kernel K. The term
η(x) represents zero mean, independent and identically distributed noise at every
pixel x = (x, y). In practice, the variance of η(x) is usually much smaller than the
noise variance in N. In our case of non-blind deblurring, we first compute the blur
kernel which is then followed by an image deconvolution with the now known
kernel. Being iterative in nature, the kernel estimation can benefit from a good
initial estimate. This is provided by a denoised version, ND, of the noisy image.
A sophisticated denoising program [23–25] can preserve most of the power
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spectrums of the actual image to yield a fairly accurate estimate. In this paper, we
have applied a fast non-local means (NLM) denoising algorithm [24] which gen-
erally produces better results than most other state-of-the-art algorithms like [23,
25]. Figure 1 demonstrates the superiority of the NLM denoising over
wavelet-based denoising. The input parameters for the denoising programs have
been manually adjusted to obtain the best balance between noise removal and detail
preservation.

4 Kernel Estimation

The nature of the blur model allows it to be expressed as a simple system of linear
equations given by

b=Ak ð2Þ

where b and k are the linearized vectors of B and K, respectively, and A is the
corresponding matrix form of I. The kernel estimation is modeled as a linear least

(a)

(d) (e) (f)

(b) (c)

Fig. 1 a, d Noisy image. b, e Wavelet-based denoising. c, f NLM denoising
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squares problem with Tikhonov regularization to stabilize the solution. Incorpo-
rating nonnegativity and energy preservation constraints for the blur kernel, the
optimization problem can be written as

min
k

b−Akk k2 + λ2 kk k2

s.t. ki ≥ 0, ∑i ki =1
ð3Þ

To solve this, we use Landweber’s method integrated with hysteresis thresh-
olding in scale space [1] with a minor modification of using a dynamic step size
instead of a constant value (as mentioned in [1]). In the scale space implementation,
we use 1 ̸

ffiffiffi

2
p

as the downsampling factor, with a kernel size of 9 × 9 in the coarsest
level. In our case, we choose the lower and higher hysteresis thresholds as 0.23 and
0.28, respectively (Fig. 2).

5 Deconvolution

Having estimated the blur kernel K, we are now ready to reconstruct the original
image through various deconvolution techniques. Consider the denoising of the
noisy image which yields ND with some loss in information. The loss in detail layer
is represented as a residual image ΔI

I =ND +ΔI ð4Þ

It is important to note here that for deconvolution, we estimate ΔI instead of
I from a residual form of the blur model by substituting Eq. (4) in Eq. (1) to give

ΔB=ΔI⊗K ð5Þ

where ΔB=B−ND ⊗K represents the residual blurred image. By the virtue of their
relatively small magnitudes, the introduction of residual image quantities helps
reduce the effect of Gibbs phenomena observed at the edges. This, in turn, dampens
the ringing artifacts. Once ΔI has been estimated, the final image can simply be
recovered from Eq. (4). We now discuss the mathematical formulations which
govern the three different deconvolution approaches.

Fig. 2 a Estimated kernels at each level (rightmost being the finest) of the scale space. b True blur
kernel
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5.1 Richardson Lucy (RL)

The RL algorithm [26] is a Bayesian iterative method which imposes nonnegativity
constraints on the pixel values. The residual image estimated after each iteration is
given by

ΔIn+1 = K*
ΔB+1

ΔIn +1ð Þ⊗K

� �

⋅ ΔIn +1ð Þ− 1 ð6Þ

Here, ′*′ denotes correlation operator and ′ ⋅ ′ denotes element-wise multiplica-
tion. Since all the residual images are normalized to a range of 0, 1½ �, they have
been offset by a constant 1, i.e., ΔB→ΔB+1 and ΔI→ΔI +1. We restrict the
number of RL iterations to about 15 so as to prevent ringing from excess iterations.

In the RL output, high-frequency information tends to get lost due to inevitable
smoothing. To revive the fine scale detail layer ID, a high-pass filter is applied to the
output as shown below:

ID = I −FðIÞ ð7Þ

where Fð ⋅ Þ is a low-pass filtering operation. The filter used here is an edge pre-
serving bilateral filter [27] expressed as

F IðxÞ; Ig
� �

=
1
Cx

∑
x ̃∈ωðxÞ

Gdðx− x ̃ÞGrðIðxÞ− Igðx ̃ÞÞ.Ix ̃ ð8Þ

where Gd and Gr are the domain and range Gaussian kernels, respectively, with σd
and σr as the corresponding standard deviations. Also, Cx denotes the normalization
constant and ω xð Þ denotes the neighboring window. We typically choose σd =0.5
and σr =1.

5.2 Algebraic Deconvolution

Algebraic deconvolution is based on standard matrix inversions to reconstruct the
original image. The convolution of image I with the blur kernel k can be written as

b=Ki ð9Þ

where b and i are the linearized vectors of B and I, respectively, and K is the
corresponding blur matrix. A naïve way to deconvolve would be to pre-multiply b
in Eq. (9) with the inverse of K. However, in practical scenarios, the blurred image
is usually corrupted with some noise n, such that b= bexact +n. Now, if the SNR of
the captured blurry image is low, then the naïve approach can lead to highly

634 R. Das et al.



degraded results. This is due to the dominance of the inverted noise term, K− 1n
over the actual image term K− 1bexact. A detailed analysis of this phenomena has
been provided in [6] based on the SVD of the blur matrix

K =U∑VT ð10Þ

where U and V are the orthogonal matrices, and ∑ represents the singular matrix
with σi as the ith singular value. By truncating ∑ to a dimension k < N, one can
reduce the noise perturbation in the deconvolved result. The truncation is done
according to generalized cross-validation method (described in [6]). In our imple-
mentation, we choose a value of 0.4 for the regularization parameter. In Eq. (9), if
we assume periodic extension of the original image beyond its boundary, then the
blur matrix K can be shown to be block circulant with circulant blocks (BCCB) [6].
It is well known that the SVD of a BCCB matrix can be expressed in terms of the
DFT matrix W as

K =WHΛW ð11Þ

where Λ is the singular value matrix. The implementation of the truncated SVD
(TSVD) method primarily involves simple fft2 and iff2 operations which leads to
significant speed up in the deblur process. The TSVD approach also suffers from
the Gibbs phenomena. So replacing the actual images with their residual forms
helps alleviate the results and suppress the ringing to some extent. This is
demonstrated in Fig. 3.

5.3 Basis Pursuit Deconvolution (BPD)

Non-blind deconvolution can also be modeled as a convex optimization problem.
However, the ill-posed nature of this inverse problem calls for a good regularization

Fig. 3 a Blurry image. b Deconvolution without the residual image concept. c Deconvolution
with the residual image concept. d Estimated kernel
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scheme. The standard Tikhonov regularization, which imposes a quadratic penalty,
assumes the images to be smooth and piecewise constant. This leads to a loss of
high-frequency information in the image. Sophisticated regularization schemes
based on shape parametrization [28–30] can improve the results but at the cost of
increased computational complexity.

Basis pursuit (BP), on the other hand, is more robust than the Tikhonov method
in terms of suppressing noise while preserving structure. Basis pursuit searches for
signal representations in overcomplete dictionaries (in our case, the blur matrix K)
by convex optimization: it obtains the decomposition that minimizes the l1 norm of
the coefficients occurring in the representation. BP is solved using linear pro-
gramming techniques. Recent advances in large-scale linear programming have
made it possible to solve BP optimization problem in nearly linear time. Thus, it is
also computationally less intensive than the shape-based regularization methods.

Basis pursuit deconvolution is based on the assumption that natural images when
resolved in some suitable domain can have a sufficiently sparse representation. This
priori is exploited by a penalty function based on the l1 norm of the residual image.
The optimization statement then is given by

min
Δi

Δb−KΔik k22 + λ2 Δik k21 ð12Þ

where Δb and Δi are the linearized vectors of the residual blurred image and the
image to be reconstructed and λ is the regularization constant. In general, the
assumption that Δi is sparse might not always hold true. However, it is well known
that natural images have a sparse representation in the Fourier basis. Thus, to ensure
the validity of the sparsity constraint, we estimate its Fourier coefficients instead.
Let the Fourier coefficients of Δi be given by Δic =WΔi, where W represents the
DFT matrix. Then, Eq. (12) can be rewritten as

min
Δi

Δb−K ̃Δick k22 + λ2 Δik k2c1 ð13Þ

where K ̃=KWH represents the modified blur matrix and WH is the Hermitian
conjugate of the DFT matrix. The above objective function can be minimized using
split augmented Lagrangian shrinkage algorithm (SALSA) [31–33]. The SALSA
algorithm is known to have a high convergence speed among all existing l1
norm-based algorithms, enabled via variable splitting of minimization problem
[34]. This convergence is achieved using an alternating direction method of mul-
tipliers (ADMM), which is based on augmented Lagrangian method (ALM) [31,
32]. The details of the algorithm are given in [31, 32].

The SALSA program in its standard form is slow for real-time applications. An
efficient way of implementing would be to introduce SVD in the original blur
matrix K(described below). The use of SVD to accelerate SALSA has been
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previously proposed in [35]. Ours is similar to this method. However, the novelty in
our implementation lies in the fact that we exploit the BCCB property of the blur
matrix to obtain a spectral decomposition. This allows us to replace the standard
SALSA with simple fft2 and ifft2 operations, thus resulting in a faster implemen-
tation as described below.

Algorithm Our proposed method based on SVD of the blur matrix
Aim: Estimation of in eq. (10)
Input: , ,
Output:
Initialize: d = 0

1.
For k = 1, 2,…, 

2. . 

3.
4.

End

In the above algorithm, soft x, Tð Þ= signðxÞ ⋅maxð xj j− T , 0Þ. Once the frequency
image Δic is estimated, the original image can be obtained by a simple inverse
Fourier transform.

6 Results and Conclusions

In this section, we discuss the image deblurring results for various datasets. Figures
4 and 5 (cutout from the images in [1]) show the estimated blur kernel along with
the deconvolved results corresponding to the three different approaches. The kernel
sizes in Fig. 4 and Fig. 5 are 31 × 31 and 45 × 45, respectively. The noisy image
in Fig. 4 is captured using compact cameras, and hence is corrupted by very strong
noise. Based on visual perception, one can see that BPD produces the sharpest of all
images. Also, the encircled areas in the figures provide a visual comparison of the
amount of ringing due to each method. Basis pursuit is most effective in sup-
pressing the artifacts. We also carry out the deblurring experiment on a synthetic
dataset (shown in Fig. 6). We blur the ground truth image with the kernel (e) and
add the more appropriate ‘Poisson’ noise to obtain (a) and (b), respectively. We can
observe that algebraic deconvolution has the worst performance in terms of ringing.
This is strongly validated by the corresponding PSNR value. However, the alge-
braic method has a faster execution time than the RL algorithm. Basis pursuit, on
the other hand, outperforms both these algorithms in terms of PSNR and has a
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generally faster execution time. In Fig. 6, the PSNR values of the deblurred images
are 24.42 for RL method, 22.69 for algebraic method, and 26.40 for BPD method.
Further, a quantitative comparison of the computational complexities of each of
these methods is given in Table 1 which summarizes the execution times for each
method with various resolutions.

The kernel estimation technique discussed in this paper has the surprising ability
to tackle various nonlinear kernels with a fairly uniform performance across all
datasets. However, we believe that for some highly complex kernels corresponding
to sudden and large camera motions, the kernel estimation might not yield the best
results. In such a scenario, having additional noisy images at various stages of
signal integration might help guide the estimation process to produce superior
results. Thus, one of the future directions for our work would be to formulate a
robust optimization problem to handle such complexities.

(a) (b)

(c)

(f)(e)(d)

Fig. 4 Example A: a Blurred image. b Noisy image after exposure correction. c Estimated blur
kernel. d RL output. e Algebraic deconvolution. f BPD output
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(a) (b) (c)

(f)(e)(d)

Fig. 5 Example B: a Blurred image. b Noisy image after exposure correction. c Estimated blur
kernel. d RL output. e Algebraic deconvolution. f BPD output

Table 1 Comparison of the
execution times for each
method with various
resolutions

Execution times of the
deconvolution methods
(in s)

Images with various
resolutions

RL Algebraic BPD

Figure 3 (129 × 129) 1.24 1.22 1.18
Figure 4 (267 × 267) 1.70 1.60 1.40
Figure 5 (511 × 511) 6.63 4.75 5.09
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