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Preface

Significant progress has been made in the development of neural prostheses to
restore human functions and improve the quality of human life. Biomedical
engineers and neuroscientists around the world are working to improve design
and performance of existing devices and to develop novel devices for artificial
vision, artificial limbs, and brain–machine interfaces.

This book, Implantable Neural Prostheses 1: Devices and Applications, is part
one of a two-book series and describes state-of-the-art advances in techniques
associated with implantable neural prosthetic devices and their applications.
Devices covered include sensory prosthetic devices, such as visual implants,
cochlear implants, auditory midbrain implants, and spinal cord stimulators.
Motor prosthetic devices, such as deep brain stimulators, Bion microstimula-
tors, the brain control and sensing interface, and cardiac electro-stimulation
devices are also included. Progress in magnetic stimulation that may offer a
non-invasive approach to prosthetic devices is introduced. Regulatory approval
of implantable medical devices in the United States and Europe is also
discussed.

Advances in biomedical engineering, micro-fabrication technology, and
neuroscience have led to many improved medical device designs and novel
functions. However, many challenges remain. This book focuses on the device
designs and technical challenges of medical implants from an engineering
perspective. We are grateful to leading researchers from academic institutes as
well as design engineers and professionals from the medical device industry who
have contributed to the book. Part two of this series will cover techniques,
engineering approaches, and R&D advances in developing implantable neural
prosthetic devices. We hope a better understanding of design issues and chal-
lenges may encourage innovation and interdisciplinary efforts to push forward
the frontiers of R&D of implantable neural prostheses.

Los Angeles, California David D. Zhou
Oak Ridge, Tennessee Elias Greenbaum
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Microelectronic Visual Prostheses

David D. Zhou and Robert J. Greenberg

Abstract Research efforts worldwide are developing microelectronic visual
prostheses aimed at restoring vision for the blind. Various visual prostheses
using neural stimulation techniques targeting different locations along the
visual pathway are being pursued. Retinal prostheses have proved to be capable
of offering blind subjects in advanced stages of outer retinal diseases the
opportunity to regain some visual function. With relatively low-density retinal
implants, simple visual tasks that are impossible with the blind subject’s natural
light perception vision can be accomplished. Blind subjects can spatially resolve
individual electrodes within the array of the implanted retinal prosthesis and
can use the system to discriminate and identify oriented patterns. This chapter
reviews progress in the development of visual prostheses including visual cortex
and optic nerve stimulation devices and retina stimulation devices such as epir-
etinal, subretinal, and extraocular implants. Second Sight Argus 16 and Argus II
60-electrode Retinal Implants are described. Some engineering challenges for the
development of visual prostheses, especially retinal prostheses, are discussed.

1 Introduction

Blindness has a devastating impact on people’s quality of life and economy. In
1997 the US Census Bureau reported that about 8 million individuals over the
age of 15 had difficulty seeing and of those, 1.8 million were unable to read [1].
Hereditary retinal degenerative diseases, such as retinitis pigmentosa (RP) and
age-related macular degeneration (AMD), are among the more frequent causes
of blindness through photoreceptor loss. In the United States, retinal blindness
alone costs $4 billion annually in lost benefits and taxable income to the
government. RP has an incidence rate of approximately 1 in 4000 births, and

D.D. Zhou (*)
Second Sight Medical Products, Inc., Sylmar Biomedical Park, Sylmar,
CA 91342, USA
e-mail: dzhou@2-sight.com
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therefore affects more than 100,000 people in the United States [2]. It is

projected that the incidence for AMD among people aged over 65 may be as

high as 5.5% in 10 years [3, 4].
Inspired by the success of cochlear implants, which restore hearing for the

deaf, research efforts worldwide are developing microelectronic visual pros-

theses (visual implants) aimed at restoring vision for the blind [5–10]. Many

recent developments from research teams to industrial groups working on

visual prostheses have raised hopes for the possibility of creating retinal

implants and other strategies for restoring vision in blind subjects. In particular,

a retinal prosthesis has the potential to provide increased vision to some sub-

jects who are blind from degeneration of the outer retina. In fact, there is

theoretical and some experimental clinical evidence that suggests that direct

electrical stimulation of the retina might be able to provide some vision to

subjects who have lost the photoreceptive elements of their retinas.
This chapter will review the progress of the development of visual prostheses,

especially in retinal implants. Some technical challenges will be discussed.

2 Biomedical Engineering Approaches for Restoring Vision

to the Blind

2.1 Visual Pathway

The visual pathway consists mainly of the eye, optic nerve, lateral geniculate

nucleus (LGN), and visual cortex (also known as striate cortex or V1) (Fig. 1).

When the light reaches the retina through the cornea and the pupil, photore-

ceptors on the outer boundary layer of the retina membrane convert photons

into electrical neural signals. These signals are processed by cells in the retina

structure and are sent to the brain along the optic nerves. Optic nerves send

Fig. 1 Visual pathway
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neural signals to the visual cortex of the brain via the LGN, a relay station deep
in the brain hemisphere. Blindness can result from diseases or injuries to any
part of this visual pathway. For example, glaucoma may cause damage to the
optic nerve due to excessively high intraocular pressure, while stroke, brain
tumor, and head trauma may cause damage to the visual cortex.

2.2 Eye and the Retina

The eyeball is slightly ellipsoidal and has a volume of about 10 cm3 in an adult
18–30 years of age [11]. The axial length is approximately 24mm from the cornea
to the retina. The space inside the eye has a volume of about 4–6.5ml and is filled
with clear vitreous humor. The vitreous is a gel that consists of collagen fibers
that are separated and stabilized by hyaluronic acid [12]. Approximately 98% of
this gel is water; diffusion of low molecular-weight solutes such as inorganic
ions, glucose, and amino acids is unimpeded through the vitreous.

Table 1 lists the concentrations of some chemicals in the vitreous humor [13].
Oxygen is largely supplied by the atmosphere. The major substrate for respira-
tion in the retina is glucose. Most of the glucose (�70%) utilized by the retina is
converted to lactate. Glutamate, one of many neuro-active amino acids, has
been found in higher concentration within the retina. The glutamate is actively
metabolized by normal retina tissue. Vitrectomy and subsequent vitreous fluid
exchange alter chemical and physical properties of the vitreous. A study by
Manzanas et al. [14] indicated that changes in proteins, lactic acids, and ascor-
bic acids return to normal after 7 days.

The human retina that lines the back of the eye is approximately 250 mm
thick and resembles a thin single ply wet tissue paper in strength. The thinnest
part of the retina, about 150 mm, is at the center of the fovea, while the thickest
part of the retina at the fovea rim is about 400 mm. The human retina is a
delicate multilayered organization of neurons, cells, and nourishing blood
vessels (Fig. 3) [15]. The retina is organized both vertically and horizontally.

Table 1 The concentrations of some chemicals in the vitreous humor [13] in comparison to
those in plasma

Chemicals In plasma In vitreous

Na+ 146 mM 144 mM
Cl– 109 mM 114 mM
K+ – 7.7 mM
HCO3

� 28 mM 20–30 mM
Ascorbate 0.04 mM 2.21 mM

Lactate 10.3 mM 7.78 mM

Glucose 6 mM 3.44 mM

Hyaluronate – 32–240 mg/ml

Collagen – 286 mg/ml

L-Glutamate – �0.1–10 mM

Microelectronic Visual Prostheses 3



Fig. 2 The human eye

Fig. 3 The human retina layered structure and retinal neural cells. From top to bottom, the
retina layers are: RPE, the retinal pigment epithelium, rod and cone layer; OLM, outer
limiting membrane; ONL, outer nuclear layer; OPL, outer plexiform layer; INL, inner nuclear
layer; IPL, inner plexiform layer; GCL, ganglion cell layer; NFL, nerve fiber layer; and ILM,
internal limiting membrane (image adapted from Ref. [15] with permission). Listed on the
right side are the resistivities of different retinal layers [17]

4 D.D. Zhou and R.J. Greenberg



The vertically oriented cells are photoreceptors of rods and cones, the bipolar
cells and the ganglion cells. The horizontally oriented cells are the horizontal
cells and the amacrine cells.

A circular field of approximately 5–6 mm around the fovea is considered the
central retina, and it is thicker than the peripheral retina due to increased
packing density of photoreceptors. This central retina area is a preferred site
for a retinal implant.

Vitreous has resistivity similar to saline (60–80 � �cm). However, the layered
retina has much higher impedance than vitreous [16]. Estimated conductivity
data from multiple sources and unpublished data are listed in Fig. 3 [16, 17].
Each layer in the retina has different resistivity. In particular, the retina pigment
epithelium, the nuclear layers and the ganglion cell layer have been found to
have higher resistivity than other parts of the retina.

2.3 Candidate Retina Diseases for the Retinal Implants

Retinitis pigmentosa (RP) and age-related macular degeneration (AMD) are
two likely candidate diseases from retinal blindness that a retinal implant may
help. For RP, the progression of the disease is generally slow, but the eventual
impact on vision and quality of life is often devastating. For example, patients
afflicted with RP for 25 years are usually left with a visual field of 108 or less
(i.e., legally blind). As the disease progresses and further photoreceptor loss
occurs, even this constricted field may be lost. Unfortunately, many of the
people who have RP tragically lose their vision before the age of 40. Figure 4
shows a fundus photo of human retina with retinitis pigmentosa. The gradual
onset and the relatively late age at which most RP and AMD patients become
legally blind adds to personal and familial difficulties in adjusting to being blind
[18, 19]. As lifespan increases within the United States and other counties, these
degenerative diseases will affect a growing number of patients.

Fig. 4 Fundus photo of a
human retina with retinitis
pigmentosa

Microelectronic Visual Prostheses 5



Macular degeneration results in legal blindness. In practical terms, this
means vision of less than 20/200 or visual loss which results in the inability to
watch TV, recognize faces, drive, or read. AMD is expected to become the single
leading cause of legal blindness. Although some treatments to slow the progres-
sion of AMD are available, no treatment exists that can replace the function of
lost photoreceptors [20].

2.4 Biomedical Engineering Approaches for Visual Implants

The possibility to restore vision in blind subjects using electricity began with
the discovery that an electric charge delivered to a blind eye produces a
sensation of light. This discovery was made by LeRoy in 1755 [21]. LeRoy
passed the discharge of a Leyden jar through the orbit of a man who was blind
from cataract and the subject saw ‘‘flames passing rapidly downwards’’.
However, it was not until 1966 that the first human experiments in this field
began with Brindley and Lewin’s experiments on electrical stimulation of
visual cortex [22]. While cortical stimulation approaches have made progress,
it has been hampered by the complexity of the physiology [5]. The processing
that has occurred by the time the neural signals have reached the cortex is
greater than the more distal sites such as the retina. This results in more
complex phosphenes being perceived by the blind subjects. Cortical prostheses
provide additional risks such as intracranial hemorrhage and infection to a
blind subject who has an otherwise normal brain. These factors and the lack of
availability of implantable electronics have limited the clinical application of
these devices.

The limitations of the cortical approach encouraged several groups world-
wide over the past 20 years to explore the possibility of producing vision in
patients with an intact optic nerve and damaged photoreceptors by stimulating
the retina, the optic nerve, and recently the LGN [23–25]. Worldwide efforts to
develop various microelectronic visual implants and to investigate various
aspects of visual stimulations are increasing in recent years. Figure 5 shows
some research teams and industrial groups in the United States, Europe, Asia,
and Australia pursuing different approaches to restore vision in the blind.

3 Microelectronic Visual Implant Technologies

Depending on the location of stimulating electrodes, visual prostheses can be
divided into three groups: retinal, optic nerve, and visual cortex (V1) including
LGN devices. In retinal devices, three approaches are pursued and there are
intraocular devices for epiretinal and subretinal stimulations and extraocular
devices for transretinal stimulation. Retina stimulation differs from optic nerve

6 D.D. Zhou and R.J. Greenberg



or cortex stimulation. Retinal implants stimulate remaining retinal neural cells

to bypass lost photoreceptors and allow the visual signal to reach the brain via

the normal visual pathway.

3.1 Retinal Stimulation and Retinal Implants

In retinal diseases like retinitis pigmentosa, blindness is caused by a loss of

photoreceptors. Inspite of nearly complete degeneration of the retinal archi-

tecture, there is relative preservation of the inner retinal neurons [26, 27].

The approach of retinal stimulation by a retinal prosthesis positioned

intraocular or extraocular is to electrically stimulate the remaining retinal

cells. Three major approaches to retinal stimulation have emerged: epiret-

inal, subretinal, and extraocular (Fig. 6). Epiretinal approaches involve

placing electrodes on the top side of the retina near ganglion cells [26, 28,

29], whereas subretinal approaches involve placing electrodes and most of

the electronics under the retina in the location of the degenerated photo-

receptors between the retina and the retinal pigment epithelium [30, 31]. In

the extraocular approach electrodes are placed on the posterior scleral sur-

face of the eye. Both epiretinal and subretinal implants have been tested

chronically in humans while the extraocular devices have been limited to

animal models and acute studies.

Fig. 5 Some research teams and industrial groups worldwide that are developing implantable
visual prostheses
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3.2 Epiretinal Implant

The epiretinal approach has been pursued by several research teams [23, 28,
29, 32] and industrial groups [5, 35, 37]. Early acute experiments demonstrated
that electrical stimulation could restore visual perception of dots and possibly
more complex shapes. In one acute human trial by Humayun and co-workers
[26], a single electrode array was placed onto the retina surface, no devices
were implanted (Fig. 7). Prior to the introduction of the array, a majority of
the vitreous gel was removed. A stimulus was transmitted to the retina
through the electrode and a perception of a bright spot was formed in the
patient’s eye. Rizzo and Wyatt’s group [33] have performed acute tests in six
human subjects (5 RP patients and 1 normal vision subject as a control).
Thin-film microelectrode arrays with a thickness of 10 mm and different
diameters (50, 100, and 400 mm) were placed on the retina of subjects who
were awake. Stimulation charges were delivered to the electrodes from an
extraocular current source. This type of acute testing led to the design of the
chronic retinal implants.

Second Sight and the Humayun group at USC have been continuously
developing the intraocular retinal prosthesis since 1999. A large portion of
this research and development for the first generation long-term retinal implant

Fig. 6 Schematic of three approaches for an implantable retina implant: an epiretinal implant
is placed on the ganglion cell side of the retina. A subretinal implant is positioned between the
retina and the retinal pigment epithelium. An extraocular implant is placed on the scleral
surface of the eye
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was done in collaboration with several universities funded by National Eye

Institute (NEI). Between 2002 and 2004, the Humayun group has chronically

implanted the Second Sight retinal prostheses in six blind subjects with retinitis

pigmentosa [6].
The intraocular retinal prostheses implanted were the ArgusTM 16 Retinal

Implants – the devices developed based on existing cochlear implant technology

of Advanced Bionics (Valencia, CA) with modified electronics, novel retinal

electrode arrays, and novel video processing technologies. The ArgusTM 16 device

consists of a wearable external device and an implantable stimulator (Fig. 8).

Fig. 7 The configuration
of one of the very first
patient tests conducted
12 years ago at Johns
Hopkins [26]

Fig. 8 A schematic design
of a retinal prosthesis with
(A) camera in the glass
frame; (B) wireless
transmitter; (C) extraocular
stimulator; and (D)
intraocular electrode array
(reproduced from Ref. [20]
with permission from
Elsevier)
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In this design, a small camera is housed in the glasses that connects to a belt-worn

visual processing unit (VPU)TM (Fig. 9a). The VPU encodes visual information

acquired from the camera and transmits electrical stimulation signals to the

implanted unit. The data transfer is accomplished via a wireless inductive link

using an external coil that is magnetically stabilized over the electronic implant.

Personal computer-based custom software was also used to actively control the

electrical stimulation command through the VPU.

The ArgusTM 16 implanted unit consists of an extraocular stimulator and an

intraocular electrode array (Fig. 9b). The extraocular stimulator is surgically

attached to the temporal area of the skull. A subcutaneous cable connected to

the stimulator is used to deliver a charge across the eye wall to an intraocular

electrode array placed on the retinal surface. The electrode array consists of 16

disc-shaped platinum electrodes in a square 4�4 layout embedded in silicone.

Each electrode is approximately 500 mm in diameter. In some subjects, 250 mm
electrodes or a combination of 250 mmand 500 mmelectrodes were used. Edge-to-

edge separation between two adjacent electrodes is approximately 200 mm [20].
Prior to introduction of the implant, the majority of the vitreous gel is

removed. The electrode array is then positioned just temporal to the fovea on

the top side of the retina near ganglion cells and ametal retinal tack was inserted

through the electrode array and into the sclera. The threshold level of electrical

stimulus charge remains below 0.35 mC/cm2
, which is an established long-term

safety limit for platinum [34]. The timing of the pulse is typically a biphasic,

cathodic first current pulse, 1 ms/phase with a 1 ms interphase delay [20]. The

threshold currents to elicit the responses are considerably lower than previously

reported acute tests [26]. Electrical stimulation produces phosphenes in the

Fig. 9 The Second Sight Argus 16 electrode retinal stimulator implant. (a). TheArgus 16 external
system consisting of a pair of glasses housing a camera, a hip worn visual processing unit (VPU),
and a primary coil that ismagnetically attached to the scalp just behind the ear (where a secondary
coil in a stimulator is implanted). (b) The electronic stimulator is implanted in the bone behind the
ear. The cable connecting the electronics package to the array is tunneled up into the orbit where it
encircles the eye and enters through a pars planar incision. The array is fixed on the epiretinal
surface with a metal tack
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human subjects. In general, the size and brightness of the phosphenes increase
with higher stimulation current. The results are both reliable and reproducible
with respect to the spatial location of the stimulating electrodes on the retina
and the stimulating electrical current [6, 20]. In addition, the implanted devices
with only 16 electrodes have enabled blind subjects to detect when lights are on
or off, describe an object’s motion, count distinct items, as well as locate and
differentiate basic objects in an environment.

In early 2007, Second Sight received the FDA approval to conduct a clinical
study of the ArgusTM II Retinal Prosthesis System. This smaller and higher
resolution implant is the second generation of an electronic retinal implant. The
ArgusTM II device has a thin-film array of 60 platinum electrodes that are
attached to the epiretinal surface (Fig. 10). This phase I of a 3-year investiga-
tional device exemption (IDE) trial on blind RP subjects with four US centers,
several European sites, and Mexico is underway. At the time of this writing,
18 subjects have been implanted. The development of retinal implant technol-
ogy is supported by the National Eye Institute (NEI) of the National Institutes
of Health (NIH), theDepartment of Energy’s Office of Science (DOE)Artificial
Retina Project, and National Science Foundation (NSF).

Another industrial effort to develop epiretinal implants is IntelligentMedical

Implants (IMI) AG (Zurich, Switzerland, and IIP Technologies AG – a sub-

division in Bonn, Germany). The company’s retinal implant has been implanted

chronically in four blindRP subjects [35]. An epiretinal stimulator developed by

IMI is shown in Fig. 11a [36]. An intraocular part of the implant is a thin-film

polyimide array of 49 platinum electrodes (Fig. 11b). The array is placed in the

macular area and fixed by a retinal tack with a silicone retainer ring. An

extraocular part of the retinal stimulator is fixed onto the sclera.

Fig. 10 Left: The second sight Argus II 60 electrode retinal stimulator implant. Right:
A second sight thin-film 60 electrode array in the eye of a RP subject
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Unlike the Second Sight implants in which both power and data are trans-
ferred through RF links, the power for the IMI retinal stimulator is provided
through a RF link, while the stimulation data is transmitted via an optical link.
The transmitters for both power and data are housed in a handheld unit. Based
on the 9-month follow-up results, the implant is well tolerated in the eye. The
subjects were able to distinguish between different points and recognize simple
patterns such as horizontal bars [35].

3.3 Subretinal Implant

In the subretinal approach, photodiodes are implanted underneath the retina and
used to generate currents that stimulate the retina. InGermany, a consortium led
by Eberhart Zrenner [31] is being sponsored by the German government to
develop subretinal implants. In the United States, Optobionics (Naperville,
Illinois) is a private company founded in 2000 by the Chow brothers Alan and
Vincent Chow, an ophthalmologist and an engineer, respectively, that had pur-
sued the subretinal approach [8, 30] before filing for bankruptcy in 2007. The
artificial silicon retina (ASR) microchip they developed is a 2-mm diameter
silicon-based device that contains approximately 5000 microelectrode tipped
microphotodiodes and is powered by incident light. Each pixel is 20�20 mm
square and is fabricated with a 9�9 mm iridium oxide (IrOx) electrode electro-
chemically deposited to each pixel. Pixel current is 8–12 nA with approximately
800 foot-candles of illumination. In the pilot clinical trial for safety and efficacy
studies reported in 2004, the ASR was implanted in six RP subjects from three
centers.

The ASRmicrochip was placed within a fabricated Teflon sleeve and secured
intraoperatively to a saline-filled syringe injector; it was then deposited within
the subretinal space by fluid flow. From follow-up results ranging from 6 to 18

Fig. 11 Left: An epiretinal stimulator developed by Intelligent Medical Implants (IMI) AG
with a thin-film polyimide cable of gold traces. Reproduced from [36] with permission from
Springer. Right: The electrode array has 49 platinum electrodes (reproduced from Ref. [37]
with permission from Dr. G. Richard, University Eye Clinical Center, Hamburg, Germany)

12 D.D. Zhou and R.J. Greenberg



months, all ASRs functioned electrically with no implant rejection or retinal

detachment. They reported that visual function improvements occurred in all

subjects and included unexpected improvements in retinal areas distant from

the implant. They claimed that the presence of the implanted ASR (either alone

or coupled with low-level electrical stimulation) induced a ‘‘neurotrophic effect’’

or improved the visual function of the retina.
Optoelectronic subretinal implants rely on transformation of incident light

to electrical signal via photodiodes. It is doubtful that current photodiodes are

efficient enough to generate charges required to stimulate retinal cells. In fact,

in vivo and in vitro studies indicated that a pure photovoltaic current was not

sufficient to provide charge capacities for stimulating the bipolar cells [7, 38].

Additional energy inputs such as near-infrared radiation or RF power trans-

mission are required [38, 39]. Powered subretinal implants using microelec-

trode arrays instead of microphotodiodes have been proposed by Zrenner [40]

and the Harvard/MIT group [41].
A hybrid subretinal device with both microphotodiodes and microelectrodes

has been developed by Retina Implant AG (Reutlingen, Germany) and

Zrenner’s team [40]. The device consists of an active chip (3�3�0.1 mm) with

1540 microphotodiodes and an additional 16 titanium nitride electrode

(diameter 50 mm) array of 4�4 layout with a 280 mm intra-electrode space

for direct stimulation powered externally (Fig. 12). Each microphotodiode

cell has an area of 72 � 72 mm. When powered by a pulsed power supply at

about 20 Hz with an active time per period about 500 ms, the cell delivers

charge between 0.5 and 10 nC [42]. The maximum amplitude of the output

pulses is set to 2 V to avoid exceeding the water window (see discussion in

Section 4.4).
A polyimide carrier foil with 22 gold traces connects intraocular electrodes

and photodiode chip to an extraocular connector which connects to a silicone

cable (diameter 3mm) with 22 coiled gold wires. This long cable of�15 cm leads

to an external plug behind a patient’s ear for an external stimulator which

Fig. 12 A hybrid subretinal
device with both
microphotodiodes and
microelectrodes developed
by Retina Implant AG,
Reutlingen, Germany
(Couresy of Dr. Walter-
Gerhard Wrobel, Retina
Implant AG)
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provides control signals, power, and stimuli. The devices have been successfully

used in a 4-week clinical trial in seven blind RP subjects [43, 44]. Direct

stimulation using electrodes approximately 18 apart produced phosphenes

and subjects could recognize different spatial patterns, such as dots, lines,

angles, or a square [40, 44].
It is critically important that visual stimulation electrodes are placed close to

the target neuron cells to achieve low threshold charge and high resolution.

Commonly this is achieved by using protruding or penetrating electrodes.

Alternatively, neuron cells could be attracted to the electrodes. Daniel Palanker

and co-workers [45, 46] at Stanford University, CA have designed a photo-

diode-based subretinal implant with micro-channels that prompts migration of

retinal cells into the proximity of stimulating electrodes. In vitro and in vivo

experiments confirmed that the cells preserved axonal connections to the rest of

the retina during migration and thus maintained the signal transduction path,

but an integrated device has not yet been built. In a recent animal study by the

same group [47], they compared three configurations (flat, pillars, and cham-

bers) of passive subretinal arrays and found that three-dimensional pillars had

minimal alteration of the inner retinal architecture (Fig. 13). In the micro-

chamber design, encapsulation of cell bodies inside the chambers causes cell

isolation and limits their access to diffusing metabolites, which may affect cells’

long-term viability.

Both epiretinal and subretinal approaches have advantages and disadvan-

tages [7]. The epiretinal implants do not rely on the signal processing capability
of the retina when stimulating the ganglion cells on the top of the retina [38].

a b

Fig. 13 (a) An SEM micrograph of the microfabricated SU-8 (an epoxy-based photosensi-
tive polymer) pillar arrays. Each pillar is about 10 mm in diameter and 40–70 mm in height.
(b) A pillar array may attract retinal cells to migrate into three-dimensional pillars in a
subretinal implant for achieving intimate electrode-cell proximity (reproduced from
Ref. [47] with permission from IOP Publishing Ltd)
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Epiretinal implants are also significantly easier to safely surgically install when
compared to subretinal implants. One theoretical advantage of the subretinal
approach is that it may be able to take advantage of the complex processing
circuitry of the retina by replacing the input signals from the photoreceptors
with direct electrical input. However, recent data show that degeneration of the
photoreceptors causes severe disorganization of the retinal circuitry [48], so
stimulating with subretinal electrodes may result in a scrambling of the signal as
it passes through the disordered circuitry.

3.4 Extraocular Implant

Chowdhury [49] studied the feasibility of using a retinal prosthesis for extrao-
cular stimulation in anaesthetized adult cats. They found that electrodes placed
on the exterior of the eye could reliably evoke visual cortex responses for a
variety of configurations. Electrodes of Pt disks and Ag balls placed on the
posterior scleral surface of the eye after a craniotomy and lateral orbital
dissection. Cortical potentials evoked by electrical stimulation lower than
100 mA with single pulses were recorded at the primary visual cortex. These
findings suggested that it is possible to electrically stimulate the retina with
electrodes placed in an extraocular location, but thresholds are likely higher
than for intraocular stimulation.

There is also a group from the Department of Ophthalmology at Osaka
University in Japan that focuses on transretinal electrical stimulation [50]. They
conducted acute electrophysiological experiments in rats. For electrical stimu-
lation, a 0.2–0.3 mm in diameter silver-ball electrode was used as a stimulation
electrode and an epoxy-coated stainless steel wire 0.2 mm in diameter was used
as a return or reference electrode. The Ag-ball electrode was inserted into a
small lamellar scleral resection made at a short distance from the optic nerve in
the upper temporal part of the sclera. The stainless steel return electrode with
about 2 mm of the tip exposed was inserted approximately 4 mm into the
vitreous. In most stimulation experiments, the return electrode in the vitreous
was used as the cathode. A single monophasic pulse of electrical current ranging
from 5 to 300 mA was applied between these two electrodes for various pulse
widths of 0.05, 0.2, or 0.5 ms.

The electrically evoked potentials (EEPs) from transretinal stimulation were
recorded from the superior colliculus (SC) in rats. A silver-ball recording
electrode (Ag/AgCl, 0.2–0.3 mm in diameter) was positioned on the exposed
SC surface by a three-dimensional micromanipulator. A stainless steel screw
was implanted into the occipital bone approximately 1 mm behind the lambda
and used as a reference electrode for recording. EEP recordings confirmed that
transretinal electrical stimulation did generate focal excitation in retinal gang-
lion cells in normal animals and in those with degenerated photoreceptors.
Since the study was acute, long-term effects of retina or choroid damages
could not be accessed.
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A similar approach was used by Sung June Kim’s group at Seoul National

University, Korea for suprachoroidal stimulation [51, 52]. The prototype

implant, which was built based on a cochlear implant, has two unique features

(Fig. 14). Rather than inserting a reference electrode into the vitreous as in

Tano’s approach [50], they placed the reference electrode on the outer scleral

surface without penetrating the vitreous cavity. This design will simplify surgi-

cal procedures and reduce possible ocular damage from penetrating the vitreous

cavity.

The second feature was that the implant was powered by a small recharge-

able battery so that the external components, such as power supply and data

control parts, could be removed during a chronic stimulation experiment.

Transfer of data and charging the batteries were accomplished through induc-

tive links. The power consumption determined on a dummy resistor of 1.3 k�
was around 2 mW at 520 mA, 1 ms, and 4 Hz biphasic current. Under these

conditions, the battery could supply the power to the stimulator for over 30 h.

The rechargeable battery with a capacity of 75 mAh (4.2 V) in the implant could

be fully recharged within 3 h with 25 mA charging current through a RF

inductive link.
The 7 channel stimulator developed byKim’s group was hermetically packed

in a titanium case. The feedthroughs connected the electrode array and receiver

coil to the retinal stimulator. A ceramic sintering process was used to fix the

feedthroughs in the ceramic plate that provided electrical isolation. Brazing and

laser welding techniques were employed to achieve hermetic sealing of the

titanium housing [52, 53]. The electrode array has an integrated stimulation

electrode array and a large reference electrode. The seven stimulation electrodes

have an exposed strip-shaped area of 750�300 mm that is arranged in a 4 mm�
4 mm area. The reference electrode, also made of polyimide insulated thin-film

gold, has a diameter of 1.5 mm. The electrodes have typical impedances of

1.3 k� and 300 � in PBS at 1 kHz for the stimulation and reference electrode,

respectively.
Surgical implantation into rabbits was performed to verify the functionality

and safety of this newly designed system. A polyimide-based gold electrode

array was implanted in the suprachoroidal space. EEPs were recorded via

stainless steel needle electrodes from the cortex during electrical stimulation

of the retina. They found that the placement of the reference electrode in the

Fig. 14 A suprachoroidal (extraocular) implant for transretinal stimulation. The device
consists of a receiver coil, hermetically sealed titanium package, and polyimide-based gold
stimulation and reference electrodes (reproduced from Ref. [52])
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extraocular space resulted in effective stimulation of the retina. Long-term
follow-up using optical coherence tomography (OCT) showed no chorioretinal
abnormality due to implantation of the electrodes.

One advantage of extraocular implants is that they are surgically less
invasive. However, transretinal stimulation may require considerably higher
charges and may have lower resolution due to the distance between stimulat-
ing electrodes and the retina in comparison to epiretinal or subretinal stimula-
tions. Yamauchi et al. [54] directly compared the threshold electrical charge
density of the retina in rabbits for the generation of EEPs using microelec-
trode arrays implanted into either the subretinal or the suprachoroidal space.
They found that the retinal threshold charges to elicit an EEP are significantly
lower with subretinal stimulation (9+/–7 nC or 23+/�16 mC/cm2) compared
to transretinal (extraocular) stimulation (150+/�122 nC or 375+/�306 mC/
cm2). An approach to use a penetrating electrode array placed in the supra-
choroidal space has been explored to reduce the electrode–retina distance for
transretinal stimulation, but controlling the depth of penetration has been
difficult [55].

3.5 Visual Stimulation in the Brain

3.5.1 Cortical Stimulation

Early experiments performed by Brindley, Dobelle and others [22, 56–59]
demonstrated that visual cortical stimulation could elicit predictable phos-
phenes. Brindley and Lewin used 80 cortical surface electrodes in a subject
who was able to perceive phosphenes. Approximately 32 independent visual
percepts were obtained. Another subject received a second 80 channel implant
in 1972 [56, 60]. Of the 80 implanted electrodes and stimulators, 79 of them
produced visual percepts of varied size and shape. However, because relatively
large surface electrodes were used for cortical stimulation, the threshold current
to produce phosphenes was very high and the resolution of produced phos-
phenes was low.

Since these early experiments, efforts have been underway to produce pene-
trating arrays of electrodes that offer the possibility of more closely spaced
electrodes and therefore higher resolution cortical devices [10, 61–63]. Schmidt
et al. [64] studied the feasibility of a visual prosthesis using intracortical micro-
stimulation of the visual cortex in a totally blind subject due to glaucoma. They
used IrOx penetrating microelectrodes and the electrodes were implanted in the
right visual cortex, near the occipital pole, for a period of 4 months. A total of
34 out of the 38 implanted penetrating microelectrodes produced percepts with
low threshold currents typically less than 25 mA with cathodic first pulse trains
of 3 s duration, 200 ms pulse width at 100 Hz. The subject reported phosphenes
ranging from a pinpoint to a disk shape. Phosphene recognition was improved
after replacing a long pulse train (3000 ms) with 10 short ones (200 ms) at 1 s

Microelectronic Visual Prostheses 17



intervals. They found that resolution was improved by using intracortical

microelectrodes instead of the surface electrodes used in early cortical stimula-

tion. Penetrating electrodes spaced 500 mm apart generated separate phos-

phenes, but microelectrodes spaced 250 mm typically did not. The current

threshold for phosphene generation with intracortical microelectrodes is dra-

matically reduced by two orders of magnitude compared to that of surface

stimulation. Two challenges, however, with intracortical stimulation is depth

control of the electrodes and damage to brain tissue.

Philip Troyk et al. [65] reported the use of an animal model for intracortical

visual prosthesis research. They have made extensive use of trained monkeys to

investigate stimulation strategies in developing a multichannel sensory cortical

interface.
As shown in Fig. 16, the envisioned intracortical visual stimulation system in

the study consists of external components such as camera, video process module

and coil, implantable stimulation modules, and implantable electrode arrays.

The image captured by a camera is converted by a video processing module and

the stimulation signals and power required are transmitted through a transcu-

taneous inductive link to fully implanted stimulation modules. The penetrating

microelectrode arrays are implanted on the surface of the cortex. The electrodes

are connected to fully implanted electronic stimulation modules through lead

Fig. 15 Photograph of exposed surface of the right visual cortex of the blind subject. The
overlaid dots, at�2.4mm spacing, were reference points for surface stimulation. The numbers
in the figure have been placed on the approximate positions of the intracortical
microelectrodes. The terminal portion of the calcarine fissure is marked by an arrow and
superior is to the left of the arrow. A centimeter scale is shown at the lower left (reproduced
from Ref. [64] with permission from Oxford University Press)
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wire cables. Stimulation of microelectrodes implanted in the visual cortex
would result in a perception of the image. The camera would be integrated
into eyeglass frames and tied to eye movements. There were a total of 192
electrodes from 24 arrays (each with 8 electrodes) implanted in area V1 of a
male macaque. The electrodes were made from parylene (poly-dichloropara-
xylylene) coated fine iridium wires 30 mm in diameter. The exposed electrode
tips with two different areas of 500 mm2 and 200 mm2 were activated to form
iridium oxide to increase charge storage capacity. Their findings suggested that
using an animal model for visual prosthesis research to compensate for the
absence of a language report is feasible. However, these studies are very
challenging.

3.5.2 Visual Stimulation in LGN of the Thalamus

In the past, the development of visual prostheses has focused on three out of
fourmain locations of the visual pathway, i.e., the retina, optic nerve, and visual
cortex. The lateral geniculate nucleus of the thalamus (LGN), which is located
in the midbrain to relay signals from the retina to the visual cortex, has limited
access due to surgical difficulty. The recent success of deep brain stimulation
techniques targeting the midbrain has encouraged research to pursue the
approach of LGN stimulation for a visual prosthesis. Pezaris and Reid [25]
examined the concept in animal models for a visual prosthesis based on thala-
mic stimulation. They inserted polyimide coated tungsten wire bundle electro-
des through the surgical cranial opening and into the brain by using a 32 ga

Fig. 16 A conceptual design
of an intracortical visual
prosthesis. The image
captured by a camera is
converted by a video process
module and the stimulation
signals are transmitted
through a transcutaneous
inductive link to implanted
stimulation modules.
Stimulation
of microelectrodes implanted
in the visual cortex results in
a perception of the image
(reproduced from Ref. [65]
with permission from
Wiley-Blackwell)
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tapered transdural guide tube. The saccading reaction of alert monkeys from
electrical stimulation applied to the LGN was used to assess the effects of
stimulation. They concluded that electrical microstimulation in the LGN cre-
ates visual normal percepts or phosphenes. Surgical and implant challenges,
however, remain for an LGN device with more than a few electrodes.

3.6 Optic Nerve Stimulation

A group led by Claude Veraart [66] at the Neural Rehabilitation Engineering
Laboratory in Brussels, Belgium has implanted a nerve cuff with four electrodes
around the optic nerve of an RP subject. That subject is able to reliably identify
the quadrant in which she sees a phosphene and may be able to differentiate
other phosphenes as well [66–68]. To make the optic nerve visual prosthesis
more acceptable, implantation techniques safer and less invasive than those
previously used have been developed [69]. Unlike prostheses previously
implanted in the intracranial part of the optic nerve, which required more
invasive surgery, a transconjunctival approach is now used to implant a stimu-
lating electrode around the intraorbital section of the optic nerve. This techni-
que allows sufficient exposure of the nerve after detaching only one rectus
muscle and performing a lateral canthotomy. A 68-year-old RP subject under-
went long-term implantation using such an implantation technique.

Fang and co-workers [70] from Tano’s group investigated a transvitreal
approach to stimulate the optic nerve. They inserted epoxy-coated platinum
wire electrodes (50 mm in diameter) through the vitreous and fixed the electrodes
in the optic disc of rabbit eyes. EEPs from the bipolar optic nerve stimulation
were made through cortical recording. The threshold charges to elicit EEPs in
the visual cortex were low and comparable to retinal stimulation. However,
some optic nerve damage around the electrode track was observed after the
electrodes were implanted in the optic disc for less than 1 h.

A team led by Ren Qiushi at Shanghai JiaoTong University, China has
joined the race to develop visual prostheses using optic nerve stimulation. The
multi-disciplinary team named C-Sight (Chinese Project for Sight), which is
sponsored by the National Basic Research Program of China, was founded in
2004 [24]. They are exploring both surface and penetrating electrode arrays
using animal models to target the axons of the optic nerve.

4 Engineering Challenges in the Development of Visual Prostheses

Building a high density, high resolution, and long-term visual prosthesis
involves engineering challenges not yet solved by other neural stimulator
researches. The highest resolution cochlear implants in the market today
(nearly 30 years after the first human implant) have a package and interconnect
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that support only 24 electrodes and are much larger than any device that could
fit in the eye socket. The challenges for visual prostheses include developing a
biocompatible hermetic electronics packaging with high-density electrical con-
nection feedthroughs from inside the package to outside, low power consump-
tion, a high-density stimulator capable of driving a large number of electrodes
simultaneously, a system for efficient power and data transmission and robust
high-density electrode arrays for safe chronic stimulation. All of this must fit
within the confined space of the eye socket or cortical spaces while withstanding
the corrosive environment of the body for many years. Some challenges that
exist in the development of visual implants, especially for retinal implants, will
now be discussed.

4.1 Implant Packaging and Biocompatibility of Materials

Encapsulation of implanted medical devices is one of the greatest challenges in
the biomedical industry [71]. One such factor that makes it so challenging is the
corrosive environment, such as biological fluid containing salts and proteins
among other cellular structures, in which the medical device has to survive [72].
Another factor is the biocompatibility and blood compatibility of the encapsu-
lant material [73]. It is crucial for the life of a device and the protection of the
body to use a material that would satisfy both needs.

Biomaterials are used in contact with living tissue, resulting in an interface
between living and nonliving substances [74]. All medical implants are coated or
packaged by biomaterials that are inert substances designed for implantation or
incorporation with the human body. However, not all the materials used inside
the medical implants are biocompatible. The materials used to make the med-
ical implants such as electronic components, active metals, or alloys are not
biocompatible. For a reliable medical implant, especially an active device such
as a retinal implant, the package or coating should have a lifetime of 10 years or
longer. Should this coating or package fail during the implantation, toxic
materials may leach out and cause possible tissue or neural damages. The
leakage may also cause the failure of electronic devices inside the implants.

Three approaches have been pursued in the active implant packages: hard
cases including metal, ceramic, or glass cases; soft cases including various
polymer encapsulations and thin-film chip-size packages (CSP). The hard-
case approach has been used exclusively by various implantable device manu-
facturers for CI, DBS, SCS, and pacemakers and by many research groups for
prototype visual devices. Titanium appears to be the material of choice for the
hard-case packages [52, 75]. A hard case is bulky and it is difficult to make very
small devices. However, it provides the most reliable hermetic packages with
years of device lifetime and is the only technology used in commercial implants.

Soft-case materials include silicone (polydimethylsiloxane, PDMS), epoxies,
and various polymers such as parylene, polyurethane, and polyimide [76].
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A typical example of a soft-case retinal implant was developed by Stieglitz’s

group [77]. The device has been completely coated with parylene C then encap-

sulated in silicone (Fig. 17). The device has survived 14 months of implantation

in animals. The implantation was passive as the device was only periodically

powered to check for functionality. Continuously powered stimulation in saline

(active device) is a much tougher test to pass.

A combination of polymers has been used to protect a 100 electrode array on
amultiplexer chip for an extraocular implant [75]. The device was coated by two
layers of parylene, first 1 mm parylene N for excellent dielectric strength, then
5 mm parylene C for its low permeability to moisture. Finally, the device was
molded with silicone. The devices were tested in saline at room temperature for
3 days and passively implanted in rabbits for 10 days without failure.

Parylene is a conformal protective polymer coating material used in coatings
for many medical devices. One attractive feature of parylene coating is that it
conforms to virtually any shape, even on sharp edges or crevices. The parylene
is applied at the molecular level at room temperature by a chemical vapor
deposition process [78]. In the deposition process, the polymer dimers are
converted under vacuum and heat to dimeric gas, pyrolized to cleave the
dimer, and finally deposited as a clear polymer film. No catalysts or solvents
are required and no foreign substances are introduced that could degrade the
coated surface. Thick coatings can be easily applied in a single operation.
Parylene C (poly-dichloropara-xylylene) is the most widely used dimer to
have a very low permeability to moisture, chemicals, and other corrosive
gases while parylene N (poly-para-xylene) provides high dielectric strength
and a dielectric constant.

Thin-film chip-size package or chip-scale package (CSP) technology has been
adopted for medical implant protection. The technology developed for semicon-
ductor industries will potentially result in a slim hermetic package that is vir-
tually the same size as the bare stimulator chip. The thin-film coating approach
has been actively pursued by a group at Argonne National Labs led by Orlando
Auciello [50, 79, 80]. Thin-film CSP coating materials include silicon oxide,
silicon nitride, silicon carbide, alumina, diamond-like-carbon, and polycrystalline
diamond. Some of those passivation layers are commonly used as moisture and
mobile ion barriers to protect the silicon-based electronic components.

Fig. 17 An epiretinal vision
prosthesis with assembled
electronic components after
coating with parylene C and
silicone encapsulation
(reproduced from Ref. [77]
with permission from IEEE)
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In vitro accelerated corrosion tests were carried out on Si chip samples

coated with silicon oxide and silicon nitride at different temperatures in bicar-

bonate buffered saline (BBS) for 2 to 3 months [81]. Severe pitting corrosion

has been detected on unprotected silicon samples after soaked in saline for only

4–5 weeks. After 25 days in BBS, the Si samples at 778C showed obvious

corrosion while the samples at 578C had partially corroded. Corrosion of the

sample at 378C can only be detected by chemical analysis of soaking solutions.

Pitting corrosion of these Si samples, characterized by the loss of Si cubic
crystals under the attack of saline, was observed. The localized pitting corro-

sion on the Si surface developed with soaking time and the corrosion area

increased after 2 months of immersion for the samples soaked at 578C and

778C. The original shiny Si surface became dull and rough. The samples

immersed at 378C or lower showed no visible signs of corrosion (under micro-

scopic examination) after soaking in BBS for 2 months. The corrosion rate at

room temperature was very low and no significant corrosion was noticed even

for a longer term immersion test (3 months). It was clear that the Si corrosion
had been accelerated by elevated temperatures. The corrosion rates calculated

based on the chemical analysis were 0.0049, 0.077, 0.44, and 0.69 MPY (Mils

per year) for samples soaked at 23, 37, 57, and 778C, respectively.

In vivo experiments revealed a decay of the passivation layer of the Si chip-

based device when implanted for less than a year [82]. Microphotodiode arrays

with a silicon oxide passivation layer have been examined for surface changes

before and after 10 months of implantation in the rabbit eye. Microscopic

damage of the silicon oxide passivation layer and pitting corrosion of the

underlying silicon were clearly visible. These microphotodiode arrays are man-

ufactured on a silicon wafer using CMOS process technology similar to those

made by Optobionics [8].

Fig. 18 Pitting corrosion on
Si wafer after soaking in
BBS for 2 months at 578C
(magnification �500)
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Various thin-film coatingmaterials for subretinal implants have been assessed
for biocompatibility [83–85]. The materials implanted in the subretinal spaces of
Yucatan pigs for 3 months included amorphous aluminum oxide, polyimide,
amorphous carbon, parylene, poly(vinylpyrrolidone), and poly(ethylene glycol).
Acute retinal damage with severe disorganization of the retina was observed in
pigs implanted with amorphous aluminum oxide [83].

Cogan and co-workers [86] evaluated the stability of amorphous silicon car-
bide (SiC) films as a coatingmaterial. The SiCwas deposited by plasma-enhanced
chemical vapor deposition (PECVD) and it was compared for dissolution rate
and biocompatibility with silicon nitride (Si3N4) formed by low-pressure chemical
vapor deposition (LPCVD). Their results indicated that the coating dissolution
rate was considerably accelerated by soaking temperatures. Dissolution rates of
Si3N4 rose from 0.4 nm/day at 378C to 24 nm/day at 908C, a 120-fold increase.
Under the same conditions, SiC had a low dissolution rate of 2.4 nm/day at 908C
and no measurable dissolution at 378C. They found that SiC was more stable in
physiological saline than Si3N4 and well tolerated in the cortex.

The ultrananocrystalline diamond (UNCD) coatings have been evaluated
for protecting retinal stimulator chips [80, 87]. The in vitro and in vivo results
have shown evidence of stability and biocompatibility.

Despite some progresses made in the development of thin-film packaging,
none of the thin-film coatings available to date have been shown to have
sufficient lifetimes to protect implants for long-term applications. Hermetic
packaging using hard cases consumes the most space in biomedical implants.
Thin-film coating technology increases the possibility of developing chip-sized
implants that are less invasive and further research is warranted.

4.2 Thermal Effects of Stimulator on Tissues and Heat Damage

Most neural stimulators use a current stimulation mode. For an implantable
neural stimulator, the current output is limited by the device’s compliance
voltage and the load impedance of electrode and tissue [88]. For a given
compliance voltage, the higher the load impedance, the lower the current output
of a stimulator. It was noted that the electrode and tissue interface impedance
was greater than the electrode impedance in saline [89]. To improve the effi-
ciency of neural stimulation, bringing stimulating electrodes closer to the target
cells is critical. However, electrodes closer to the tissue will increase the load
impedance. Figure 19 shows the increase in impedance when a retinal electrode
is placed on the epiretinal surface in the vitreous in a canine. The voltage
excursion that was an indication of electrode impedance under the same stimu-
lation current was much higher for the electrode on the retinal surface than that
in the vitreous. The impedance of the electrode and tissue interface largely
defines the output load for the stimulator circuit, and thus the power consump-
tion of the implanted system.
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One strategy to ensure sufficient current output is to design an integrated
circuit with a higher compliance voltage. However, the cost of that approach is
higher power consumption, a larger integrated circuit, and increased device
temperature [89]. For retinal implants, the implanted electronics are located in
or near the eye. The power must be dissipated in the surrounding tissue, which
will result in a local temperature rise. Thermal effects of the implant on tissue
are one of the primary safety concerns related to visual prostheses. The techni-
cal challenge is quite substantial in regard to heat dissipation of electronic
components [38].

Studies of thermal effects of the implants on tissue have been carried out for
retinal and subretinal prostheses [39, 90]. Piyathaisere et al. [90] studied the heat
and power dissipation effect of an intraocular electronic heater on the retina.
They used a resistive load heat probe briefly placed on the retina surface or held
in the vitreous cavity for 2 h. They observed acute retina damage at 50 mW or
higher and permanent retina damage from power consumption over 100mWor
higher when the heater touched the retina. When the heater was held in the
vitreous cavity, much more heat could be tolerated. With a power consumption
of 500mW for 2 h, temperature increases of 58C in the vitreous and 28C near the
retina were measured. Those results indicated that a significant amount of
power can be dissipated by the fluid in the eye. To place the retinal implant
on the retinal surface, the majority of vitreous gel will be removed and the
vitreous cavity will be filled with liquid. The liquid in the eye acts as a heat sink
in helping thermal dissipation of implanted microstimulators. To reduce possi-
ble thermal damages, the electronic stimulator package should be positioned
away from the tissue surface of stimulation sites.

Recently, Sailer et al. [38] studied the thermal effects of infrared (IR) irradia-
tion onto the retina. IR irradiation has been considered as an option to supply
additional energy for microphotodiode-based subretinal implants. They
implanted thin-film polyimide strips that carried a temperature probe and an
optical sensor into the subretinal space of the eyes in rabbits. The maximum
temperature rise with 40 mW was found to be about 4.58C. Under this condi-
tion, no acute damage was noted by histological examination. However,
the thermal effects of longer term irradiation were not assessed in the study.

Fig. 19 Electrode
impedance measured in an
acute stimulation
experiment in a canine.
The electrode impedance
indicated by the voltage
excursion was increased
significantly by moving the
electrode closer to the retina.
Unpublished data
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They suggested that choroidal blood flow contributed to the heat dissipation
and stabilized the temperature increase for the subretinal devices.

Gosalia et al. [91] have modeled integrated circuits operating in the eye using
a three-dimensional head model and a finite-difference-based numerical
method. The temperature increase in the eye and surrounding head tissues
due to the operation of the implanted stimulator IC chip of a retinal prosthesis
was evaluated. Induced temperature increase in the eye and surrounding tissues
was estimated for several different operational conditions of the implanted
chip. In the vitreous cavity, temperature elevation of 0.268C was observed
after 26 min for a chip dissipating 12.4 mWwhen positioned in the mid-vitreous
cavity while 0.168C was observed when the chip was positioned in the anterior
portion between the eye’s ciliary muscles. Corresponding temperature rises
observed on the chip were 0.828C for both positions of the chip. Simulation
results show that temperature increases induced from a 60 electrode retinal
prosthesis chip in the mid-vitreous of the human eye are approximately 0.6 and
0.48C in the absence and presence of choroidal blood flow, respectively. Corre-
spondent temperature rises of approximately 0.19 and 0.0048C on the retina are
obtained for these cases. The thermal model andmethod used were validated by
comparison with in vivo measurements of intraocular heating performed in the
eyes of canines.

4.3 Stimulation Microelectrode Arrays

One of the key components of visual implants is the stimulating electrode array.
The electrode array, when in contact with living tissue, forms an interface
between the electronic device and the biological tissues [34]. There are mainly
two types of electrode arrays used in visual implants; planar type or three-
dimensional needle or pillar type.

For the cortical and optic nerve stimulations, needle-type electrode arrays
are mostly being used today, althoughDobelle [57, 92] implanted surface arrays
in subjects in Portugal. A typical example for this type of electrode is the Utah
array [10]. The Utah array is a 4.2 mm square grid with 100 silicon microelec-
trodes, 1.0 mm long, and a spacing of 0.4 mm [61].

The needle-type electrode array developed byMcCreery’s group atHuntington
Medical Research Institute, Pasadena, CA (HMRI) has been successfully used for
implantation in cortical and other stimulation studies [65, 93]. The HMRI array
has the long stabilizer pins to help maintain the position of the array in the cortex.
The microelectrode tip of the HMRI array is coated by parylene insulation and
the exposed electrode tip is iridium.

A pillar-shaped gold electrode array on thin-film polyimide has been tested
as an extraocular implant in rabbits for 4 weeks. The protruding electrodes in
suprachoroidal space were observed to cause some retinal layer detachment
during retinal surgery [94].
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Needle-type electrode arrays, especially the high-density arrays, have been

rarely used in the retinal implants due to the possible damage of retina by the

electrode insertion. In vitro and in vivo tests conducted byGerding et al. [55, 95]

revealed that forced penetration of electrodes during surgery (immediate pene-

tration) led to retinal damage at the site of penetration. However, slow penetra-

tion proved to be less traumatic and worked well. Slow electrode penetration

was achieved by suturing electrode arrays on the scleral surface with mild

tension of the sutures without forcing the penetration of electrodes during

surgery. Slow insertion occurred postoperatively days or even weeks until the

electrode carrier reached the outer sclera surface. Figure 20 shows a fundus

photo of a ten-electrode array in a monkey eye 2 months post implantation.

Preliminary pathohistological results exhibit a well-preserved retinal structure

around the electrode tips. However, control of penetration depth remained a

problem.

4.3.1 Planar Electrodes

Planar electrode arrays are usually made from flexible polymers, such as
silicone, polyimide, and parylene. The electrode arrays used in the early clinical
studies by Humayun’s group are mainly silicone-based flexible arrays [20, 96].
Figure 21 shows a fundus photograph of an implanted silicone electrode array
developed by Second Sight. The electrode array was composed of 16 platinum
disks arranged in a 4�4 square array. A single 25 mm diameter platinum wire
was attached to each disk. The disks and wire were encapsulated in medical
grade silicone, except for the surface of the platinum disks juxtaposed against
the retina, which was not enclosed by the silicone.

The exposed surface of the platinum disks formed an array of planar,
stimulating electrodes in a silicone matrix [97]. The disks were approximately
500 mm in diameter and mounted on 600 mm centers. The side of the implant

Fig. 20 Fundus photo of a
monkey eye 2 months after
implantation of ten passive
penetrating electrodes. Four
of the ten penetrating
electrodes are indicated by
arrows. The inset shows a
two-electrode array with
diameters 90–120 mm
(reproduced from Ref. [55]
with permission from IOP
Publishing Ltd)
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that was placed next to the retina measured 5.5�6 mm and was curved to match
the retina. The implant was less than 1 mm thick. The 16 wires from the disks
formed a cable, extending from the electrode array. Each wire was individually
insulated. The cable was about 10 cm long, a sufficient length to allow the cable
to exit the eye through the sclerotomy wound, and is sutured to the sclera in the
superotemporal quadrant under the conjunctiva.

4.3.2 Flexible Thin-Film Electrode Arrays

Polyimide has been widely used in the construction of flexible electrode arrays for
visual implants [51, 75, 98–100]. An example of a flexible polyimide electrode array
is shown inFig. 22. This type of arraywas used in acute stimulation tests in canines.

Fig. 21 Afundus photograph
of an implanted silicone
electrode array as a part of the
ArgusTM 16 retinal implant
developed by Second Sight.
The electrode array was
composed of 16 platinum
disks arranged in a 4�4
square array. The white
silicone tube to the left of the
electrodes is a handle that
allows the surgeon to hold
and manipulate the electrode
array. The array is
approximately 6mm long and
5.5 mm wide. The electrode
size is approximately 500 mm
or 250 mm

Fig. 22 A thin-film
polyimide array used in an
acute test in a canine’s eye.
The array has 16 platinum
disks from 50 to 400 mm in
diameter arranged in two
circles of eight electrodes
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Themicroelectrode arraywas composed of 16 platinumdiskswith different surface

areas, arranged in two circles of eight electrodes embedded in polyimide. The sizes

of electrodes were from 50 to 400 mm in diameter. A flat cable with thin-film Pt

traces connected the electrodes and the extraocular micro-connector.
Parylene-based electrode arrays have also been developed for retinal stimula-

tion. Single- and dual-metal-layer fabrication processes were used to produce

Pt and Ir electrode arrays and showed biostability in canine eyes for 6 months

[78, 101, 102]. One such retinal electrode array shown in Fig. 23 had 1024 electrode

contacts, each electrode 75 mm in diameter. However, only 60 of those electrodes

were connected for measurements, with each connected electrode having a looped

trace (two 8-mm-wide traces of 20 mm length). The electrode impedance for the

75 mm evaporated Pt electrode was about 5 k�. The via step junctions were used to

connect underlying traces to the overlying electrode in the dual-metal-layer design.

Each via of 6mm� 6 mmintroduced a low resistance of 12.5�. The top and bottom

parylene C layers were 7 and 8 mm thick, respectively. A very thin insulation layer

(�1 mm) between two metal layers was capable of minimizing capacitive crosstalk

between overlapping and adjacent metal lines due to the low dielectric constant of

parylene. These arrays were heat molded so that the retained spherical curvature

wouldmatch the curvature of the canine retina.A similar array of iridiumwas built

using parylene HT, a high temperature, stable and biocompatible fluorinated

variant of parylene.

An electrode array design that utilizes both polyimide and parylene has been
reported by Terasawa et al. [103]. The platinum bump electrode arrays were
fabricated using a polyimide base layer sandwiched between 5 mm parylene
layers. They used a layer of 8 mm polyimide as the base for sputtered Ti/Au seed
layers. The 10 � 10 electrodes, each with a diameter of �220 mm, were built up
by 25-mm-thick plated Au and 1-mmplated Pt. The array cable width was 4.2 mm

Fig. 23 Fundus
photographs showing a
parylene microelectrode
array tacked to the retina
of a canine. The array has
1024 electrodes and 60 of
them were wired out
through thin-film traces
(reproduced from Ref. [78]
with permission from
Elsevier)

Microelectronic Visual Prostheses 29



with line/space of 9 mm/10 mm for Ti/Au traces. After electroplating and
removal of photoresist, a layer of 5 mm thick parylene C was coated on the
top surface to take advantage of its conformal coating feature and good
insulation property. This parylene coating process was repeated on the poly-
imide surface on the backside of the array after removal of a stainless steel
sacrificial layer. Finally, each electrode array was singulated and each platinum
electrode tip of 200 mm in diameter was exposed by laser ablation. The authors
observed some cracks on the electrode surfaces due to the high energy of the
laser pulse (<1 mJ/pulse), and black scorch marks left on the surface of
electrodes after laser ablation. Removal of such marks by Ar plasma treatment
sometimes damaged the polyimide-parylene adhesion and caused parylene
delamination. This array design has been incorporated in an extraocular
implant and was tested acutely in vitro and in rabbits without failure [75].

4.4 Electrode Materials

Various electrode materials have been explored for visual stimulation electro-
des. Some examples of electrode materials are platinum, iridium, iridium
oxide, titanium nitride (TiN), tantalum pentoxide, and conducting polymers
[104, 105]. An electrode must be able to deliver a higher charge density without
generating irreversible electrochemical reactions such as metal corrosion or
dissolution, gas evolution, or introduction of toxic chemical reaction pro-
ducts. Electrical Stimulation of biological tissue with metal electrodes requires
the flow of ionic charge in the biological tissue. This flow of charge can be
induced by two mechanisms: capacitive and Faradaic. The Faradaic mechan-
ism of charge injection involves electron transfer across the electrode–tissue
interface. This may induce harmful electrochemical reactions and cause tissue
or nerve damage. The capacitive mechanism involves charging or discharging
of the electrode double layer. Ions in the tissue are attracted or repelled by the
charge on the electrode to produce pulses of ionic current. There is no charge
transfer across the electrode–tissue interface. Charging or discharging the
double layer capacitance is an ideal mechanism of charge injection because
no electrochemical reactions can occur in the electrode/tissue interface. Water
hydrolysis is the most common electrochemical reaction during pulse stimula-
tion, which limits the charge-injection capacity of an electrode. The potential
range defined by hydrogen evolution at cathode and oxygen evolution at
anode is called the water window.

4.4.1 Capacitive Electrodes

Electrodes that have a dielectric film such as TiO2, Ta2O5, and BaTiO3 are
extensively studied materials for capacitive stimulation electrodes. Among
them, anodically formed Ta2O5 appears to be the best dielectric material to
use for stimulation in biological media [34, 106, 107]. Ta2O5 surface (Fig. 24),
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made of sintered higher density powders and anodized at different forming
voltages, was found very stable during prolonged pulse stimulation at levels
which exceed the water window potentials [108]. However, the charge-injection
limit for Ta2O5 was generally lower than that of the metal or metal oxide
electrodes, especially for electrodes anodized at higher forming voltage.
Electrochemical studies indicated that anodizing Ta to Ta2O5 did extend the
anodic water window, but had no significant effects on the cathodic potential
window. This means that the pulse stimulation using a Ta electrode will be
limited by the cathodic potential excursion.

4.4.2 Titanium Nitride

Titanium nitride (TiN) coating has been widely used as a biomaterial for
orthopedic prostheses, cardiac valves and as electrode materials for sensing
and charge-injecting electrodes [109, 110]. Titanium is sputtered at high pres-
sure in a nitrogen atmosphere to obtain nanoporous TiN stimulation electrodes
on the implant. The TiN deposition enhances electrode surface area by a factor
of up to 100, which is a critical prerequisite for efficient charge transfer from the
chip to the retinal tissue. Titanium nitride electrodes proved to be biostable over
an implantation period exceeding 18 months [111]. TiN electrode arrays have
been used in a 4 week clinical trial in seven RP patients by Retinal Implant AG
and Zrenner Group [43]. However, cell culture results in an animal study did
show that exposure of TiN to retinal cell culture increased cell death, especially
for culturing periods longer than 2 weeks [112].

TiN thin-film microelectrodes (Fig. 25) for charge-injection applications
have been studied by various electrochemical techniques [113]. Within water
window potentials, TiN electrodes have a very stable surface and the charge
transfer through the electrode/electrolyte interface is mainly through a

Fig. 24 Tantalum capacitive
microelectrode surface made
of sintered higher density
powders produced by
Second Sight
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capacitive mechanism. Gentle gassing of the TiN electrode surface generated by
cathodic voltage bias did not damage the electrode in terms of charge delivery
capacity and adhesion. However, when the surface was subjected to a wider
voltage bias and more vigorous gassing, there was damage to the TiN coating.
In some cases, a total loss of charge-injection capacity was observed.

4.4.3 Iridium Oxide

Iridium oxide (IrOx) has been reported to hold higher safe stimulation limits of
1–4 mC/cm2 [105, 114]. IrOx has been shown to be biocompatible in several
studies on cortical implants [64, 93]. However, chronic aggressive stimulation
resulted in degradation of IrOx and adverse tissue response [115]. In order to
utilize its high charge capacity, IrOx electrodes need to be biased anodically [116].

Electrochemically activated IrOx has been used as the electrode material on
the ‘‘hat-pin’’ microelectrodes for intracortical stimulation of the visual cortex
[64], on the needle electrode made by McCreery’s group [93], and on the
microphotodiode chips made by Optobionics [47]. Electroplated then activated
IrOx has been used in the acute animal studies and acute clinical trials con-
ducted by IMI [36]. Implants coated with parylene and IrOx evaluated 6 weeks
after implantation in rats were generally well tolerated in the subretinal space,
inducing only a mild gliotic response [46].

4.4.4 Platinum Gray

Solid platinum (Pt) electrodes were reported to handle the charge injection up to
0.35 mC/cm2 [34]. A new electrode material named ‘‘PlatinumGray’’ developed
by Second Sight performs better than smooth solid Ptmaterial. Platinum gray is
similar to the more familiar platinum black except that it is prepared in a way to
make it significantly more mechanically stable [117].

a b

Fig. 25 (a) A five electrode microarray coated with thin-film TiN from University of Michigan.
The diameter of the electrode surface is 71.8mmand it has an area of 4.05� 10–5 cm2. The electrode
has multi-layers of thin-film coatings including �1 mm TiN as the top layer of electrode material.
(b) SEMmicrograph of TiN electrode surface. At 20,000 timesmagnification, themicro-roughness
of TiN is revealed (reproduced from Ref. [113] with permission from IEEE)
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An SEM picture of platinum gray is shown in Fig. 26 along with pictures of

smooth platinum and very soft platinum black. For a given electrode material,

the ability of an electrode to transfer charge during neural stimulation is

proportional to the electrochemical surface area of the electrode instead of its

geometric surface area. Electrode capacitance determined by electrochemical

impedance spectroscopy (EIS) is a measurement of a combination of the

electrodes’ geometric and electrochemical surface areas. These measurements

show that the platinum gray coating increases electrode capacitance 50–100

times more than smooth platinum and lowers effective current density of the

electrodes significantly, therefore increasing the electrode’s charge delivery

capacity.

Fig. 26 SEM micrographs
of Second Sight Platinum
Gray (middle) electrode
material showing the fractal
nature and high surface area
compared to that of smooth
platinum (top) and soft
platinum black (bottom)
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The area estimated by integrating the cyclic voltammogram within the water

window indicates the charge delivery capacity of an electrode. Figure 27a shows

a comparison of cyclic voltammograms of sputtered thin-film Pt and Pt gray-

coated electrodes. The increased cyclic voltammograms for Pt gray electrodes

over the sputtered thin-film Pt (Fig. 27b) allows increased charge delivery

capacities for neural stimulation. Platinum gray has been fully verified with

soak tests for over 10 years and has more than sufficient chronic charge density

capacity – up to 1.0 mC/cm2 for retinal stimulation.

Smaller and thinner electrode arrays with flexible polymer substrates to
follow the curvature of the retina are the main trends in the development of
micro-stimulating electrodes for retinal implants. Planar array configurations
with a three-dimensional microelectrode structure to increase charge-injection
capability is one proposed idea by Second Sight’s team [118]. Using novel
nanotechnology combined with well-established MEMS methods will produce
batch-fabricated, low-cost electrodes for neural stimulation, recording, and
chemical and biochemical sensing inside the eye [119].

4.5 Surgical Attachment of Stimulation Microelectrode Arrays

Surgical attachment that results in a stable implant without creating force
that can harm the neural interface such as the retina is another challenge. For
cortical and optic nerve stimulations, long needle-type electrodes were used
to stabilize electrode arrays. For retinal implants, various methods for
chronically affixing the array to the retina have been explored, including
biocompatible adhesives or glues, magnetic attachment, MEMS-based sili-
con tacks, and machined metal retinal tacks. Micromachined silicon tacks

a b

Fig. 27 (a) Cyclic voltammograms taken on sputtered thin-film Pt and Pt gray-coated
electrodes. The CV measurements were carried out in a Phosphate-Buffered Saline (PBS)
solution with a potential scan rate of 50mV/s. (b) SEMmicrograph of a thin-film array with a
sputtered Pt and Pt gray-coated electrodes. Unpublished data
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were easy to make by usingMEMs technology [51]. However, silicon is brittle

and suffers from pitting corrosion in the body.Mechanical strength and long-

term biocompatibility are two remaining challenges for the silicon tacks. The

most promising of these methods is the metal retinal tacks resulting in firm

attachment [120, 121]. In vivo studies conducted by Gerding and co-workers

[55, 122] in rabbits demonstrated that tack insertion through the retina,

choroid, and sclera did not cause choroidal hemorrhage, major secondary

proliferations, or other adverse effects. They reported that reduction of tack

diameter reduced the induced secondary tissue reactions and retinal layer

disorganization.
The intraocular fixation of the electrode array using tacks has also been

proven to be surgically feasible in clinical trials [20, 35]. The follow-up

period of more than 9 months clearly shows that the implants are very well

tolerated in the subject’s eyes. No incidence of cell growth has been

observed, and no irritation has occurred as evidenced by fluorescein

angiograms and optical coherence tomography. The close proximity

between the electrode array and the retina enables the fixation with one

retina tack [35]. Berk and co-workers studied retina tack effects in rabbits

and they found that the retinal visual function and the retinal architecture

underneath the implant were unaffected by the fixation of the implant

using a tack [123].
In six human subjects with Second Sight Argus 16 implants, retinal tacks

proved to be effective in the array fixation (Fig. 28) [6, 20]. There are over 5 years

of implant experience with the Second Sight Argus 16 implants. The array

movements were accessed by serial photographs obtained of the implant both

preoperatively and on scheduled post-operative dates. The photographs reveal

minimal, if any, movement of the device. A comparison of pre-operative and

post-operative fluorescein angiograms showed no changes in the vasculature of

the retina and choroid.

Fig. 28 A fundus photo
shows an Argus 16 electrode
silicone array being fixed by
a tack on the epiretinal
surface in a canine
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Unlike epiretinal devices, the implant attachment for microphotodiode and
thin-film array-based subretinal devices did not require a tack. The micropho-
todiode devices and thin-film electrode arrays implanted in animals and human
subjects remained stable under the subretinal space without tacks [8, 43, 124].
However, subretinal implants are prone to retinal detachments.

5 Conclusion

Visual prostheses have proved to be capable of offering blind subjects in
advanced stages of outer retinal diseases the opportunity to regain some visual
function. With relatively low-density retinal implants produced so far by
Second Sight, simple visual tasks that are impossible with the blind subject’s
natural light perception vision can be accomplished. Blind subjects can spatially
resolve individual electrodes within the array of the implanted retinal prosthesis
and can use the system to discriminate and identify oriented patterns. Visual
prosthesis research suggests that higher density devices will provide higher
spatial resolution vision and enable precision activities for blind subjects
[125]. To accomplish this, advances in various engineering aspects, such as
low power consumption and an implantable microelectronic stimulator, slim
hermetical packaging with long-term biocompatibility, and high-density elec-
trode arrays capable of delivering high charges with a geometrical dimension of
micrometers or even nanometers, are needed. Newer models of visual implants
will have higher resolution and someday may allow blind subjects to recognize
faces, read, and even watch television.
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Visual Prosthesis for Optic Nerve Stimulation

Xiaohong Sui, Liming Li, Xinyu Chai, Kaijie Wu, Chuanqing Zhou,

Xiaodong Sun, Xun Xu, Xiaoxin Li, and Qiushi Ren

Abstract The C-Sight visual prosthesis is based on optical nerve stimulation
with a penetrating electrode array. A silicon-based microprobe by MEMS
process techniques and Pt–Ir microwire arrays by electrochemical etching
were fabricated in our project. Noise and impedance analyses were applied to
optimize the electrode configuration. A multichannel microcurrent neural
electrical stimulator and an implantable CMOS-based micro-camera were
developed for neural stimulation and image acquisition, respectively, with a
DSP-based system processing the captured image. Electrical evoked potentials
(EEPs) from rabbit models were recorded using multichannel stainless-steel
screws mounted on the primary visual cortex. The mean charge threshold
density was 20.99� 5.52 mC/cm2 considering the exposed surface of the stimu-
lating electrode. Current threshold decreased as the pulse duration of the
stimulus increased while the corresponding charge threshold increased. The
amplitude of P1 increased when the pulse duration increased from 0.4 to
1.0 ms while the latency of P1 changed little. Experiments also showed that
different distribution maps of EEPs were elicited by different pairs of stimulat-
ing electrodes. The stimulating electrode pair along the axis of the optic nerve
elicited cortical responses with much lower thresholds than that perpendicular
to the axis of the optic nerve. The visual prosthesis with stimulating electrodes
penetrating into the optic nerve has been validated in animal experiments.

1 Introduction

In the past several years, many approaches have been pursued to provide
neural electrical simulation at various positions along the visual pathway,
such as the retina [1–4], suprachoroid [5], visual cortex [6, 7], or optic nerve
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[8, 9] to restore the vision of blind patients. One issue [10] with electrically
stimulating the visual cortex or retina is that the visual field is represented over
a relatively large area, making coverage of the entire visual field nearly
impossible with current electrode array technologies. In the visual pathway,
the optic nerve is one place where the entire visual field is represented in a
relatively small area.

The ultimate goal of artificial vision systems, also known as vision prostheses
[10], is to artificially produce visual perception in individuals with profound loss
of vision due to disease or injury, that can be used to perform activities for
which current assistive technologies have severe limitations. Such activities
include reading text, recognizing faces, negotiating unfamiliar spaces, etc.
Although the most significant difference between these approaches is the inter-
face to the nervous system, all of them share a common set of components, such
as a micro-camera, a visual information extraction and processing system, a
power and information transmission system, a neural electrical simulator and
electrode arrays [11].

The C-Sight (Chinese Project for Sight) is the first multidisciplinary
research project on visual prosthesis in China funded by the Chinese
Ministry of Science and Technology under the National Key Basic
Research Program (973 Program, 2005CB724300) and by the Science and
Technology Commission of Shanghai Municipality(STCSM). The C-Sight
project aims at developing an implantable visual prosthesis for optic nerve
stimulation by penetrating microelectrode arrays (MEAs) to restore helpful
vision for RP (retinitis pigmentosa) and AMD (age-related macular degen-
eration) patients.

Visual information is transmitted via the optic nerve composed of millions of
axons of ganglion cells. Visual phosphenes are created during optic nerve
stimulation by cuff or penetrating microelectrode arrays. In 1998, Veraart
et al. proved that electrical stimulation of the optic nerve in a 59-year-old
volunteer with retinitis pigmentosa could elicit phosphenes. The contact spiral
cuff electrode was used in their experiment. However, the spatial resolution of
recovered vision was limited because surface stimulating electrodes were used.
To improve spatial resolution, penetrating microelectrode arrays are invasively
inserted into the optic nerve with endurable tissue trauma. Optic nerve visual
restoration by penetratingmicroelectrode arrays has been verified in our animal
experiments. With processing techniques advancing, the size of the microelec-
trode arrays can be minimized greatly, resulting in reduced optic nerve damage
and high spatial resolution.

In the C-Sight project, we proposed specific penetrating microelectrode
arrays as the neural interface to transmit the outside encoded electrical stimuli
into the optic nerve bundles for visual recovery. Figure 1 shows the schematic
diagram of the C-Sight approach and the details are presented in Fig. 2.

The total visual prosthesis was composed of two parts: outside the body
and inside the body. In view of Fig. 2, the outer part included image capturing,
processing, and transmitting. The surrounding images are captured by a
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CMOS micro-camera implanted into the lens of the RP or AMD patients.

This method will enhance the synchronization between outside images and

visual phosphenes compared with the glasses-based image shot. Then, the key

features of images are extracted from the original scenes by advanced image

processing algorithms and encoded into trains of digital signals with a specific

spatiotemporal stimulation pattern. These electrical pulses are forwarded by

radio transmission. In the inner part, the internal coil transfers the received

radio power and data to the implanted microcurrent stimulator which is

electrically connected to the implanted microelectrode arrays. Considering

these two parts, the outside images can be transformed into multichannel

microcurrent pulses to stimulate the optic nerve where action potentials are

generated and conveyed to the visual cortex.

Fig. 2 Block diagram of optic nerve stimulation using penetrating microelectrode arrays

Fig. 1 Optic nerve visual prosthesis using penetrating microelectrode arrays
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2 Penetrating Microelectrode Arrays

The implantable microelectrodes are considered in different ways such as
biocompatibility, tissue trauma, uniformity, low cost, and so on. Metal micro-
wires and silicon microelectrode arrays are usually selected as the neural inter-
face for neural recording and stimulation. Metal microwires made of stainless
steel, tungsten, and platinum/iridium (Pt/Ir) alloy were prevalent in the early
stage of neural prosthesis applications. With the development of MEMS
(micro-electro-mechanical system) micromachining technique, silicon-based
microelectrodes can be fabricated in batches and have satisfactory uniformity,
high yield, and low cost. Several different types ofMEAs were fabricated in our
group.

2.1 Noise and Impedance Analyses

The in vivo neural recording or stimulating setup is unavoidably affected by
main-frequency disturbance, background noise, and thermal (Johnson) noise of
the microelectrode. Disturbance from the main frequency can be eliminated by
a shielded cover, and the background noise results from respiration and excita-
tion of thousands of neurons far from the exposed microelectrode sites and
closely relates to the animal conditions, and so the thermal noise analysis is
detailed here. After the microelectrode was implanted in vivo, the exposed
metal sites were electrically related with the physiological saline solution. The
equivalent circuit of metal–electrolyte interface [12] was illustrated in Fig. 3.
Rmet denotes the interconnecting metal wire resistance on the order of tens of
ohms, and Ce and Re denote the double-layer capacitance and resistance,
respectively. E is the half-cell voltage at the metal–electrolyte interface.

According to Fig. 3, thermal noise was dominated by Rmet, Re–Ce network.

Rmet and the resulted PSD (power spectral density) of thermal noise were

shown in equations (1) and (2), respectively.

Rmet ¼ r� L

S
(1)

Re

Ce

Microelectrode

Rmet
E

Electrolyte
Fig. 3 Equivalent circuit of
microelectrode–electrolyte
interface
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Sð f Þ ¼ 4kTRmet (2)

where k(= 1.38�10–23 J/K) is the Boltzmann’s constant, T is the absolute
temperature with the unit of Kelvin, r is the metal resistivity,L is the connecting

wire length of several millimeters, and S denotes the cross-section area. The
thermal noise from the small-value metal resistance Rmet is neglected. There-

fore, the noise is mainly produced from Re–Ce network shown in Fig. 4.
Figure 4(a) shows the practical parallel network of resistor and capacitor,

and Fig. 4(b) is the equivalent noise model of this network considering thermal
noise fromRe. The dashed-line block denotes the ideal network. PSD of Re and
the transfer function h(f) are, respectively, expressed in equations (3) and (4),
PSD of the output terminals Sout(f) = Sv(f)|h(f)|

2 is shown in equation (5), and
the total noise Pn,out within the total frequency range is shown in equation (6)

Svð f Þ ¼ 4kTRe (3)

hð f Þ ¼ 1

1þ j 2pfReCe
(4)

Soutð f Þ ¼
4kTRe

1þ 4p2Re2Ce2f 2
(5)

Pn;out ¼
Z1

0

Soutð f Þdf ¼
kT

Ce
(6)

The unit of kT/Ce is V2. (kT/Ce)1/2 is the equivalent noise voltage with units
of Vrms. It was clear that the equivalent noise voltage of the Re–Ce network
within the total frequency range was in inverse proportion to Ce. With settled
temperature, increasing Ce can reduce thermal noise voltage, which means
increasing the site area of the multichannel microelectrode with planar metal
sites exposed. At body temperature of 310 K, the equivalent thermal noise
voltage at the total frequency range was 65.4 mVrms with Ce of 1 pF.

Re (noise) Ce

(a) (b)

Ce

Re (without noise)

Sv( f ) = 4 kTRe

Fig. 4 Noise-analysis model
of Re–Ce network
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Thermal noise analyses resulted in the size selection of the exposed planar

site, and the impedance Z was mainly determined from Re and Ce in

equation (7).

Z ¼ Re

1þ j 2pfReCe
(7)

In view of equations (6) and (7), low thermal noise means large signal-to-

noise ratio (SNR), large site size, low impedance, and low spatial resolution.
Microelectrodes for neural stimulation possessed satisfactory charge trans-

mission ability and large double-layer capacitance resulting in low impedance

of several to tens of k�. Meanwhile the selectivity was affected, so the exposed

site area must be compromised to satisfy the requirements of low thermal noise

or high-sensitivity and high-spatial resolution or high selectivity.

2.2 The Tungsten Shafts

Tips of the implanted tungsten microwires were electrochemically etched with a

tungsten probe as the working electrode (anode) and a carbon rod as the counter

electrode (cathode). A 1 mol/l NaOH solution was used as the electrolyte. The

experiment setup included a voltage power source, a switch, an ammeter, and an

electrochemical cell with a pair of electrodes as shown in Fig. 5. The applied AC

voltage was 50 Hz of frequency and 6 V of amplitude. After shaping a certain

taper, the probe was insulated by Teflon and a 200 mm-long tip was exposed. The

impedance characteristics were measured by the Precision LRC Meter Agilent

AC

A

Electrolyte

Carbon rod Metal wire

Fig. 5 Electrochemical
etching setup
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E4980A with a three-electrode method at room temperature. The typical impe-

dance at 1 kHz was 10 k�.
Five microelectrodes were mounted on a 0.4-mm-thick plastic pedestal. The

size of the pedestal was 2.5 mm long and 1.5 mmwide with the electrodes spaced

275 mm apart from the center. The shaft of the electrodes was 100 mm in

diameter with one end etched electrolytically to a penetrating cone-shaped tip

with an included angle of 158 and the radius of curvature of 0.5–0.7 mm. This

microelectrode array had a height of 0.5 mm. The electrode was insulated with

Teflon with the tip exposed to yield a surface area of 3155� 100 mm2. The lead

cables were enameled wires and were connected to a 6-pin connecter. The

electrode array was encapsulated with medical grade silicon gel in an innovative

designed mold, which was hemispheroidal with a 3-mm-wide and 2-mm-deep

notch across the axis on the surface of the mold. The radius of the hemispheroid

was 12mm in accordance with the size of the human eye ball (Fig. 6). Due to the

non-stable physical and chemical characteristics of tungsten material, the

microelectrode array based on tungsten microwires was only for acute experi-

ment purposes.

2.3 The Pt/Ir Alloy Shafts

In order to improve the biocompatibility and biostability of the implanted
microelectrode array, noble metals platinum, and iridium were considered as
the stimulating metal material. With the addition of iridium, hardness can be
enhanced for optic nerve penetration. The Pt/Ir microelectrode arrays were also
selected in our lab.

Different kinds of FMAs (floating multielectrode arrays) were customized
byMicro-Probe Incorporated in the United States in the optic nerve stimulation

Fig. 6 Five probes were
mounted on the substrate
with the enameled wire
connected individually:
the zoom-in penetrating
microprobes were shown in
the upper right corner
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experiment. The lengths ofmicroprobes ranged from 0.80mm to 1.50mm, and the

impedance was 10 k� at 1 kHz shown in Fig. 7(a). Figure 7(b) shows the 1� 5

electrode array (100% Ir) with the probe lengths steeply increasing from 0.90 mm

to 1.50mm, and the exposed tip length of 100 mm. Each shaft had an impedance of

10 k�. Figure 7(c) shows the 16-shaft FMA (70%Pt-30%Ir) with the shaft length

of 0.2 mm and per-shaft impedance of 20 k�.

2.4 Silicon-Based Microelectrode Arrays

With the development of the MEMS (micro-electro-mechanical system) micro-

machining technique, silicon-based microelectrodes can be fabricated in batches

and have satisfactory uniformity, high yield, and low cost. The silicon microelec-

trodes bear relatively good flexibility and mechanical strength compared with

silicon/silicon dioxide ones [13, 14]. Si (silicon), SiO2 (silicon dioxide), and Si3N4

(silicon nitride) are biocompatible with biological tissue and suitable for in vivo

application [15]. As a result, silicon-based microelectrodes have attracted much

interest in recent years. Two- or three-dimensional silicon microelectrodes have

been fabricated [13–16] in Michigan and Utah. The silicon microelectrodes or

microprobes can be fabricated based on a single-crystal silicon or SOI (silicon-on-

insulator) wafer. Based on the single-crystal silicon substrate, a deep pþþ boron

diffusion process is usually included to determine the outline of the silicon micro-

electrodes with higher concentration grades between the pþþ layer and the silicon

substrate. This presents rigid requirements for the diffusion process. In contrast,

based on the SOI wafer, the top silicon or silicon device layer determines the

thickness of the silicon microelectrode with precisely controlled uniformity.

Besides, the buried SiO2 layer is an etch stop while releasing the microelectrode.
The original SOI wafer was manufactured by bonding a top silicon layer of

15 mm, a buried silicon dioxide layer of 1 mm, and a bottom silicon layer of

500 mm. The fabrication process is detailed as follows: (a) Lower 3000 Å silicon

nitride was deposited on the SOI wafer by plasma-enhanced chemical vapor

deposition (PECVD) to electrically separate the top silicon from the SOI wafer

and metal connecting wires; (b) Lower titanium/gold (Ti/Au) of 1000 Å/3000 Å

(a) (b) (c)

Fig. 7 (a) Thirteen probes with length from 0.80 mm to 1.50 mm; (b) five probes with length
from 0.90 mm to 0.50 mm; (c) sixteen probes with the same length of 0.2 mm
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was sputtered on the lower silicon dioxide and patterned as conductor traces by
diluted buffered oxide etching (BOE) and gold corrosive, respectively. Then the
probe was annealed at 3808C for 40min; (c) Upper 3000Å SiO2 was deposited by
plasma-enhanced chemical vapor deposition to insulate the metal layer from the
tissue solution. (d) The upper SiO2 layer was etched by BOE to open F-6 mm
contact holes near the tip and bond pads at the rear. (e) According to step (b),
seven F-10-mm circular recording sites were formed with the central space of
120 mm. (f) Thick photoresist was used as the mask layer, and the horizontal
architecture of the microelectrode was determined by an ICP (inductively
coupled plasma) dry etching process technique. (g) The wafer was thinned to
200 mm by physical ablation of the bottom silicon and adhered to a glass plate by
black wax. Then the wafer could be further thinned to 50 mm by BOE solution.
(h) The wax was removed and the top side of wafer was protected and adhered to
another silicon wafer by photoresist. The bottom silicon layer of the wafer was
plasma dry etched using gas SF6. Because of the low selectivity ratio between
silicon and silicon dioxide, the buried silicon dioxide layer was removed at the
same time. Consequently, the individual silicon microelectrodes were completed
after performing photoresist-removing techniques using acetone.

Figure 8 shows the silicon microelectrode. The released microelectrode is
shown in Fig. 9.

Fig. 8 The top view of silicon-based MEAs after ICP etching: single probe with seven sites

Fig. 9 The released SOI-
based silicon
microelectrodes
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According to Figs. 8 and 9, seven bond pads corresponding to seven different
recording sites are clearly shownwith the lateral dimensions marked. The probe
shank is 3mm long and 100 mmwide, and the seven recording sites are located in
the center of the shank within the range of 1 mm from the tip. Since the shank is
narrowed down like a sharp-edged sword near the tip, it is able to penetrate into
the optic nerve with the tip angle of 68.

3 Neural Electrical Stimulator

Some electrical stimulators for chronic pain treatment use battery power and
rely on repeated surgery to replace the battery. Alternatively, it is possible to
power implants without a physical connection by using an inductive link, in
which current through a primary coil driven by a signal and energy source
induces current in a secondary coil [16]. In this design, the external and internal
parts exchange information by radio frequency (RF) telemetry.

The neural stimulator consists of three main parts: the communication unit,
the processing and control unit, and the electrode driver unit. Figure 10 is the
schematic architecture of the micro-stimulator.

3.1 Communication Unit

The communication unit receives power and data signal packets. Similarly,

when the state information of electrode arrays is needed, the state packets are

sent out by this unit too.
A high-efficiency Class-E amplifier is used to transmit power to the internal

unit. The power is generated by the induced RF signal. The voltage swing of the

Fig. 10 Schematic architecture of the neural electrical stimulator
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induced signal is as high as the need of the stimulator. Therefore, the signal must

be rectified and regulated before it is delivered to the other parts of the

stimulator.
The control data and stimulus information are provided by the external part.

The valid packets in the system protocol include synchronization, start, data,

and end packets. The basic format of each packet is: the start bit (1bit, 0),

the information bits (8bits, include control and data information), the end bit

(1bit, 1). The data packet format follows the format shown in Fig. 11.

As we all know, the information after image acquisition and processing is
transferred from the external part to the internal stimulator according to the
format of the frame. Each frame will consist of many data packets. If the
continue bit is set to 1, it means the process of transmission needs transfer
control and data information continuously. After finishing the transmission of
information of one frame, the end packet will be added in the transmitting
sequence. It shows the system has finished the transmission of one frame image.
If we want to transfer the next frame, the synchronization packets should be
sent over again.

3.2 Processing and Control Unit

The processing and control unit shown in Fig. 12 is responsible for managing
power, coding, decoding data information, and monitoring the state of elec-
trode array. Considering the feasibility of integration, the main function of the
processing and control unit is implemented based on FPGA.

Fig. 11 Data packet format for the stimulator
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The parameter collector also measures power supply voltage, electrode
resistance, interference between electrodes, and other important internal para-
meters. These messages can be transmitted back to the outer controller by the
reverse data transmission module. This part of the function is under research
and development.

3.3 Electrode Driver Unit

The electrode driver unit converts digital signals into analog signals by a digital
analog converter (DAC) and supplies biphasic current pulses of variable ampli-
tudes and durations to the electrode array with penetrating electrodes.

Because the design style of the subboard and mainboard is used in the
electrode driver unit, four subboards are plugged into four slots on the main-
board vertically. On each subboard, there is one DAC which has a 16-channel
output and two octal SPST switches which are used to control which electrode is
selected. Therefore, we need to design the circuit to control 64 electrodes
aggregately. The schematic of the electrode driver unit is shown in Fig. 13.

To avoid stimulation current flowing to other electrodes freely, it is necessary
that only two electrodes generate stimulation current every time. Besides, the
accumulation of charge would induce a permanent injury in human tissues.
According to the experiment results of ClaudeVeraart et al. [17, 18], stimulation
based on the optic nerve needs biphasic current pulses. Therefore, two-phase
pulse stimulation is adopted to balance the total charge. Fig. 14 shows the
current stimulation pulses.

Fig. 12 Schematic of the main control circuit
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The design is capable of controlling the electrode driver with the style of

subboard and mainboard to generate biphasic current, from several mA up to

several mA variable amplitudes, from tens of microseconds (ms) up to hundreds

of microseconds (ms) in pulse duration and single or multiple pulses train. In the

project, the main control unit uses FPGA to realize the decompression, coding,

decoding, and demultiplexing control. In our design, it can offer single pulse or

multiple pulse sequences which vary in range from 10 mA to 4 mA current

amplitudes, from 25 to 400 ms duration, from 40 to 350 Hz frequency, etc. Due

to the use of demultiplexing, we cannot give the 64 electrodes stimulus signal

simultaneously. As in many imaging systems, for perceiving a continuous

image, the retinal stimulation needs to be above a specific rate in order to

Fig. 14 Current stimulation pulses

Fig. 13 Schematic of electrode driver unit
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achieve flicker-free vision. The threshold stimulation rate above which the

image appears continuous is between 40 and 50 Hz [19]. This parameter pro-

vides the opportunity to demultiplex one output from DAC to drive multiple

stimulus drivers.

4 Image Acquisition and Processing

The visual information processing system is a very important portion of the

application of the visual prosthesis. It is necessary to research and develop the

hardware of the image processing system dedicated to visual prostheses as well

as the image processing strategies applying to visual prostheses.
From Figs. 2 and 15, it is clear that the micro-camera and image processor

are absolutely essential parts of visual prosthesis in our project.

4.1 Image Acquisition

As the prosthesis will be implanted into the human eye, all the components

should be small in size with low weight and low power dissipation. A number of

image acquisition devices or mini-cameras are available and suitable for this

application, such as charge-coupled device (CCD) or complementary metal-

oxide semiconductor (CMOS) cameras. Although a CMOS camera is more

susceptible to noise and has lower light sensitivity than CCD, it is more suitable

for implantable visual prosthesis applications with some crucial features, such

as lower power dissipation, small size, and camera-on-a-chip integration. Based

on such reasons, the OV6650FS (Omnivision Co.) was chosen as the photo-

Fig. 15 Schematic of image acquisition and processing system
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sensor in our image acquisition system, for it is the smallest CMOS camera on

the market and has relatively low power dissipation. As the former research

mentioned, Stiles et al. have found that only 625 pixels are enough for object

recognition by blind people [20]. Therefore, the resolution of CIF (352� 288) of

OV6650FS is enough for a visual prosthesis prototype.

4.2 DSP-Based Image Processing System

4.2.1 Hardware of Image Processing System

Image real-time processing is necessary in visual prostheses. The digital signal

processor, due to strong operation capability and its special soft and hard

structure, has been widely used in image processing. The computational com-

plexity for the algorithms which can be applied to visual prostheses is very high,

so our image processing system is based on TMS320DM642. It has a VLIW

architecture which is a highly parallel architecture in which multiple instruc-

tions are executed per cycle, making it an excellent choice for visual image

processing application.
Figure 16 shows our image processing system designed for visual prostheses,

which consists of a digital signal processor (DSP), a synchronous dynamic

random access memory (SDRAM), a FLASH, an advanced RISC machine

(ARM), a special memory, an adjusting circuit, a data transmit interface, a data

receive interface, and a power management.

Fig. 16 Image processing system designed for visual prostheses
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The DSP connects with the image acquisition system. It receives the image

information from the image acquisition system and takes charge of the main

functions of image processing, such as information reduction, extracting,

encoding, and so on. The ARM connects with the DSP. It has a high ability

of controlling the transmission of the information in the image processing

system. SDRAM stores the image information with the specific format which

was received from the image acquisition system. The special memory deposits

the encoding results, electrode information, adjust information, as well as other

information at the different addresses. The FLASH connects with the DSP. The

program of the image processing strategies for the visual prostheses is stored in

the FLASH. The adjusting circuit is used to emendate the image information

deposited in the SDRAM and improve the image quality. The power manage-

ment is in charge of offering the power supply to the whole image processing

system.

4.2.2 Image Processing Strategies

The image processing strategies are the most important part of the software

design in our system. These strategies are used in the flow of whole image

processing. As Fig. 17 shows, the original images are acquired by the camera

and sent to the DSP (digital signal processor) for the pre-processing. After that,

Fig. 17 Schematic of image processing strategies
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the images will be classified according to complexity: simple images, middle-

complexity images, and complex images.

Image Classification

The first key issue of image processing strategies is image classification. The

approach is to use simple and effective mathematic methods to calculate and

get an eigenvalue of image, then classify the different images according to this

value. Based on former research, there are several methods to estimate the

complexity of an image, such as local gray complexity [21], template [22], and

two-dimensional C0 complexity [23], etc. Different measures can be adapted

to process surrounding images in the daily life of blind patients. According to

the analysis of comparative results, the method of two-dimensional C0 com-

plexity gave the better distinction. Figure 18 shows the complexity of differ-

ent object and scene images using the two-dimensional C0 complexity

method.

Fig. 18 The complexity of different object and scene images using two-dimensional C0
complexity method
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Different Image Processing Strategies According to Various Complexities

For different images, various image processing strategies are used to reduce the

computation. If the simple strategy cannot get a better result, the image proces-

sing system will use a more complex processing strategy automatically.

(A) Strategy 1: Simple Image

Simple images include simple objects, characters, or words. As we can see in the

Fig. 19, using the image reduction arithmetic reduced the original 288� 288

image to 32� 32 directly. The adaptive threshold binary method was applied to

the simplified image. Then, four orientation kernels were used to extract the

useful information. Finally the result (32� 32 binary images) can be gotten

after then edge detection process of the binary image.

(B) Strategy 2: Middle-Complexity Image

The middle-complexity images include more complex objects and simple scenes.

Figure 20 shows the Strategy 2 for a middle-complexity image. After the estima-

tion of complexity, the images (288� 288) were reduced to 96�96. Then, the
useful information was extracted from the pixelized image (using the method

which was mentioned in Strategy 1). Some morphological operations like

Fig. 19 Strategy 1: (a) schematic of simple image processing strategy and (b) a series of results
for different processing steps

60 X. Sui et al.



dilation, erosion, as well as a skeletonwere used to enhance andmend the images.
A process of erosion was executed which focuses on depressing the affection of
noise and false contour.A skeletonwas very useful in processing images ofwords.
In the end, the results were regulated or reduced to 32� 32.

(C) Strategy 3: Complex Image

Complex images will be the real objects and scenes we meet in daily life. It is
hard to get satisfactory results when we use simple processing methods such as
Strategy 1 and 2. Therefore, it is necessary to select the most important or
interesting region (called focus of attention – FOA) as the focus. Then, Strategy
2 is used to process this region (focus image) to get satisfactory result. Figure 21
shows the schematic of Strategy 3.

To sum up, due to the limited electrode numbers and existing techniques, it
will be difficult to increase the pixel number for the actual visual prosthesis, and
only low-resolution image information can be transmitted to the brain. There-
fore, currently the goal of visual prostheses is not to regenerate detailed vision,
but to provide visual perception that is useful for blind individuals to perform
common daily tasks such as text reading, facial recognition, and unfamiliar

(b)

(a)

Fig. 20 Strategy 2:
(a) schematic of middle-
complexity image processing
strategy and (b) a series of
results of different
processing steps
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environment navigation. In the near future, with the development of technology
and improvement of relative theories, the function of visual prostheses will be
perfected to satisfy more requirements of blind people in their normal lives.

5 Psychophysical Study for Visual Prosthesis

The brain is able to function only if it is provided with sufficient information.
Using visual prostheses, what the patients will see are pixelized images. Due to
limited numbers of microelectrodes, the images are of low resolution which
largely impairs the development of visual prostheses. To restore functional
vision, we must know the minimum requirements that the brain needs.

Psychophysical experiments using simulated prosthetic vision can provide
the minimum requirements of visual prostheses to realize certain tasks. These
experiments simulate scenes of daily life in normal sighted people. Simulated
experiments can control individual variables and experiments can be repeated
on specific subjects. Many parameters could be adjusted in a large range. The
psychophysical experiment on simulated prosthesis vision is an important way
to study the minimum information requirement. The importance of simulated
experiments has been proved by the success of multichannel cochlear implants.

Several groups all over the world have carried out such simulated experi-
ments on different aspects as pixelized reading [24–26], human face recognition
[27, 28], eye–hand coordination [27, 29], and movement [30].

Our team conducted some simulated experiments on normal sighted people
to study the recognition of pixelized Chinese characters [31] and pixelized
images in daily life. We also studied the positioning of simulated phosphenes
based on psychophysical experiments [32].

Fig. 21 Strategy 3: (a) schematic of complex image processing strategy and (b) a series of
results for different processing steps and focus image
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5.1 Recognition of Chinese Characters with a Limited Number
of Pixels

Visual prosthesis is based on point-to-point interconnection between stimulat-
ing microelectrode contacts and neural elements. The image captured by the
camera is translated into electrical signals and then delivered by bypassing
regions of the malfunctioned visual pathways. What the subjects ‘‘see’’ is a
pixelized image, and a limited number of microelectrodes result in low
resolution.

Most previous studies of pixelized reading focused on reading speed with
Latin words as the experimental objects, while little attention has been paid to
the reading and recognition of Chinese characters.

In order to acquire systematical knowledge about the optimal and econom-
ical recognition of pixelized Chinese characters with limited numbers of pixels,
we conducted two phases of experiments.

5.1.1 Recognition Accuracy of Pixelized Chinese Characters Using Simulated

Prosthetic Vision

We used the first set of GB 2312-80 International Standard Code promulgated by
the Standardization Administration of China as our experimental character set.
A self-developedplatform,HanziConvertorwith digital image processing capacities
was developed to convert originalChinese characters into pixelized optical stimulus.

Three experiments were carried out to study the discernible differences
among the classes of pixel numbers, the character typefaces and stroke numbers
in recognition of Chinese characters, respectively.

The subjects were asked to identify the pixelized images and wrote down the
recognizable characters as quickly as they could. If the characters could not be
identified, the subjects should write down ‘‘X’’. The results were recorded and
compared with the original characters saved in advance.

It was found that the pixel number is the crucial factor that determines the
accuracy of recognition. The accuracy rises constantly with the array size. The
accuracy of the pixel array size 6� 6 is nearly zero. Nearly all the characters
sampled in size of 6� 6 were indecipherable except for several characters with
very few strokes. In size of 8� 8 or 10� 10, the recognition accuracy increases
rapidly, and reached nearly 50%. When pixel number was 12� 12, all the
subjects could identify every character without error.

The four tested fonts were set as Fangsong Ti, Hei Ti, Kai Ti, and Song Ti,
respectively. When Song Ti and Hei Ti were applied, the recognition accuracy
was higher compared to the other two fonts, Kai Ti and Fangsong Ti. Especially
in the pixel array size of 10� 10, the disparity was obvious. It was mainly
because Song Ti and Hei Ti occupy much more space than the other two
fonts with the same pixel sizes.

We also found that the complexity of each character, measured by the
number of strokes it contains, affected the recognition accuracy. Characters
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with 1–4 strokes were identified correctly in all kinds of pixel array sizes, while
satisfactory recognition accuracy of characters with 5–8 strokes could be
achieved when pixel size was larger than 8� 8. As for characters with more
than nine strokes, only 12� 12 arrays were able to provide enough information
for the subjects. When pixel size was lower than 12� 12, the recognition
accuracy decreased as the number of strokes increased.

5.1.2 Recognition of Chinese Characters with a Limited Number of Pixels Based

on Complexity Analysis

All the information that the visual prosthesis translates and processes is based
on the image captured by the camera. The stroke number of Chinese char-
acters is not a clear conception for vision prosthesis. In view of the calculation
speed and the applicability, the black pixel statistic algorithm was chosen in
the study.

The 631most commonly usedChinese characters were classified into six groups
based on black pixel statistic algorithm complexity (0–0.16, 0.16–0.20, 0.20–0.24,
0.24–0.28, 0.28–0.32, and 0.32–0.36) as experimental characters set. Hei font was
chosen in our experiment to minimize any unexpected confounding effects.

The experiment was performed in a quiet and dark room to shield from
ambient light. The setup included a DSP-based embedded system, a head-
mounted display (HMD) with an experimental software package developed
by our team written in the C++ language. The pixelized images of Chinese
characters with different resolutions (6� 6, 8� 8, 10� 10, and 12� 12) were
rendered on a head-mounted display screen (Fig. 22).

Fig. 22 The experimental scene of recognition of Chinese characters with a limited number of
pixels: it was performed in a quiet and dark room to shield from ambient light. The pixelized
images of Chinese characters with different resolutions (6� 6, 8� 8, 10� 10, and 12� 12)
were rendered on head-mounted display screen
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The complexity of the 631 most commonly used Chinese characters was

evaluated by the black pixel statistic algorithm. The mean complexity and the
number of Chinese characters with stroke numbers from 1 to 16 can be found in

(Table 1). In general, Chinese characters with a high number of strokes will be
more complicated than those with fewer strokes. Mean complexity increases
gradually with the increase of the stroke number. The complexity rises rapidly

when the stroke number is less than 4. From 4 to 16 strokes, the rate of rise
slows down.

The mean recognition accuracy of Chinese characters is 98.29� 2.04%,
91.98� 7.56%, 69.75� 24.80%, and 28.40� 27.97% for 12� 12, 10� 10,

8� 8, and 6� 6 pixels arrays, respectively, regardless the complexity of the
characters.

The results indicate that the mean recognition accuracy increases with the
increase of the pixel array number. The binary pixel arrays 10� 10 and 12� 12

are sufficient for recognition of Chinese characters, so that more than 90% of
experimental samples can be identified correctly. A result of less than 30% of
experimental samples identified correctly for 6� 6 pixel arrays indicates that

6� 6 pixel arrays are not suitable for recognition of Chinese characters. The
pixel arrays 8� 8 are the threshold, with about 70% of characters identified
correctly. As to our expectation, the mean recognition accuracy decreased with

the increase of complexity for a given pixel array number. The more compli-
cated a character is, the more difficult it is for a subject to identify.

5.2 Image Processing Based Recognition of Images with a Limited
Number of Pixels

The purpose of this study was to investigate the primary factors in recognition
of images of common objects and scenes and optimize the recognition rate on
low resolution using image processing technologies. Two image processing

methods (‘‘threshold-binarization’’ images and ‘‘edge’’ images) and two kinds
of pixel arrays (square pixel array and circular pixel array) were adopted in
different image arrays, respectively (8� 8, 16� 16, 24� 24, 32� 32, 48� 48,

and 64� 64).
Twenty objects and five scene images were chosen from the databases which

were familiar to almost everyone. The original images were captured using the
mini CMOS image sensor which was a part of an embedded system based on

DSP developed by ourselves.
The experiment was performed in a quiet and dark room to shield from

ambient light. Setup was the same as mentioned above. The images were
captured and processed by the embedded system, and then the results were

transmitted to the computer through the USB device. The HMDwas controlled
by the computer (Fig. 23).
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The object recognition was close to zero in 8� 8 pixel arrays. When the pixel

number increased to 16� 16 pixels, the recognition showed noticeable differ-

ences with two image processing strategies. Binarization showed better results

than Edge strategy, the impact produced by the shape of pixels was relatively

small. However, different pixel shapes with the same processing method pro-

duced no significant differences in image recognition. Furthermore, with the

pixel number increased to 24� 24, there was a great increase in recognition

accuracy. The Circular-Binarization (69.57� 9.42) image was still the most

easily identifiable, but the distinction was comparatively small. The fluctuant

trend of recognition with higher pixel numbers demonstrated a relatively slow

growth from the 32� 32 resolutions to 64� 64. At the same time, the accuracy

increased from 80% to nearly 100% (Fig. 24).
Scene images were very hard to identify without sufficient prior information

when the resolution was lower than 32�32. With 32�32 pixel arrays, there was
a great diversity of recognition accuracy for two strategies and two pixel shapes

from Square-Binarization (30.44� 7.32) to Square-Edge (9.57� 8.60). The

diversity of recognition accuracy of different image modes became negligible

at the resolution of 48�48 pixels. Meanwhile, the mean recognition accuracy of

different strategies and pixel shapes had an obvious growth (near 60%). For

64�64 pixels, the mean recognition accuracy had reached near 80%. Binariza-

tion showed better results than Edge strategy in 32�32 pixel arrays. However,

Fig. 23 Sample images used in the experiment. Each column corresponds to a given number of
pixels (6� 6, 8� 8, 10� 10, and 12� 12) and each row corresponds to a given processing
method and shape of pixel. The image pixelized by white binary matrix pixels. Visual angle of
each image was set in 58
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with the number increasing to 48�48, the Edge got better results than the
Binarization method. Different pixel shapes with the Edge method did not
show distinct differences, while with the Binarization method, square pixels
got better results than circular pixels when the pixel number increased to
32� 32. ‘‘Circular-Edge’’ images were easier to recognize (Fig. 25).

5.3 Dispersion and Accuracy of Simulated Phosphene Positioning

With the rapid development of prosthetic vision evaluating the characteristics

of phosphenes after implantation of electrode arrays will become increasingly

important in future research. Mapping phosphenes was of great importance

after electrode array implantation of visual prostheses. Several methods have
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Fig. 25 Experiment results: the recognition accuracy of simple scenes
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been developed by our team to map phosphenes and evaluate their character-
istics. Two phases of experiments were carried out in this regard.

5.3.1 Tactile Perception Based on Phosphene Positioning Using Simulated

Prosthetic Vision

The setup included a head-mounted display, which was connected to the
computer in order to generate simulated phosphenes, a 19-inch touch screen
to record the subject’s tactile position, a simple tactile guide that directs the
subject to recognize the origin of the system, and an inverted ‘‘L’’ shaped short
horizontal stick pointed toward the center of the touch screen. During the
experiment, the subject’s hands were placed at the tip of the short horizontal
stick in order to help him/her realize where the center of the touch screen was.
Moreover, the setup also included a chin rest placed 30 cm in front of the touch
screen in order to hold the subject’s head stable, and a Dell computer with a
C++ experimental program to create the circular phosphene. The phos-
phene’s size was 16� 16 mm (Fig. 26).

The experiment included two modes: without and with a visual guide. The

visual guide was used to reduce the visual perception error. The equidistant

horizontal and vertical lines divide the touch screen and the screen in the HMD

into 8� 6 grids. In this situation, the visual perception error is reduced as the

locations of simulated phosphenes are observed with more accuracy. Each

mode included training and formal parts.
The visual guide increased the accuracy of tactile perception as the distribu-

tion was larger when the error was under 20mm and became inverse as the error

went above 20 mm.

Fig. 26 The setup of the
simulated phosphene
positioning system. It is
totally dark in the HMD
before the program is
running. The image in the
HMD is the same as that on
the touch screen except for
the resolution. The image
also displays on the touch
screen to help the
experimenter track the
experimental procedure.
(From Chai et al., 2007b)
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Dispersion and response time have a significant relation to the distance to the

origin. There are two main aspects that affect accuracy: the error of judgment and

individual differences. The error of judgment can be explained using the visual

guide, which obviously increases the accuracy as well as the other two parameters.

The individual differences could be solved by systematic training (Figs. 27 and 28).

Fig. 27 Contrast of tactile accuracy distribution in two modes (without and with visual
guide). The statistics are based on three simulated points (the distance to the center of the
touch screen is 16, 60, and 80 mm each) in 20 subjects. Each point is repeated 10 times. (From
Chai et al., 2007b)

Fig. 28 The scatter of simulated phosphenes and the mean values of the subject’s judged
points in themode without the visual guide (left). The scatter of simulated phosphenes and the
mean values of the subject’s judged points in the mode with the visual guide (right). The open
circle represents the three simulated phosphenes whose distances to the origin were 16, 60, and
80 mm, respectively. The product sign, plus sign, and asterisk sign represent the mean value of
the subject’s judged points toward the 16, 60, and 80 mm simulated phosphenes, respectively.
The 20 determinative signs toward each simulated phosphene represent the 20 subjects in the
experiment. (From Chai et al., 2007b)
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5.3.2 Dispersion and Accuracy of Simulated Phosphene Positioning Using

Tactile Board

Three experiments were designed to evaluate the performance of phosphene

positioning based on a tactile board using simulated prosthetic vision. They

measured the effect of distance, the effect of quadrant, and the long-term effect.
The tactile board was a self-developed apparatus designed on Cartesian

coordinates in order to reduce the tactile perception error. It consisted of a

basic board, a pushbutton array, and adjustable retainers (Fig. 29).

The setup of the phosphene positioning system included a self-developed

tactile board, a head-mounted display, a 19-inch touch screen, a personal

computer with a self-developed experimental software system written in the

C++ language (Fig. 30).

Each experiment included two processes: the training and the formal experi-

ment. The procedures of the training part and the formal experiment were

completed in a dark, quiet room so that the subjects could concentrate on the

experiments.

Fig. 30 The setup of
simulated phosphene
positioning system

Fig. 29 The tactile board
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The values of standard deviation (SD) were less than 6 mm. All of the values
were in the range of 4–6 mm. The range of mean error was 4–9mm. The response
time for the distances of 56 mm, 79 mm, 113 mm, and 136 mm was from 24.5 to
28.3 seconds, while the response time for 11 mm distance was 17.7 seconds.

The dispersion based on the tactile board was significantly improved in
evaluating simulated phosphenes in two aspects. One was that the dispersion
of all judged points decreased in using the tactile board, while the other was that
the differences of dispersion were small enough to be ignored as the distance to
the origin increased.

The conclusion was that the tactile board increased accuracy. Using the
tactile board not only decreased the mean error, but also reduced the accuracy’s
fluctuation as the distance to the origin changed.

Long-term experiments improved both dispersion and accuracy, and both
SD and mean error were decreased in the long-term experiments, especially in
the first two experiments.

6 Surgical Approach to Expose the Optic Nerve

Anatomically, the retrobulbar segment of the optic nerve is located in the closed
orbit. There is no way to access it except surgery. Therefore, a surgical approach
should be selected and its efficiency and safety should be evaluated.

6.1 Surgical Technique

Anesthesia and sedation were introduced by intramuscular injections of keta-
mine hydrochloride and xylazine hydrochloride. Body temperature was main-
tained at a level of 398C during the experiment and electrocardiogram was
supervised so that the anesthesia could also be monitored. Atropine eye solu-
tion was administered into the conjunctival sac of the surgical eye to lessen the
edema of the conjunctiva and the third eyelid.

Surgery was performed on right eyes only. After shaving the surgical area,
povidone-iodine was used for disinfection and the surgical eye was routinely
draped. A lateral canthotomy was performed and the conjunctiva was incised
at the superior fornix. The superior rectus muscle was dissected with a thermal
cauter; in order to avoid unnecessary bleeding, the vortex vein along the rectus
muscle needed to be ligated. Then, the eye was rotated inferonasally. Care
needed to be taken to avoid tearing or breaking the intraorbital venous sinuses.
The soft tissue surrounding the posterior aspect of the globe was dissected
superotemporally with care along the ciliary blood vessels on the sclera, until
the optic nerve became visible. The outlet of the optic nerve was gently freed
from the surrounding soft tissue and made ready for implanting the stimulation
microelectrodes or electrode array.
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6.2 Efficiency and Safety

Electrically evoked cortical responses generated by implanting the microelec-

trodes or electrode array into the retrobulbar segment of the optic nerve are

shown in Fig. 31. In our investigation, the visual conduction function in terms

of implicit time and amplitude in visually evoked potential recordings would be

influenced transiently. However, these transient changes could be recovered

naturally without any intervention about 1 month after surgery (Fig. 32).

Moreover, the histological examination also provided no abnormal structural

alterations at a level of light microscopy.

Fig. 31 EEP generated by
current of 50 mA with
duration of 1 ms

Fig. 32 A complete recovery
of VEP in one month after
surgery
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As a whole, lateral canthotomy was a relatively safe and efficient surgical
approach which served in the implementation of the visual prosthesis
investigation.

7 In Vivo Electrophysiological Study

By applying a penetrating electrode array in the optic nerve, the axons of the
ganglion cells local to each electrode could be stimulated. This approach may
potentially increase the spatial resolution of the visual prosthesis while lowering
the thresholds of the stimulating current when compared with the surface
cuff electrodes. To obtain the appropriate stimulating parameters and pattern,
we investigated the feasibility and basic spatiotemporal properties of cortical
responses evoked by optic nerve stimulation with penetrating electrodes in this
study, using multichannel recording electrode arrays positioned at the visual
cortex area in rabbits.

7.1 Subjects

Thirty-six healthy adult Chinese albino rabbits, weighing about 2.0–3.0 kg,
were used in this study. After intravenous anesthetization with 5% pentobarbi-
tal sodium, orbital surgery was performed to expose the intraorbital optic nerve
of the rabbits. The temporal and spatial properties of electrically evoked
potentials (EEP) evoked by optic nerve stimulation with penetrating electrodes
were investigated, respectively.

7.2 Temporal Properties

7.2.1 Stimulations

To investigate the temporal properties of EEP evoked by optic nerve stimula-
tion with penetrating electrodes, two microelectrodes (each with 100 mm dia-
meter and 300 mm tip exposure) were used to stimulate the optic nerve of
rabbits. Each electrode was made of Teflon-insulated tungsten wire and the
impedance of the electrode ranged from 2.5 to 3.5 k� at 1 kHz, 50 mV sinusoi-
dal wave. The insertion site of the stimulating and return electrodes was about
1 mm and 2 mm, respectively, posterior to the eyeball (Fig. 1).

A single charge-balanced symmetrical cathode-first biphasic current pulse,
generated by an isolated stimulator (MS16, Tucker-Davis Technologies,
Alachua, FL, USA), was applied between the stimulating and return electrodes.
When determining the charge threshold, a duration fixed current was used. The
lowest current for eliciting reproducible EEP was found. Then the correspond-
ing charge was calculated by multiplying current by duration.
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Pulse amplitude and duration of the stimuli were varied to study their effects

on EEP. The effects of stimulus pulse amplitude on EEP were investigated by

using current intensity ranging from 40 to 120 mA with fixed pulse duration of

0.5 ms. The effects of stimulus pulse duration on EEP were studied over a range

of 0.4–1.2 ms with fixed pulse amplitude of 100 mA. By fixing the charge as a

constant value, the effects of varying pulse duration and pulse amplitude on

EEPwere examined. For the above experiments, the frequency of the pulses was

1Hz. The influence of stimuli frequency on EEPwas studied as well. The stimuli

frequency was varied from 1 Hz to 10 Hz.

7.2.2 Recordings

In order to detect the maximal response of EEP, a nine-recording-electrode

array was positioned over the contra-lateral visual cortex area of the stimulated

eye. The skull was exposed through a skin incision at the top of the head along

the midline, and nine stainless crew-type electrodes were drilled into the skull

over the visual cortex (Fig. 33). The nine electrodes formed a 3� 3 array with

2 mm spacing. EEP from the visual cortex contra-lateral to the stimulated eye

were recorded by a multichannel neurophysiology workstation (System 3,

Tucker-Davis Technologies, Alachua, FL, USA). Signals from the nine record-

ing electrodes were amplified and filtered with a band-pass of 3–2000 Hz. Fifty

evoked responses were averaged.

Fig. 33 The strategy for electrical stimulation and cortical recording in rabbits
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7.2.3 Temporal Properties of EEP

Electrical stimulation of the optic nerve evoked EEP in the visual cortex of all
the rabbits. The waveform of the induced EEP was similar to that of VEP, while

the latency of P1 of EEP was shorter compared with that of VEP.
The mean charge threshold for eliciting EEPs in the visual cortex was

16.04� 4.22 nC (Mean� SD). Considering that the exposed surface of the
stimulating electrode was about 7.64� 10–4 cm2, the mean charge threshold

density was 20.99� 5.52 mC/cm2.
The strength–duration curve was also investigated as displayed in Fig. 34.

Current threshold decreased as the pulse duration of the stimulus increased

(solid), while the corresponding charge threshold increased when increasing
the pulse duration.

Figure 35 depicts the EEP waveforms to stimuli with varying pulse amplitude.

The amplitude of P1 increased when increasing the stimulus pulse amplitude

while the latency of P1 decreased.
The EEP waveforms to stimuli with the varying pulse duration are shown in

Fig. 36. As can be seen, the amplitude of P1 increased when the pulse duration

increased from 0.4 to 1.0 ms. But the latency of P1 changed little with increasing

stimulus pulse duration.
Figure 37 displays the typical EEP waveforms elicited by stimuli with a fixed

pulse, but different pulse amplitude and pulse duration. The amplitude of P1

decreased and the latency increased when the pulse duration increased from

0.2 ms to 1.0 ms and the pulse amplitude decreased from 250 mA to 50 mA
accordingly.

The influence of stimulation frequency on EEP was studied. For compar-

ison, the influence of stimulation frequency on VEP was studied as well.

Figure 38 shows the typical VEP and EEP responses as the stimulation

Fig. 34 Current threshold
and corresponding charge
threshold as functions of
stimulus pulse duration in
one rabbit. Solid: current
threshold and hollow: charge
threshold. Unpublished data
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Fig. 35 EEP waveforms to
stimuli with varying pulse
amplitude in one rabbit
(pulse duration = 0.5 ms).
Arrow: onset of the stimuli.
Unpublished data

Fig. 36 EEP waveforms to
stimuli with varying pulse
duration in one rabbit (pulse
amplitude=100 mA).Arrow:
onset of the stimuli.
Unpublished data

Fig. 37 EEP waveforms to
stimuli with fixed charge
(50 nC) but different pulse
amplitude and pulse
duration in one rabbit.
Arrow: onset of the stimuli.
Unpublished data
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frequency was varied. As depicted in the figure, the amplitudes of both VEP
and EEP decreased with the increase of stimulation frequency. But the VEP
was depressed with lower stimulation frequency compared with EEP. This
may be due to the direct electrical stimulation to the optic nerve, bypassing the
retinal synaptic transmission, and therefore, the EEP could be elicited with a
wider frequency range than VEP did.

7.3 Spatial Properties

7.3.1 Stimulations

To investigate the spatial properties of cortical responses elicited by optic nerve
stimulation, three triangularly or linearly configured microelectrodes were
inserted into the optic nerves of the rabbits (Fig. 33). The home-made
needle-type electrodes were fabricated by micro-electric wires made of
Platinum–Iridium alloy insulated by Teflon (80 mm diameter, 100 mm tip
exposure). The uncoated area was about 2.7�10–4 cm2 and the impedance
was 5�12 k� at 1 kHz, 50 mV sinusoidal wave.

Fig. 38 (A) VEP waveforms
to optic stimuli with
different frequency; (B) EEP
waveforms elicited by
electrical stimuli with
different frequency but fixed
pulse amplitude and
duration (100 mA, 0.5 ms).
Unpublished data
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Electrical stimulation was applied to the different pairs of three stimulating
electrodes. Biphasic charge-balanced rectangular stimuli with the cathode-first
pulse were used. The pulse duration was fixed at 0.5 ms, while the pulse
amplitude varied from 10 mA to 100 mA, with the frequency of 1 Hz.

7.3.2 Recordings

The recording electrode array was made up of 4� 4 silver-ball electrodes with
0.3–0.4 mm in diameter. The silver wire (diameter = 0.2 mm) behind the silver
ball was insulated by a glass tube. The 16 electrodes were fixed on a base plate in
a matrix format, with the central distance of 1.5 mm between the two adjacent
electrodes. One solid shaft was extended from the plate in order to be fixed onto
a three-dimensional micromanipulator. The impedance of the silver-ball elec-
trodes ranged from 500 to 800 � measured under 100 mA, 1 kHz, AC
stimulation.

The EEP responses of 16 channels at the contra-lateral visual cortex to the
stimulated eye were recorded subdurally to investigate the spatial properties of
EEPs (Fig. 33). The recording electrode array was moved within the cortex in
order to cover the whole area of the visual cortex.

7.3.3 The Spatial Responses to the Optic Nerve Stimulation

Our experimental results showed that the extent of EEP increased as the
stimulating intensity increased. Figure 39 illustrates normalized P1 amplitude
of EEP as a function of recording distance from the response center (the
maximal channel). The relation of normalized EEP amplitudes and recording
distances was fitted by Gaussian function. As seen from the figure, the ampli-
tude of P1 decreased when the recording distance from the response center
increased, and the stimuli with larger amplitude evoked a larger response area in
the visual cortex.

Fig. 39 The normalized P1
amplitude of EEP as a
function of recording
distance from the channel
with maximal response. The
data was fitted by Gaussian
function. The stimulus pulse
duration was 0.5 ms.
Unpublished data
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We also investigated the spatial properties of EEP as the optic nerve was

stimulated by different stimulating electrode pairs. Our experimental results

showed that different distribution maps of EEP were elicited by different pairs

of stimulating electrodes. The stimulating electrode pairs along the axis of the

optic nerve elicited cortical responses with much lower thresholds than that

perpendicular to the axis of the optic nerve. Figure 40 illustrates the spatial

extension of EEP under the same stimulating parameters as the optic nerve was

stimulated by different pairs of the stimulating electrodes in one rabbit. The

horizontal axis represents the recording distance from the channel with the

maximal response. The vertical axis represents the normalized P1 amplitude of

EEP recorded by one channel. The relation of normalized amplitudes and

distances was fitted by Gaussian function. As shown in Fig. 40, the spatial

area of EEP elicited by the electrode pairs approximately parallel with the axis

of the optic nerve (Pair-1 and Pair-2) were much larger than that elicited by the

electrode pair perpendicular to the axis of the optic nerve (Pair-3). The attenu-

ating speed under the same stimulating intensity by the electrode pairs approxi-

mately parallel with axis of the optic nerve was faster than that perpendicular to

the axis of the optic nerve. When the optic nerve was stimulated by linearly

arranged electrodes, larger EEPs were elicited by the electrode pair with a larger

distance than the one with a smaller distance.

Fig. 40 The spatial extension of EEP as the optic nerve was stimulated by different pairs of
stimulating electrodes in one rabbit. Stimulating electrode pairs along the axis of the optic
nerve elicited larger cortical responses than those perpendicular to the axis of the optic nerve.
The stimulus pulse amplitude and pulse duration were 100 mA and 0.5 ms, respectively.
Unpublished data
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7.4 Assessment of the Damage to the Optic Nerve

Electroretinograms (ERG) and visual evoked potentials (VEP) were monitored
as a control at the different stages of all the experiments. Histological analysis of
the optic nerve was performed after the experiments.

The experimental results showed that ERG did not vary significantly, but the
P1 amplitude of VEP declined after the orbital surgery to expose the optic
nerve. Histological analysis showed mild damage to the optic nerve tissue
induced by electrical stimulation in acute experiments.

8 Conclusion

In the foregoing chapter, we have described an implantable visual prosthesis
with a stimulating microelectrode array penetrating into the optic nerve, and
animal experiments have validated the feasibility of this kind of visual restora-
tion. The design of the microelectrode can be optimized from noise analyses.
Two different types of penetrating electrode arrays were presented including a
silicon-based microprobe produced by MEMS process techniques and Pt-Ir
microwire arrays produced by electrochemical etching. Both of them are ideal
candidates for optic nerve stimulation with the key difficulty in chronically in
vivo fixing. As compared with cuff electrode arrays, penetrating ones can
improve spatial resolution. In addition, our group accomplished a great
achievement with the multichannel microcurrent stimulator. A commercial
low-resolution CMOS micro-camera was adopted for image capturing, and a
DSP processed these images in real time. Now our optic nerve visual prosthesis
has been validated by animal experiments, and more such experiments will be
conducted to optimize the penetrating microelectrode arrays.
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Cochlear Implants

Fan-Gang Zeng, Stephen Rebscher, William V. Harrison, Xiaoan Sun,

and Haihong Feng

Abstract The cochlear implant has not only provided partial hearing to more
than 120,000 persons worldwide but also served as a model for successful aca-
demic and industrial collaboration. The present chapter reviews the development
of modern cochlear implants and the dynamic interactions between academia
and industry. The chapter takes a system approach to the cochlear implant
system design and specifications. The design goals, principles, and methods of
the subsystem components are identified from the external speech processor
and radio frequency transmission link to the internal receiver, stimulator, and
electrode arrays. Safety and reliability issues are considered in the context of the
system design and the regulatory requirements. Future directions are discussed
with regard to the expanded role of the cochlear implant in treatment of hearing
impairment and in development of other neural prostheses.

1 Introduction

The research and development of the cochlear implant has served as a model of
dynamic and fruitful collaboration between academia and industry. Figure 1
shows how the cochlear implant was started in academia, transferred to indus-
try, and successfully commercialized to have restored or provided partial hear-
ing to more than 120,000 adults and children worldwide as of 2008.

Modern cochlear implant research started in California, USA, in the 1960s
and 1970s. In 1961, William House in Los Angeles implanted a crude single
electrode device in two deaf patients. House’s initial device only lasted 2 weeks
before they were rejected but both patients reported useful hearing with electric
stimulation. House and his engineer collaborator, Jack Urban, later developed
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a complete single-channel cochlear implant system that was commercialized by

3M and became the first device to obtain the US FDA approval in 1984 [1]. The

3 M/House device was a market leader with a few hundred annual sales in the

middle 1980s. Due to its inferior performance, the 3 M/House single-channel

system was phased out of the market and was eventually taken over by the

Cochlear Corporation.
In 1964, Blair Simmons at Stanford University implanted a cluster of six

stainless-steel electrodes into the auditory nerve through the modiolus in a

60-year-old deaf person [2]. Robert White, also at Stanford, supervised several

outstanding Ph.D. dissertations and developed a VLSI-based multi-channel

cochlear implant system [3]. Stanford entered an agreement with Biostem in

1983 but their joint effort did not produce any commercial devices.
In 1971, RobinMichelson in University of California, San Francisco (UCSF)

implanted a form-fitting single-channel electrode pair in four deaf patients [4].

The UCSF team then developed an analog, four-channel device, which was

transferred to Storz but its commercialization was not successful. Advanced

Bionics Corporation obtained the UCSF electrode design in 1993 and has since

produced the Clarion series devices. Advanced Bionics was acquired by Boston

Scientific in 2004 for $742 million but had been bought back by its principals as a

private company in 2007 (www.advancedbionics.com).
In 1978, Graeme Clark in Australia developed a 22-electrode cochlear

implant system and implanted two deaf patients. Supported by a grant from

the Australian Department of Productivity, the University of Melbourne and

Nucleus Limited entered a public and private cooperative agreement in 1979 to

manufacture and market the 22-electrode cochlear implant. In mid 1980s, NIH

also helped speed up the acceptance of multi-electrode cochlear implants by

ABC
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UCSF

3M

HEI Stanford

Ineraid

Symbion

Utah

Philips

Belgium

Nucleus

Melbourne Vienna

Neurelec

MXM

Paris

ABC Cochlear Med El

Boston Sci

Fig. 1 An organizational chart depicting the development of the cochlear implant from
academic research to industrial commercialization. UCSF stands for University of California,
San Francisco, HEI for House Ear Institute, and ABC for Advanced Bionics Corporation
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directly funding the University of Melbourne device development (1RO1-
NS21027) and hosting the first consensus conference concluding that ‘‘multi-
channel implants may have some superior features in adults when compared
with the single-channel type.’’ As a spin-off of Nucleus, Cochlear went public in
1995 and has been a dominating player controlling 70–80% of the cochlear
implant market worldwide (www.cochlear.com).

Donald Eddington at the University of Utah developed an analog, six-
electrode implant with a percutaneous plug interface [5, 6]. Its commercial ver-
sion was first called the Symbion device and was later called the Ineraid device.
Because of the direct access to the intracochlear electrodes, the Ineraid device was
uniquely suited for research purposes [7–10]. The University of Antwerp in
Belgium developed the Laura device that could deliver either 8-channel bipolar
or 15-channel monopolar stimulation. The Laura device wasmarketed by Philips
Hearing Instruments for a short period of time. Both Ineraid and Laura devices
were bought out by Cochlear and are no longer available commercially.

IngeborgHorchmair-Desoyer andErwinHachmair at the TechnicalUniversity
of Vienna, Austria, designed several multi-electrode cochlear implant devices and,
working with their otologic surgeons, implanted five patients in the 1970s
[11].They later switched to a simpler single-channel device and entered an agree-
ment with 3 M to market the device. Because the single-channel device failed
commercially, the Austrian group foundedMel-El in 1989 and has produced three
generations of multi-electrode cochlear implants (www.medel.com).

Chouard in France implanted 21 patients with a multi-electrode (5–7 mono-
polar) and percutaneous device in the 1970s [12]. This early effort led to the
development of a 15-channel monopolar device called Digisonic and was mar-
keted by the MXM laboratories in 1986. The Digisonic MX20 device is cur-
rently marketed by Neurelec, a company founded in 2006 (www.neurelec.com).

Based on research at universities, several startup companies are also developing
advanced and low-cost multi-electrode cochlear implants, including Advanced
Cochlear Systems (www.advcoch.com) in Seattle, Washington, Nurobiosys
Corporation in Seoul, Korea [13], and Nurotron Biotechnology Inc. based in
both Irvine, CA and Hangzhou, China (www.nurotron.com). It remains to be
seen whether these startup companies will become successful and impact the
worldwide cochlear implant market.

This chapter will first provide a system review on modern cochlear implant
systems, then detailed analysis on critical components of the cochlear implant,
and finally system evaluation and validation.

2 System Review

The original goal of a cochlear implant is to safely use electric stimulation to
provide or restore functional hearing in totally deafened persons. The utility of
the cochlear implant has been expanded to enhance residual hearing in persons
with severe hearing impairment. Recently, the design principle of the cochlear
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implant has been adopted for development of similar hearing implants such as

the auditory brainstem implant as well as other neural prostheses such as

vestibular and retinal implants. Figure 2 shows schematically a typical modern

cochlear implant system. A microphone (1) picks up the sound and transmits it

via a wire (2) to the behind-the-ear external processor with ear hook and a

battery case (3). The external processor converts the sound into a digital signal,

processes and encodes the digital signal into a radio frequency (RF) signal, and

sends it to the antenna inside a headpiece (4). The headpiece is held in place by a

magnet attracted to an internal unit (5) placed under the skin behind the ear.

The hermetically sealed internal unit contains active electronic circuits that

derive power from the RF signal, decode the signal, convert it into electric

currents, and send them along wires (6) threaded into the cochlea. The intraco-

chlear electrodes (7) at the end of the wire stimulate the auditory nerve (8)

connected to the central nervous system, where the electrical impulses are

interpreted as sound.

Figure 3 shows the cochlear implant system’s architecture and functional

blocks. An external unit, also known as the speech processor, consists of a

digital signal processing (DSP) unit, a power amplifier, and an RF transmitter.

The DSP extracts features from the sound and converts the features into a

stream of bits that can be transmitted by the RF link. The DSP also contains

memory units or ‘‘maps’’ that store patient-specific information. Depending on

Fig. 2 A typical modern cochlear implant system that converts sound to electric impulses
delivered to the auditory nerve
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the design and the specific implementation, the DSP may also process back
telemetry information from the internal unit.

An internal unit consists of the RF receiver and a hermetically sealed
stimulator. Because the internal unit has no battery, the stimulator must first
derive power from the RF signal. The charged up stimulator will then decode
the RF bit stream and convert it into electric currents to be delivered to
appropriate electrodes. All modern systems also contain a feedback loop that
can monitor critical electric and neural activities in the implants and transmit
these activities back to the external unit.

There has been a convergence in technology from the viewpoint of system
specifications in the last two decades. For example, the input dynamic range
(IDR) was set at 30 dB in the early Nucleus 22 device, but has now increased to
be 75–80 dB with a default value of 45–60 dB in the latest devices to match the
range of amplitude variations of natural speech and environmental sounds
[14–16]. Similarly, the frequency range has broadened to include components
lower than 300 Hz to take advantage of the temporal pitch code in attempt to
improve pitch and tonal language perception [17–19]. The latest devices all
contain the standard CIS plus other proprietary multiple speech-processing
strategies.

The Nucleus device is slightly ahead of other devices in the field in adopting
sound field processing, a directional microphone, and other cosmetic (e.g.,
water resistant) technologies. The Nucleus device also has the longest history
and the best reliability record, but it appears to lag behind in the internal unit
design and technology. The latest system, the Nucleus Freedom, is still the
slowest in terms of RF transmission frequency and data rate and hence the
lowest in overall stimulation rate. Nucleus has kept to its original design from
the 1980s with only one current source, unable to provide simultaneous stimu-
lation and electrical field imaging. Detailed presentation and analysis of these
subsystem components, functions, and specifications will be provided in the
following section.

DSP
(maps)

Power
Amp

RF link

Skin

Power

Decoder Stimulator

Back-
telemetry

External unit Internal unit

Fig. 3 Architecture and functional block diagram of a modern cochlear implant
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3 External Unit

Figure 4 shows a functional block diagram of the continuous interleaved sam-
pling (CIS) strategy, which has been implemented by all major manufacturers
and is still available in their latest devices (see Table 1). The sound is first subject
to a number of band-pass filters with the number ranging from as few as 5 in the
original CIS implementation [20] to asmany as 20 in theNucleus Freedomdevice
[21]. The temporal envelope from each band is extracted by rectification followed
by a low-pass filter. The cutoff frequency of the low-pass envelope filter is
typically set at 400 Hz or slightly lower, requiring at least 800 Hz carrier for
faithful representation of these envelopes [20]. The envelope is then logarithmi-
cally compressed to match the widely varying acoustic amplitudes to the narrow
electric dynamic range [16, 22]. The compressed envelope amplitude modulates a
fixed-rate biphasic carrier, whose rate can vary from several hundred to several
thousand hertz per second. To avoid simultaneous electrical field interference,
the biphasic carriers are time interleaved between the bands so that no simulta-
neous stimulation occurs between the bands at any time. Because of this non-
simultaneous stimulation, only one current sourcewith amultiplexer, as opposed
to the parallel current sources in Fig. 4, is needed to achieve the CIS strategy.

Figure 5 shows a functional block diagram of the ‘‘n-of-m’’ strategy, which

was first described by Wilson and colleagues [23] and had been refined in

subsequential development as the SPEAK and ACE strategies in the Nucleus

devices [21, 24]. The pre-processing in the n-of-m strategy is similar to the CIS

strategy, including the band-pass filters and the envelope extraction blocks.

However, there are several major differences between the two strategies. One

Microphone
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filter

Envelope
extraction

Preamp

Pulses

Current
source

V/IV/I

V/IV/I

V/IV/I

Amplitude
compression

Electrodes

Fig. 4 Block diagram of the continuous interleaved –sampling (CIS) strategy
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difference is that the n-of-m strategy has a greater number of band-pass filters,
e.g., m¼ 22 in the Nucleus implementation, than the CIS strategy. The number
of band-pass filters is typically set to equal the number of intracochlear electro-
des. The second difference is that the n-of-m strategy is based on temporal
frames, typically lasting 2.5–4 msec, whereas the CIS strategy does not have any
explicit processing frames. In each frame of the n-of-m strategy, an ‘‘n’’ number
of bands with the largest envelope amplitude are selected (by definition, n�m).
Recent studies have shown that selection of the largest peaks based on psycho-
physical-masking properties can improve performance [25]. Envelopes from the
selected bands are subject to the same amplitude compression and used to
determine the current level of the biphasic pulse. The biphasic pulses are
interleaved between the output channels, with the per channel stimulation

Table 1 Properties of cochlear implant electrode arrays

Advanced
bionics 1j

Advanced
bionics helix

Cochlear
contour advance

Med-El
combi 40+

Length (mm) 20 20 25 31.5

Diameter (mm) 0.8–0.4 1.2–0.7 0.8–0.5 0.8–0.6

Number of contacts 16 16 22 12

Contact spacing (mm) 1.1 0.85 0.75 2.4

Shape Pre-curved Spiral Spiral Straight

Stylet No Yes Yes No
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Fig. 5 Block diagram of the ‘‘n-of-m’’ strategy

Cochlear Implants 91



rate being determined by the frame rate. Finally, only the corresponding ‘‘n’’

electrodes (dark bands in the figure) out of the ‘‘m’’ electrodes are stimulated in
a particular frame. The SPEAK strategy selects 6–8 largest peaks and has a

fixed 250 Hz per channel rate. The ACE strategy has a larger range of peak
selection and higher rate than the SPEAK strategy. If n¼m, then the SPEAK
and ACE strategies are essentially same as the CIS strategy.

4 Radio Frequency Transmission Link

The RF link uses a pair of inductively coupled coils to transmit both power and

data. The RF transmission has to address a host of challenging technical issues
[26–28]. The external unit needs to provide not only reliable communication
protocols including a signal modulation method, bit coding, frame coding,

synchronization, and back telemetry detection but also high-efficiency RF
power amplifier and immunity to electromagnetic interference (EMI). The
internal unit, on the other hand, needs to harvest power with high efficiency

and retrieve data with high accuracy. In addition, the size of the transmitting
and receiving coils needs to be minimized and cosmetically appealing.

The RF link uses a frame or packet coding scheme to transmit specific stimulus
parameters to the internal stimulator. In theNucleus system, the parameters include

pulse amplitude, pulse duration, pulse gap, active electrode, and return electrode
that are used to define a biphasic pulse and the stimulationmode.Depending on the
timing relationship between a frame and the pulses it generates, frame coding

schemes can be classified by either the expanded mode or the embedded mode.
The expanded mode was first used by Cochlear in the Nucleus 22 device with

a carrier frequency of 2.5 MHz and later in the Nucleus 24 device with a carrier
frequency of 5MHz [26, 29]. Figure 6 shows the expanded frame coding used in

Frame N

Stimulus N

S
Y
N
C

Active 
Electrode

Mode Ampl Phase 1 Phase 2

Phase delay RIPI

Fig. 6 The expanded mode of frame coding in the Nucleus system
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the Nucleus device, in which a frame consists of a SYNC burst and an addi-
tional five bursts that specify a legal biphasic pulse [30]. The SYNC burst is
short, containing no more than 7 RF clock cycles.

The number of RF cycles (n) within each burst is a multiple of eight cycles
and conveys the information needed to specify the electric biphasic pulse:

� The active electrode number is determined by (n-4)/8, where 12� n� 180,
and ranges between 1 and 22.

� The stimulation mode is determined by (n-4)/8, where 12� n� 244, and
ranges between 1 and 30. When the stimulation mode returns a number
between 1 and 22, it specifies the bipolar (BP) configuration with the return
electrode being in the cochlea (however, the active and return electrodes
cannot be the same). On the other hand, monopolar stimulation is specified
by a stimulation mode number of 24 with the reference electrode being a ball
electrode placed under the temporalis muscle (MP1), 25 being a plate elec-
trode on the package (MP2), and 30 being both the plate and the ball
electrodes (MP1+2).

� The pulse amplitude is coded by 271-n, where16� n� 271, resulting in 256
discrete clinical units from 255 to 0.

� The pulse duration of phase 1 is determined by the duration of phase 1 burst,
with the number of RF cycles from 18 to 300 or 3.6 to 600 mS.

� The phase delay determines the interval between the negative-going phase
and the positive-going phase and can range from 6 to 50,000RF cycles, or 1.2
to 10,000 mS. The polarity of phase 2 is opposite to that of phase 1, but their
durations have to match for balanced charge.

� The residual inter-pulse-interval (RIPI) or inter-frame gap is inserted to
produce the designed stimulation rate. The number of the RF cycles for
the RIPI can range from 6 to 1,250,000, equivalent to 1.2 mS to 250 mS. This
250 mS upper limit is determined by the requirement of at least 4 Hz pulse
rate to keep the internal circuit powered up.

The expanded mode requires a relatively simply decoder on the receiver side,
however, it has several limitations. First, the maximal total stimulation rate is
low because no stimulation is generated when parameters such as Sync, elec-
trode, mode, amplitude, and RIPI bursts are being transmitted. Furthermore,
the RIPI is not a constant between frames even at a constant stimulation rate,
because it is affected by other stimulation parameters such as electrode, mode,
and amplitude. Finally, the amplitude and pulse duration parameters are prone
to RF cycle detection errors, which may lead to unbalanced charge.

To overcome the limitations of the expanded mode, the embedded mode
frame coding scheme was developed and has become the de facto standard for
current cochlear implants [31]. The basic idea is to transmit the information
regarding electrode, mode, and amplitude (E, M, & A) for the next biphasic
stimulus, while the present stimulus is still being delivered. Another advantage
of the embedded mode is that there is a period of time between the end of the
present stimulus and the start of the next stimulus for the internal circuitry to
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check the validity of the stimulation parameters. In the case of errors, the
stimulus can be stopped before it is actually delivered.

The maximum total stimulation rate depends upon the bit rate and the frame
rate in the RF transmission link. The Nucleus 22 uses only the expanded mode
to encode frames and has a theoretically maximal total stimulation rate of
5,900 Hz. In practice, this theoretical rate is not attainable with the maximum
rate being just above 3,000 Hz [29]. The Nucleus 24 system supports both the
expanded mode and the embedded mode, with a maximum pulse rate of 8,500
and 14,400 Hz, respectively. To further increase the maximum total stimulation
rate, the electrode mode and pulse duration information can be set initially with
only the electrode number and amplitude information being transmitted on a
pulse by pulse basis. TheNucleus Freedom system (CI24R andCI24RE) adopts
this high-rate mode and can attain a maximum total rate of 32,000 Hz [21].

Both the Advanced Bionics and Med El systems have used high RF and
multiple current sources to achieve the high total stimulation rate. Compared
with the 5 MHz RF in the Nucleus 24 device, the Clarion HiRes 90 K
(Advanced Bionics) uses 49 MHz and the Sonata device (Med El) uses
12 MHz RF. The higher RF leads to higher bit rate in the RF transmission.
The multiple current sources allow one-to-one mapping between the current
source and the electrode, eliminating the need to transmit the electrode infor-
mation. The HiRes 90 K device has 16 current sources corresponding to 16
electrodes and is capable of producing a maximum total stimulation of
83,000 Hz. Sonata has 12 current sources corresponding to 12 electrodes and
is capable of producing a maximum total stimulation rate of 50,700 Hz pulses.
Although there has been a trend for all manufacturers to push for higher
stimulation rates, there is little or no scientific evidence suggesting that a higher
rate produces better performance [32–34].

5 Internal Unit

5.1 Receiver and Decoder

Figure 7 shows the block diagram of a typical implanted receiver and stimulator
[26, 35–37]. The centerpiece is an ASIC (application-specific integrated circuit)
chip shown as a dotted box that performs critical function to ensure safe and
reliable electric stimulation. Inside the ASIC chip, there is a forward pathway, a
backward pathway, and control units. The forward pathway usually includes a
data decoder that recovers digital information from the RF signal, error, and
safety check that ensures proper decoding, and a data distributor that sends the
decoded electric stimulation parameters to the right place (i.e., the program-
mable current source) at the right time (i.e., by switching on and off multi-
plexers). The backward pathway usually includes a back telemetry voltage
sampler that reads the voltage over a period of time on the recording electrode.
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The voltage is then amplified by the programmable gain control (PGC), con-

verted into digital form by an analog to digital converter (ADC), and stored in

memory to be sent out to the external unit via back telemetry. The ASIC chip

also includes many control units from the clock generated from the RF signal to
command decoder and registers. There are several circuits and devices that

cannot be easily integrated into the ASIC chip, including the voltage regulator,

the power generator, the coil and RF tuning tank, and the back telemetry data
modulator.

Stimulation safety is a top priority in the receiver and stimulator design.

Under no circumstance should harmful electrical stimulation such as over

stimulation or unbalanced stimulation be delivered to the cochlea. Additional
considerations are needed to prevent erratic functions of the receiver stimulator

in cases of unpredictable events, such as a drop of the headpiece, strong

electromagnetic interference, or malfunction of the external DSP unit. Several

levels of safety checks are commonly implemented in current cochlear implants,
including

� A parity check to detect bit error from either RF transmission or data
decoding.

� A stimulation parameter check to ensure the validity of electrode number,
mode, amplitude, pulse duration, and inter-pulse gap.
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Fig. 7 Block diagram of the cochlear implant internal unit
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� A maximum charge check to prevent over stimulation, with the charge
density being typically less than 15–65 mC/cm2/phase dependent on the
electrode material, size, and shape [38, 39].

� A charge balance check to prevent unbalanced stimulation and DC stimula-
tion because they generate gases, toxic oxychlorides, corrosion products, and
associated pH changes that can cause tissue damage [40].

� To prevent DC stimulation, capacitors are serially connected to the electro-
des to block any unbalanced charge being delivered to electrodes. The
Clarion and Med El devices have used this method.

� To prevent accumulated unbalanced charges, especially with high-rate
stimulation, Nucleus cochlear implants short all stimulating electrodes
between pulses [41].

5.2 Stimulator

The current source generates a stimulating current according to the amplitude
information from the data decoder. The complete system usually consists of a
digital to analog converter (DAC) and current mirrors. The design of an
accurate current source is demanding. In the Nucleus 22 device, a trimmer
network was needed to fine tune the reference current to deal with the process
variation of integrated circuit fabrication. Recent devices no longer use this
trimmer network method, but instead combine multiple DACs to obtain the
desired amount of current.

In addition to accuracy, an ideal current source should have infinite impe-
dance. In practice, the impedance of a current source should be high relative to
the impedance of the load. Several techniques have been developed to design a
high-impedance current source. For example, Cascode current mirrors are
commonly used to increase the current source output impedance, but the
increased impedance usually comes at the expense of reduced voltage compli-
ance and power dissipation [42].

For cochlear implants with multiple current sources, e.g., the Advanced
Bionics HiRes 90 k and the Med El Sonata devices, a switching network is no
longer needed to connect one current source to multiple electrodes. Instead,
multiple current sources are used sequentially or simultaneously, in which both
the N-channel and the P-channel current sources are used to generate positive
and negative phases of stimulation [43]. Matching the N-channel current source
and the P-channel current source is needed to ensure that the positive and
negative charges be balanced.

To handle a wide range of electrode impedance, the current source in a
cochlear implant typically requires high-compliance voltage, thus leading to
high-power consumption. Minimizing voltage drop in the devices is one way to
achieve low power consumption. Using adaptive compliance voltages is
another way to balance the need between the low power consumption and the
wide impedance range [44, 45].
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5.3 Electrodes

After external signal processing and transmission to an implanted receiver/
stimulator, the electrical output of a cochlear implant is delivered to the cochlea
via a sequential array of stimulating contacts. These stimulus pulses depolarize
auditory neurons in the spiral ganglion or peripheral dendrites in the osseous
spiral lamina. Over the past three decades, the design of these electrodes has
evolved from simple single-channel devices to multiple site arrays consisting of
12–22 stimulating contacts. In all currently manufactured devices, these stimu-
lating contacts are formed from platinum–iridium alloy, usually Pt:Ir 90:10,
and are molded into a carrier of silicone elastomer. This carrier holds the
contacts in their intended orientation within the scala tympani, facilitates
handling of the electrode array during insertion, and acts as an insulator to
reduce the spread of stimulus current within the volume of the scala tympani.
Table 1 lists the basic parameters of the most frequently used cochlear implants
from the three major manufacturers.

The first generation of multichannel cochlear implant electrodes consisted of
both straight (Nucleus 22 banded and Med-El) and spiral-shaped (Advanced
Bionics ClarionTM) models. Temporal bone insertion studies revealed that, in
general, after insertion straight arrays were located along the lateral margin of
the scala tympani and the spiral ClarionTM array was located near the center of
the scala tympani. These studies also revealed that at least some of these arrays
often deviated from their intended location in the scala tympani into the scala
media or scala vestibuli [46–69]. It was hypothesized that these traumatic
insertions might lead to greater loss of spiral ganglion neurons in the vicinity
of the lesion [55, 70, 71] and additional loss of performance due to unpredictable
current flows within the three compartments of the cochlea. Also, computer
models [72–77] and animal physiological experiments [78–83] have demon-
strated that the location of an intracochlear array and the configuration of
the stimulating sites were important factors in determining the amount of
current that was required to illicit a perceptual response, i.e., the efficiency
of stimulation, and the selectivity of the response to each channel of stimula-
tion. In response to this growing body of research, which included clinical
studies, temporal bone trials, computer modeling, and animal studies, a second
generation of intracochlear electrodes was developed beginning in the late 1990s
and continuing to the present. Primary design goals for the development of
these new electrodes include deeper insertion to better match the tonotopic
place of stimulation to the frequency band assigned to each electrode channel,
improving efficiency of stimulation, and reducing insertion related trauma.

5.3.1 Current Electrodes, Efficiency, and Intracochlear Trauma

Figure 8 illustrates three current intracochlear electrode arrays. Although
similar in many respects each have features that attempt to achieve the goals
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presented above in different ways. The current Med El Combi 40+TM intraco-

chlear array (Fig. 8A) is a straight electrode and is the longest of the electrodes

shown (31.5 mm in length). Because a straight cylindrical electrode can be

inserted into the scala tympani in any orientation this electrode has a pair of

foil-stimulating contacts at each stimulus site to ensure that no single site faces

directly away from the target neurons within the modiolus. To increase

Fig. 8 Cochlear implant
electrodes manufactured by
Med-El, Cochlear
Corporation and Advanced
Bionics, Inc. are shown
above. The Med-El Combi
40+TM electrode (A) is a
straight electrode with 12
paired contacts. The second
contact site of each pair is
not visible in this image. The
Combi 40+TM and the
Advanced Bionics HelixTM

(shown in B and C) both use
crinkled lead wires to
increase flexibility and
reliability. The HelixTM and
Contour AdvanceTM

electrodes (shown in B–D)
are pre-molded spirals
designed to be located near
the modiolus after insertion.
To facilitate surgical
insertion both are held on a
straight wire stylet which is
held in a molded channel
within the array as shown in
C. The HelixTM insertion
system holds the stylet in
place after it is inserted
approximately 6 mm into
the cochlea. At this point,
the electrode is advanced off
of the stylet to its full
insertion depth. With the
ContourTM electrode, the
array and stylet are
positioned approximately
9 mm within the cochlea
(see the white marker,
asterisk in D) and the
electrode is advanced off
of the stylet
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flexibility and reliability, the lead wires within the silicone carrier are crinkled as
they are in the HelixTM and Med El electrode as well. Although the Combi
40+TM electrode has been inserted to a depth of greater than two turns, in
temporal bone studies insertion depths of one full cochlear turn or greater
resulted in increased trauma in 50% or more of the trial insertions [59].

The Advanced Bionics HelixTM (Fig. 8B,C) and Cochlear ContourTM elec-
trodes (Fig. 8D) are spiral shaped. They are designed to be positioned near the
modiolus and are thus often referred to as perimodiolar electrodes. Both of
these devices have flattened foil contacts oriented to face the modiolus when the
electrodes are fully inserted. Temporal bone studies and clinical threshold data
confirm that perimodiolar electrodes are located nearer their intended sites of
stimulation in the spiral ganglion and that this position results in more efficient
activation of these neurons [84–88].

Insertion of a tightly coiled electrode array within the anatomical restrictions
of the surgical field without straightening the array would be difficult or
impossible in most subjects. Thus, a fine channel is molded into each spiral
array (see Fig. 8C, arrow) to allow the use of a fine straight wire stylet. This
stylet holds the electrode straight during the initial phase of insertion. After the
tip of the electrode has been inserted to a point just beyond the beginning of the
first cochlear turn the stylet is held in place and the electrode is advanced off of
the stylet to its full insertion depth. Thus, this technique is often referred to as
the advance off stylet or AOS technique. Although the AOS technique should,
in theory, result in little if any contact with the lateral wall of the scala tympani,
shown to be critical in the initiation of trauma [64], recent temporal bone studies
with the ContourTM electrode indicate that damage may result with this elec-
trode. We have hypothesized that this damage may occur if the straightened
ContourTM electrode with the stylet in place is inserted too deeply into the scala
tympani. The white marker on each ContourTM array (shown with an asterisk
in Fig. 8D) is located approximately 9 mm from the tip of the electrode.
However, we recently reported that the distance from the anterior edge of the
round window to the beginning of the first cochlear turn varies from 4.6 to
8.2 mm (mean= 6.7 mm, n=62) [89]. Most electrodes are inserted through a
cochleostomy placed anterior to the round window which further reduces this
critical distance. Thus, in at least some cases, it appears that inserting the
ContourTM electrode to this marker while still fully loaded on the stylet might
lead to trauma as the straight stiffened electrode contacts the outer wall of the
first cochlear turn. Unfortunately, there is currently no routine method to
determine the size of the individual cochlea during, or prior to, surgery to better
allow the surgeon to anticipate the ideal insertion depth prior to advancing the
array in each patient. It appears that the Advanced Bionics HelixTM electrode
will be less prone to this mechanism of trauma as the insertion system for the
HelixTM is designed to insert the electrode only 6 mm into the scala tympani
before advancing the array off of the stylet.

Both the ContourTM and the HelixTM electrodes also include mechanical
features intended to minimize the occurrence of trauma. The latest version of
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the ContourTM electrode, the Contour Advance or SoftipTM, has an elongated
tip molded with soft silicone elastomer. In a temporal bone comparison study
with the standard ContourTM array this modified tip design appeared to reduce
the incidence of trauma [85]. The HelixTM electrode and Advanced Bionics 1 J
electrode (a slightly pre-curved array very similar to the HelixTM in all other
aspects) increased mechanical stiffness in the vertical plane of the array to
minimize the probability that the electrode will deviate upwardly through the
basilar partition into the scala vestibuli. This strategy has been effective in
reducing intracochlear trauma in several electrode designs manufactured by
Advanced Bionics [49, 86, 89, 90].

5.3.2 Insertion Depth

Clinical studies using both modified acoustic speech in hearing subjects and
altered stimulus locations in cochlear implant subjects have shown that a
correct match between the frequency band of the signal delivered to the cochlea
and the tonotopic location of that electrical stimulus may be a critical factor in
cochlear implant performance [91–96]. Until recently it was difficult to estimate
the location of electrode sites in each subject or to estimate the frequency map in
a given patient because of insufficient resolution in medical imaging systems,
the problem of strong imaging distortion created by the metal contacts in the
cochlear implant electrode, and the lack of an accurate frequency map for the
spiral ganglion which is the most probable site of activation for most cochlear
implant subjects. Recent improvements in imaging methods [97–99] and an
accurate map of the human spiral ganglion based on cochlear size [100] now
make it possible to design an electrode array to better match the tonotopic
frequency distribution of the average human subject and to better customize the
frequency-to-place mapping parameters for each patient following surgery.

From an electrode design standpoint, an insertion depth of approximately
5408, or 1.5 cochlear turns, as measured from the round window will permit
stimulation of the full range of speech formant frequencies. Because the path of
neurons in the spiral ganglion becomes highly compressed at more apical
locations in the cochlea it may not be effective to stimulate significantly lower
frequency locations and preliminary human studies confirm that stimulation of
these more apical locations may not produce significant increases in perfor-
mance [46, 47]. Temporal bone insertion data for the current clinical cochlear
implant electrodes indicate that none of these electrode arrays can be consis-
tently inserted to this target depth (5408 from the round window) without severe
trauma. In these studies, the ContourTM electrode was inserted to average
depths of 3408 [85] to 4058 [89], the HelixTM was inserted to an average depth
of 4358 [86] and the Med El Combi 40+ electrode was inserted to an average
depth of 2778withminimal trauma [59]. Clearly, we can infer from this data that
the stimulating channel locations for most current cochlear implant subjects do
not match the acoustic frequency bands which are being delivered to those
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locations and it is probable that speech perception in the majority of subjects
suffers due to this mismatch.

5.3.3 Future Cochlear Implant Electrode Design

It is clear that the development of cochlear implant electrode arrays will con-
tinue to play an important role in improved subject performance. No single
electrode manufactured today meets all of the criteria for an optimum device;
insertion depth to match the primary speech frequency spectrum increased
coupling efficiency and minimal insertion damage. What other areas of devel-
opment might also impact the performance and satisfaction of cochlear implant
users or increase the number of hearing impaired subjects that would benefit
from this technology?

One way to increase the spectral resolution of a cochlear implant system is to
increase the number of perceptually distinct channels. Computer modeling and
animal research indicate that to have greater functional channel density will
require optimized electrode location very near to the spiral ganglion or periph-
eral dendrites. With the perimodiolar HelixTM array and HiRes 120 software
Advanced Bionics uses ‘‘current steering’’ to create several perceptual frequen-
cies or ‘‘virtual channels’’ between pairs of electrode contacts by varying the
proportion of current sent to each contact site. In this way a large number of
channels can be created using a relatively small number of electrode sites
[101,102]. An alternate location for highly selective auditory stimulation is the
body of auditory nerve fibers within the modiolus. Preliminary results with an
intramodiolar or intraneural stimulating array indicate that activation of these
fibers may produce very efficient and very selective activation of the auditory
nerve [103, 104]. More accurate representation of the spectral content of acous-
tic energy may not only increase the speech performance of cochlear implant
users but also allow greater appreciation of music and other environmental
sounds which have been difficult for implant users to recognize or appreciate
with current systems.

As cochlear implant subject performance steadily increases, the number of
hearing impaired subjects which might clearly benefit from this technology is
increasing rapidly. Patients that receive marginal benefit from conventional
hearing aids have shown significantly better performance with a cochlear
implant [105]. Subjects with significant levels of hearing at low frequencies,
i.e., in the apical region of the cochlea, appear to benefit from simultaneous use
of electrical stimulation in the base of the cochlea and amplified acoustic
stimulation in the apical cochlea. To decrease the probability that insertion of
the electrode will result in damage to the cochlea and a reduction in a subject’s
remaining acoustic performance, several shortened intracochlear electrodes
have been designed and the efficacy of these electrodes has been compared
to that of standard cochlear implant electrodes in similar patients [106–111].
Table 2 lists the specifications of several electrodes designed for use in these
hybrid electric/acoustic or EAS implant systems.
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To achieve deeper insertion with minimal associated damage may require
significant innovation. The capability to mechanically steer an electrode as it
passes along the length of the scala tympani may be one method used to meet
this challenge. One design concept developed to ‘‘steer’’ the tip of an electrode
functions by forming fine fluid channels beneath the surface of the array [112].
Controlling the pressure in these channels bends the array in the desired
direction. Other strategies use fine filaments or temperature sensitive shape
memory metal elements within the array to control electrode shape. Addi-
tionally, the most effective use of mechanical steering during insertion will
probably require some form of feedback to accurately direct the electrode and
avoid trauma.

5.3.4 Summary

In the past decade improvement in the design of intracochlear electrodes has led
to the production of devices with greater efficiency and reduced intracochlear
damage. Still, current electrodes do not allow routine insertion to the cochlear
depth that is required to locate stimulating contacts adjacent to tonotopically
appropriate sectors of essential speech frequency components. In addition,
temporal bone studies demonstrate that at least some insertions with each
type of electrode currently in use result in damage to the cochlea. This damage
may result in accelerated degeneration of the spiral ganglion neurons upon
which the cochlear implant depends for activation. Damage also results in
idiosyncratic location of the electrode array within the scala tympani as location
of the array is restricted at the point of damage from following its usual course.
These variations in distance from the electrode to each neural activation site
affect the efficiency and spread of excitation for each channel in unique ways
making it difficult to optimally fit patients with severe intracochlear damage
[113,114].

Finally, the role of the surgeon must be carefully addressed as cochlear
implants move from application in relatively small populations of deaf
individuals to larger populations of subjects with greater residual hearing.
It is important to note that the studies which demonstrate reductions in the
occurrence of damage with the latest electrode designs are, for the most

Table 2 Properties of the EAS electrode arrays

Cochlear Hybrid Cochlear Hybrid – L Med-El Flex EAS

Length (mm) 6 15 20.9

Diameter (mm) 0.35 (tip) 0.8–0.6

Number of contacts 6 22 12

Contact spacing (mm) 0.75 0.75 1.9

Shape Straight Straight Straight

Stylet No No No

102 F.-G. Zeng et al.



part, conducted by experienced surgeons that have completed many tem-

poral bone studies of these devices. For this reason, it is very difficult to

separate the effects of their increasing expertise from the effects of iterative

changes in electrode design. Improvements in electrode design must be

effective across the broad spectrum of surgical experience and training if

these modifications are going to result in increased performance for all

subjects.

5.4 Back Telemetry

Back telemetry allows the external unit to check the status of the internal unit,

such as regulated voltage, compliance voltage, register values, and hand shak-

ing status. The function of back telemetry is critical to ensure that the internal

circuit works in the proper state to correctly execute commands sent from the

external unit. The other function of back telemetry is to measure and monitor

critical information regarding the electrode–tissue interface, including electrode

impedance, electrode field potential, and neural responses [115].
Electrode impedance is derived by measuring the voltage drop across an

electrode for a given current. The current is delivered below the audible thresh-

old, with a value in tens of mA or even lower. Extremely low electrode impe-

dance suggests shortage, while extremely high electrode impedance suggests

open circuitry. Electrodes with both extreme values are typically eliminated in

the fitting process. Electrode field potential can be obtained by stimulating one

electrode, while recording the potential in other non-stimulating electrodes.

Electrical field imaging plots the potential distribution as a function of electrode

position and can be a useful clinical tool to probe the interference and interac-

tion between electrodes [116].
Neural response telemetry (NRT) measures the auditory neural response

to electric stimulation. Because the neural response is minuscule, usually

buried in the artifact of electric stimulation, special techniques are required

to remove the artifact. Figure 9 shows three methods used to remove the

electric artifacts [117]. First, an alternating phase assumes that the neural

responses are the same to anodic and cathodic-leading stimuli so that simple

averaging the two responses would cancel the artifacts while preserving the

neural response. However, this assumption is not true and additionally the

nerve may respond to the second phase, limiting the alternating phase utility

[118]. Second, template subtraction uses either a subthreshold template or

statistical properties of electric artifact to remove the artifact and recover the

neural response [119, 120]. Third, forward masking takes advantage of

neural refractoriness in that a probe following a masker will produce artifact

but no neural response [117]. At present, forward masking is the most widely

used technique.
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6 Safety Considerations

Safety is an important consideration in the design of any neural prosthetic
device. The safety of an implantable neural prosthetic device can be segmented
into four categories: (1) materials and their biocompatibility and toxicity,
(2) sterilization to eliminate infection, (3) mechanical design with its potential
to cause structural tissue damage, and (4) energy exposure limits and the
resulting tissue and neural damage. Safety problems related to each of these
categories can have both short- and long-term consequences.

6.1 Biocompatibility

All implantable materials should be biologically compatible in terms of not
producing a toxic, injurious, or immunological response within the living tissue.

Fig. 9 Comparison of three methods to reduce electrical stimulus artifact [with permission of
117]. In method 1, stimulus polarity is sequentially alternated (traces A1 and B1); in the
average (R1), the stimulus artifacts cancel out. In method 2, a subthreshold stimulus (A2) is
used to obtain a template of the stimulus artifact without a neural response. The template is
scaled upward (waveform (b/a)A2) to match the amplitude of a suprathreshold stimulus
artifact of B2 and subtracted from that waveform to eliminate the stimulus artifact (R2). In
the third method, a high-level masker puts the nerve in a refractory state, so that a subsequent
probe fails to elicit a response (B3). This waveform is subtracted from the response to the
probe alone (A3) to eliminate the probe artifact. This subtraction, however, introduces an
inverted masker and masker response (i.e., in B3) where the probe artifact occurs in the midst
of the EAP to the masker. To remove this artifact, the response to the masker alone (C3) is
added, producing the desired EAP response to the probe (R3)
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The materials used to fabricate implantable system components need to be
compatible with the tissue and structures in the vicinity of the device and need
to be appropriately selected for their specific use. There is a significant history of
implantable materials demonstrating the successful biocompatibility in implan-
table applications. By selecting materials that already meet an FDA recognized
biocompatibility standard it is possible to avoid the need for animal testing and
possibly submit a declaration of conformity in place of performance data [121].
In addition to saving time and expense, declaration of conformity allows design
energy and focus to be placed elsewhere. Selection of materials would then be
based on factors related to their mechanical properties, electrical properties,
and abilities to achieve hermetic isolation. Table 3 presents a partial list of
frequently used biocompatible materials in cochlear implants.

Biocompatibility is not the only factor in selecting propermaterials in cochlear

implants. For example, when selecting materials for the design of electrodes used

to deliver electrical stimulation, it has been found that platinum–iridium electro-

des are safer and less damaging to neural tissue than titanium electrodes used at

the same stimulation exposure levels [122]. Therefore, even though titanium is

biocompatible, its use should be limited to specific applications that do not

include delivering electrical stimulation to neural tissue. The materials most

commonly used for this application in cochlear implants are 90%platinum–10%

iridium alloys.

6.2 Sterilization

Even though a material used for a specific design may be biocompatible, the

material must also be designed and manufactured to tolerate the process that

will be used to achieve sterilization. Sterilization processes often expose materi-

als to high temperatures and harsh chemicals. Ethylene oxide (EtO) is fre-

quently used to sterilize cochlear implants. Other acceptable sterilization

Table 3 List of biocompatible materials and their applications

Materials Applications

Metal Titanium Case; encapsulation

Platinum Electrode

Iridium Electrode

Zirconium Case

Gold Coil; encapsulation

Non metal Ceramic Case; feedthroughs

Glass Feedthroughs

Silicone rubber Carrier; encapsulation

Parylene Insulation coating

Teflon Insulation coating

Cochlear Implants 105



methods are available for cochlear implants. These are covered by multiple
standards and documents available from the FDA and other sources [123].

The EtO sterilization process applies both high temperatures and a chemical
gas to the components to achieve sterilization. Materials exposed to the EtO
process must be able to withstand exposure to both of these conditions. Addi-
tionally, the structure of implanted components and housing must be designed
to avoid pockets, crevices, or other small spaces in the external surfaces where
bacteria can collect, making it more difficult if not impossible for the steriliza-
tion processes to be effective.

6.3 Mechanical Safety

Tissue trauma is frequently the result of mechanical stress or chronic force applied
to tissue by the implantable package and electrode. Tissue trauma can also be
induced by surgeries that result from an implant designed in a way that is difficult
to put in place and stabilize. Relative to the package, smaller is generally better, but
this is not the only consideration. The cochlear implant package is normally placed
behind the pinna of the ear embedded in bonny tissue around and adjacent to the
mastoid cavity. A very small package that cannot be stabilized will probably cause
more tissue damage than a well-designed package that can be stabilized in an
effective bone bed. A new device implanted in a healthy subject will probably be
encapsulated in tissue that will stabilize the device after several weeks, the design
goal is to provide stabilization until this encapsulation occurs. The top surface of
the package needs to be shaped to reduce internal tissue trauma that could result in
long-termproblems. Softly rounded corners and soft silicone rubber encapsulation
helps prevent these problems. There have been cases of severe tissue necrosis
reported with some implants and this usually results in an explant and a subse-
quent reimplant with a different device or a different placementmethod.Designers
need to work carefully with skilled surgeons to ensure the final design meets the
surgical needs and minimizes the potential for chronic tissue trauma.

6.4 Energy Exposure

Electricity, heat, light, and sound are several types of energy encountered by
cochlear implants. The bio-effects of light and sound energy sources, particu-
larly the interaction between tissue and laser or ultrasonic sound, are well
documented. Stimulation of the cochlea requires exposure to adequate amounts
of electrical energy to achieve sufficient neural recruitment to achieve loudness.
Increasing requirements to improve tonotopic selectivity is forcing a reduction
in contact surface area along with a higher density electrode pitch. The trends
are placing an additional burden of keeping electrical energy at safe exposure
levels. The standard parameter used to quantify energy delivery for neural
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activation is charge density. The maximum total charge, charge density, and its
delivery must be specified for safe operation of the stimulator. Most modern
cochlear implants use current source stimulation drivers. The charge is the
product of current and time of the signal applied to the contact. Driver currents
in cochlear implants range from a few micro-amps to as high as two milliamps.
Electrical contacts vary in range from 0.12 mm2 up to over 1.5 mm2. Typically,
the charge density is less than 15–65 mC/cm2/phase although higher values have
been considered safe in electric stimulation of the nerve tissue [38, 39].

External devices that maintain surface contact with the skin must not have
chronic temperatures that exceed 418C. This criterion allows considerable rise if
the environmental temperature is low but may be difficult to achieve in very hot
climates. The temperature rise of implanted electronics must be minimized to
safe levels. Implanted devices must not have surface temperatures that exceed
39̊ C under any condition in vivo. The implant environment must be considered
during design and testing to ensure the final device meets requirements [124]. In
addition, the temperature may rise as a result of exposure to outside energy
sources such as MRI. Analytical treatment of this topic is difficult and early in
vivo modeling and testing is suggested.

7 Evaluation

Over the last three decades, the cochlear implant has evolved from a single-
channel device that merely provided help in lip reading and identification of
environmental sounds to modern multi-channel devices that allow average
users to understand 70–80% of open-set speech in quiet. This level of under-
standing is sufficient to carry a conversation in person or even over the tele-
phone. Figure 10 shows sentence recognition in quiet by the latest cochlear
implant users from three major manufacturers. There is no statistically signifi-
cant difference between the three devices.

With improved performance, the audiological criteria for cochlear implanta-
tion have been accordingly relaxed. In the early days, cochlear implant perfor-
mance was judged in comparison to vibrotactile aid performance [128], then the
hearing aid performance [129], and now normal auditory performance [130].
The present audiological criteria are not based on pure tone audiograms, but
rather on speech performance in the best-aided condition. If the best-aided
sentence intelligibility is less than 50%, the subject can now be a candidate for
cochlear implantation regardless of his or her pure tone thresholds.

8 Future Direction

Despite impressive performance by modern cochlear implant users, they face
tremendous challenges in pitch-related tasks and in realistic listening situations.
Intensive research has been initiated to address these challenges and beyond:
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� Front-end processing in hearing aid technology such as directional micro-
phone, noise reduction, and sound field or scene analysis is being incorpo-
rated into cochlear implants for improved speech recognition in noise
[131, 132].

� Bilateral cochlear implants guarantee the implantation of the best ear and
offer improved localization and speech recognition in noise [133]. However,
for bilateral implants to behave like binaural implants, significant design of
the present implants is required, including coordinated and novel stimula-
tion patterns between the two implants [e.g., 134, 135].

� Combined acoustic and electric hearing [136, 137] extends the utility of the
cochlear implant to those with little or significant residual acoustic hearing.
In many cases, the residual hearing occurs only at low frequencies below
300 Hz, which are not transmitted by the telephone because they provide
little or no speech intelligibility [138]. Surprisingly, these low-frequency
acoustic sounds, when combined with a cochlear implant, can improve the
implant performance in noise and in music perception [139–141].

� The auditory nerve implant (ANI), which was first attempted by Simmons at
Stanford, is also revived with improved signal-processing and electrode
technology [142, 143]. Compared with the cochlear implant, the ANI can
improve spatial selectivity and lower power consumption.

Performance in quiet (latest results)
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� The auditory brainstem implant (ABI) that stimulates the surface of the
cochlear nuclei has been introduced for more than 20 years with several
hundred patients, but the clinical results are mixed and generally poor [144].
Recent development of penetrating ABI should improve tonotopic access in
theory but the clinical outcome is less than desirable [145]. The reason for the
generally poor performance with ABI may be the presence of acoustic
tumors because there are successful ABI users who typically do not have
acoustic tumors [146].

� The auditory middlebrain implant (AMI) offers an alternative, and poten-
tially effective stimulation site because the inferior colliculus (IC) has rela-
tively convenient surgical access and clearly defined anatomical structure,
[147]. Several patients have received AMI recently, producing useful hearing
[148].

� Feasibility of an auditory cortex implant (ACI) has also been studied and
may someday provide useful functional hearing in special patient popula-
tions [149].

� Finally, cochlear implant design can be adapted to develop other neural
prostheses such as the retinal implant to help restore vision [150] and balance
[151, 152].
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A New Auditory Prosthesis Using Deep Brain

Stimulation: Development and Implementation

Hubert H. Lim, Minoo Lenarz, and Thomas Lenarz

Abstract The auditory midbrain implant (AMI) is a new auditory prosthesis

designed for stimulation of the inferior colliculus, particularly its central

nucleus (ICC), in deaf patients who cannot sufficiently benefit from current

auditory implants (i.e., cochlear and brainstem implants). We have begun

clinical trials in which three patients have been successfully implanted with

the AMI. Although the intended target was the ICC, the AMI array was

implanted into different regions across patients due to our learning experience

with the surgical approach. The first patient was implanted into the dorsal

cortex of the inferior colliculus, the second patient into the lateral lemniscus,

and the third patient into the ICC. Nevertheless, all patients receive hearing

benefits on a daily basis with their device, which has been encouraging for the

potential of the AMI as a hearing alternative for deaf patients. The greatest

improvements have been observed in the patient implanted into the target

region of the ICC, indicating the importance of proper placement of the array

into the midbrain. Furthermore, we have observed large differences in percep-

tual effects depending on location of stimulation. This chapter will provide an

overview of the different steps that were taken to ensure safe and reliable

translation and implementation of a new implant concept to clinical applica-

tion. The first section of the chapter provides the rationale and issues that

needed to be considered in the design of the AMI system. Section 2 covers the

safety and feasibility studies performed in vitro and in animals to ensure the

device would be safe and functional in humans. Section 3 describes our experi-

ence in determining how to implant and implement a new device into patients as

well as the overall hearing performance achieved with the device. Finally, the

last section provides some future directions for how to improve the AMI based

on what we have learned from the human and animal findings. The underlying
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theme of this chapter is to provide the reader with a complete and realistic
overview of the thought process, steps, and obstacles that were involved in
translating an idealistic concept to a practical clinical device.

1 Introduction

1.1 Rationale

The thought of implanting a computer chip into the brain to enhance or restore
some sensory ormotor function seems at first fanciful as if from a science fiction
movie. However, over the past decade, brain–machine interfaces have become
more than just a reality, but a daily necessity for a large patient population. One
such device, which has become the success story of the neural prosthesis field, is
the cochlear implant (CI). Over 100,000 patients worldwide have been
implanted with a CI, which consists of an electrode array that is inserted into
the cochlea and designed to electrically stimulate the remaining nerve fibers
(Fig. 1). Sound is recorded on an external microphone and processed into a
pulse sequence that is transmitted through a telemetry interface across the skin

Fig. 1 Cochlear implant (CI) system. There are many types of CI systems with different
processor designs and electrode arrays. This image presents a behind-the-ear CI system
developed by Cochlear Ltd. It consists of a small processor that fits behind the ear with a
microphone located near the white tip (not shown). The processor is connected to the
receiver–stimulator implanted in a bony bed in the skull beneath the skin surface through a
telemetry interface (brown coil). The ground ball electrode connected to the receiver–stimulator
is placed within the temporalis muscle, while the electrode array is positionedwithin the cochlea
with the 22 electrodes aligned along its tonotopic gradient. The electrodes are designed to
stimulate the remaining nerve fibers that exit to the right of the image
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(receiver is implanted in a bony bed in the skull behind the ear within the

temporoparietal area) to different electrodes aligned along the tonotopic gra-

dient of the cochlea. There are several types of CI devices and stimulation

strategies developed by different companies. For a review, see ref. [1]. However,

most modern implants use a general stimulation paradigm. The sound signal is

bandpass filtered into N signals corresponding to different frequency bands

within the human hearing range. The envelopes of these signals are then used to

amplitude modulate a pulse train (usually a set pulse rate) that is delivered toM

(N > M) sites corresponding to the largest energy components. Remarkably,

patients can extract sufficient information from these stimulation sequences to

understand speech withmany even being able to converse over the telephone [2].
Unfortunately, there are many patients who cannot benefit from a CI

because they do not have a viable auditory nerve to stimulate (e.g., due to

nerve avulsion or aplasia) or an implantable cochlea (e.g., due to ossification).

For these patients, the auditory brainstem implant (ABI) can be used to restore

some auditory function. For a review, see Ref. [3]. The ABI consists of a planar

electrode array that is implanted onto the surface of the cochlear nucleus

(Fig. 2). The initial motivation for the ABI was to restore hearing in neurofi-

bromatosis type 2 (NF2) patients. NF2 is associated with bilateral acoustic

neuromas in which removal of these tumors usually leads to complete deafness.

Since the brainstem is approached during tumor removal surgery, the patient

can be implanted with an ABI with minimal added risk. The ABI has provided

enhancements in lip-reading capabilities and environmental awareness. How-

ever, only a few of over 500 patients have achieved some open set speech

perception without lip reading. More recently, nontumor deaf patients have

been implanted with the ABI. Although the same technology and stimuli are

used for both the nontumor and the NF2 ABI patients, many of the nontumor

patients have obtained high levels of speech perception similar to what is

Fig. 2 ABI array. An example of an electrode array, developed by Cochlear Ltd., designed for
surface stimulation of the cochlear nucleus for hearing restoration. This array consists of 21
active platinum disk electrodes mounted on a 3 � 8.5 mm silicone carrier backed with PET
mesh (additional flaps to fix array to tissue surface). Each of the electrodes has a diameter of
about 0.7 mm
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observed for top CI patients [4]. This is interesting in that it suggests that the
limited performance observed in NF2 ABI patients may be associated with
tumor-related damage at the level of the cochlear nucleus where the tumors are
located. The fact that many NF2 patients can still understand speech up until
tumor removal suggests that auditory nuclei beyond the cochlear nucleus are
still functional and the limited performance with ABI stimulation is more
associated with activation issues with the cochlear nucleus. Therefore, a new
auditory prosthesis that bypasses this damaged region is needed for deaf NF2
patients. The NF2 disease occurs in about 1 in 40,000 births [5], thus there are
an ample number of patients who would benefit from such a device. Further-
more, such a device could serve as an alternative for nontumor patients who do
not sufficiently benefit from the CI or ABI.

The question arises as to which auditory structure would serve as an alternative
location for a new auditory prosthesis. The region must be surgically accessible in
humans, provide a well-defined neuronal organization that would enable systema-
tic spatial stimulation of different functional regions, and is not located too far
along the auditory pathway associated with more complex coding properties. An
appropriate balance among these criteria resulted in our selection of the inferior
colliculus (IC), particularly its central nucleus (ICC). The location of the IC along
the auditory pathway and relative to the other auditory structures is shown in the
simplified schematic in Fig. 3 (taken fromRef. [6]). The ICC is a converging center
for almost all ascending auditory brainstem projections [7], which should provide
access to pathways necessary for sound perception. It also consists of awell-defined
laminated organization (Fig. 4). Based on anatomical similarities across mamma-
lian species and the fact that these laminae have shown to correspond to different
frequency layers in animals [8, 9], it is inferred that the human ICC also consists
of well-defined tonotopic layers. This is important for an auditory prosthesis
considering that the ability to transmit specific frequency information has shown
to be important for achieving high levels of speech perception in normal hearing
and CI subjects [10, 11]. Furthermore, the IC is surgically accessible in humans,
especially as part of the NF2 tumor removal approach (see Section 3.1), and it is
possible to modify commonly used DBS stereotactic approaches to the midbrain
for safe implantation of an electrode array into the IC [12, 13].

Although the auditory cortex is more superficially located (Fig. 3) and
surgically accessible than the IC, it consists of a less defined functional organi-
zation (e.g., the tonotopic map is less consistent across animal subjects), in part
due to its more plastic nature [14, 15], and exhibits more complex coding of
perceptual sound features. Lower auditory nuclei, such as the superior olivary
nuclei and the lateral lemnisci, may exhibit less complex processing compared to
the IC since they are lower along the auditory pathway. However, these nuclei
code sound in amore diffuse manner (i.e., no one nucleus serves as a converging
center of information) and with a less defined and/or skewed tonotopic orga-
nization compared to the ICC [16]. Although the medial geniculate body can be
approached using stereotactic methods [13, 17] and provides access to most
auditory projections ascending from lower centers to the auditory cortex, it will
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likely exhibit more complex processing compared to the IC since it is higher

along the auditory pathway [16].
Therefore, we selected the IC as our target structure for a new auditory

prosthesis, the auditory midbrain implant (AMI).

Fig. 3 Auditory pathway. Simplified schematic showing most of the major nuclei along the
auditory pathway from the cochlea up through the inferior colliculus (IC) to the auditory
cortex. There are extensive projections across the different nuclei as well as descending path-
ways that are not shown. Taken from Ref. [6] and reprinted with permission from Elsevier
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1.2 Design Considerations

The IC is a three-dimensional structure that is somewhat spherical (Fig. 4). It
consists of different regions associated with different coding features [9, 18, 19].
The ICC is the main ascending auditory region of the midbrain whereas the
dorsal cortex receives substantial descending projections from higher auditory
and nonauditory centers and is designed for modulating information trans-
mitted along the ascending pathway. The lateral nucleus has been associated
with multimodal information processing as well as modulation of ascending
and descending projections to and from lower auditory centers. There are other
regions within the IC along with differences in regions across species that have
been identified. Although it is important to understand the coding features

Fig. 4 Anatomy of inferior colliculus. Histological sections of the human inferior colliculus
(IC) depicting its different subdivisions and layered structure using the Golgi–Cox method.
(A)Axial section (top) at the junction of the caudal andmiddle thirds of the IC of a 55-year-old
man and its simplified schematic (bottom) showing the orientation of the dendritic laminae
within the central nucleus. (B) Parasagittal section at the junction of the medial and middle
thirds of the IC of a 53-year-old man; inset provides orientation of the dendritic laminae
within the central nucleus and indicates the location of the section (dashed lines). C, cuneiform
area; CC, caudal cortex; CG, central gray; CN, central nucleus; DC, dorsal cortex; DM,
dorsomedial nucleus; LL, lateral nucleus and dorsal nucleus of lateral lemniscus; LZ, lateral
zone; MLF, medial longitudinal fasciculus; SC, superior colliculus; vln, ventrolateral nucleus.
Anatomical directions: C, caudal; D, dorsal; L, lateral; M, medial; R, rostral; V, ventral.
Images taken from Ref. [8] and reprinted with permission from Taylor and Francis Group
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within the different regions of the IC across species and especially within
humans for developing stimulation strategies for the AMI, our initial focus is
in the coding features of the ICC since it is our implant target for the first
patients. Implanting arrays into other IC regions in addition to the ICC may be
required to achieve perception of complex sound stimuli. However, to simplify
the design and implementation of the AMI in the first patients, we focused on
the ICC because it receives almost all ascending pathways from the brainstem
en route to higher perceptual centers [7]. Thus, we should have access to most
ascending information required for speech perception.

One of the advantages of stimulating the ICC is that it has a well-defined
tonotopic organization in which its three-dimensional structure is made up of
two-dimensional isofrequency layers that are aligned roughly 458 from the
parasagittal plane (Fig. 4). As mentioned earlier, the ability to systematically
activate different frequency regions, thus elicit distinct spectral percepts, has
shown to be important for speech perception in CI as well as normal hearing
subjects [10, 11]. Thus, the systematic tonotopic organization of the ICC makes
it a promising location for an auditory prosthesis. However, if frequency is
coded along one dimension of the three-dimensional structure, then what is
coded along the other dimensions? It is not yet clear how sound is coded along
the isofrequency layers. Some studies have shown that different features of
sound are systematically coded along these ICC laminae. For example, in
mice it has been shown that ICC neurons with lower pure tone thresholds,
sharper frequency tuning, and greater sensitivity to slower frequency sweep
speeds are located more centrally within a lamina and these properties system-
atically change in more concentrically outward regions [20, 21]. In cats, it has
been shown that a periodotopic (best modulation frequency) map exists along
the dorsomedial-to-ventrolateral dimension of the ICC laminae [22] and shorter
pure tone latencies are represented in more ventrolateral regions [23]. These
findings suggest that frequency may be coded in one dimension while temporal,
level, and even frequency interactions are coded along the other dimensions.
From an engineering point of view, such an organization would be advanta-
geous for a three-dimensional array in which appropriate spatial stimulation of
the ICC could elicit different spectral, temporal, and level percepts, all features
that make up the structure of a sound signal. However, there is some contro-
versy over whether such spatial maps exist across different sound levels [24, 25]
and it is still unknown how thesemaps vary across species, especially in humans.
Furthermore, the question remains howwe could electrically stimulate different
sites, which results in synchronized activation of clusters of neurons rather than
discrete activation of individual neurons, throughout the ICC to elicit the
appropriate temporal and spatial neural interactions that can be decoded by
higher order neurons as meaningful auditory percepts.

Attempting to understand the intricate coding circuitry of the ICC and then
being able to interpret the findings to appropriately stimulate this circuitry to
restore speech perception may prove to be an ambitious feat. It may be more
practical to simply implant a large number of sites throughout the ICC. In this
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way, a broad range of varying stimuli across the nuclei could be investigated
until effective stimulation patterns are identified using more of a heuristic
approach. However, this approach has its own limitations. In designing a new
auditory prosthesis, especially one that will be implanted within the center of
the brain, it is crucial to take every precaution to ensure that the array can be
safely and chronically implanted into the brain. Demonstrating the safety of a
new electrode array takes carefully planned, long-term animal studies and
requires extensive steps for human approval through the appropriate govern-
mental and clinical agencies. For an array with a greater number of sites and
larger dimensions, more neural tissue will need to be displaced during implan-
tation and stronger forces will be required to push the array into the tissue,
which can result in greater brain damage. Thus obtaining approval for such a
device may be more difficult. From an engineering perspective, designing an
array with a greater number of sites becomes more technologically challenging.
For example, the current DBS array has four large sites each connected to the
processor via wire leads (Fig. 5A). It is not possible to use the same technology
to develop a three-dimensional array with a high density of small sites (e.g., 100
closely spaced 2000 mm2 sites with a site-to-site distance of 100 mm) due to the
large volume of space required for the wire leads and the inability to accurately
space the sites with such small dimensions. New fabrication technologies used
to develop silicon or polyimide electrode arrays can achieve such specifications
(Fig. 6) [26]. However, these types of electrode technologies are not yet
approved for chronic human use since it is not clear how safe and functional
they are over long periods of time within the brain, though some initial studies
have provided encouraging results [3, 27]. Extensive safety studies still need to
be performed to translate this technology into a neural prosthesis for humans.
Even if the number of sites can be dramatically increased, there are other
limitations, such as a limited bandwidth for transferring data from the proces-
sor to the implanted stimulator (i.e., the stimulation sequences are transmitted
across a wireless interface) and a limited amount of power than can drive the
stimulator especially if current steering techniques with multi-site stimulation
algorithms are used. Implants with large number of sites may require appro-
priate switching electronics to stimulate a subset of the total number of sites at
any given time. Furthermore, the complexity of the algorithm will increase with
site number in a combinatorial sense. Considering that patients would rather
wear a small behind-the-ear processor (as shown in Fig. 1) than a large body-
worn device at the cost of less processing power, it becomes crucial to simplify
the algorithms to run on smaller processors with less energy requirements.

Based on these different design considerations and issues, a balance must be
reached between complexity and feasibility. On one end, we would like a three-
dimensional array that can sufficiently stimulate across the entire IC. On the
other end, we would like an array that is safe for human use and will not take
extensive animal and in vitro studies to develop and obtain approval for clinical
trials. Our research and clinical team decided to use an electrode array technol-
ogy already approved for human use. The human prototype AMI array was
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derived from a clinically approved CI array developed by Cochlear Ltd (Lane
Cove, Australia) (Fig. 5). This meant that the AMI would consist of only a
single-shank array similar to that of the CI. Although it was not possible to
technologically develop an array with muchmore than 20 sites and significantly
reduce the array dimensions due to the wire leads, the overall size of the array is
still dramatically smaller than the current DBS array (Fig. 5A). Through
sufficient in vitro tests and animal studies (see Section 2), the safety, mechanical
robustness, and functionality of the AMI array were demonstrated and
approval for human use was obtained in a short period of time (within 3
years). The disadvantage of the array was that we only had one shank to
implant into a three-dimensional structure. Thus, we were left with the critical

Fig. 5 AMI array. (A) Image of the AMI array next to a standardDBS array (Medtronic Inc.,
Minneapolis, MN, USA). The DBS array consists of four platinum–iridium contacts (2 mm
center-to-center separation) each with a ring diameter of 1.27 mm, width of 1.5 mm, and
surface area of �6 mm2. (B) Magnified image of the AMI array, which is 6.2 mm long (from
Dacron mesh to tip of silicone carrier without stylet). Each of the 20 platinum ring electrodes
(0.2 mm center-to-center separation) has a diameter of 0.4 mm, width of 0.1 mm, and surface
area of �0.00126 mm2. The AMI array is designed to be positioned along the tonotopic
gradient of the central nucleus of the inferior colliculus (IC). The array was developed by
Cochlear Ltd. SC, superior colliculus. Anatomical directions: C, caudal; D, dorsal; R, rostral;
V, ventral
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decision of where to implant this array within the ICC, a question we are still

investigating. After obtaining approval for clinical trials, we implanted three

patients. Section 3 provides an overview of our human findings and the

Fig. 6 New planar electrode technologies. (A) Silicon substrate multisite probes of different
two-dimensional configurations. Each probe has multiple sites linearly organized along a
given shank with micron level precision. Bond pads (gold squares) providing connection to
each site are visible on the probes. Red scale bar is 4 mm. (B) Polyimide multisite probes. Both
sites (black dots) and bond pads (silver squares) are shown. Polyimide probes are more flexible
and resistant to breakage than the silicon probes, thus may bemore appropriate for long-term
use in humans. Black scale bar is 0.5 mm. Three-dimensional probes can also be developed by
bonding several two-dimensional probes inserted into a three-dimensional construct. These
probes and new electrode technologies are developed by NeuroNexus Technologies (Ann
Arbor, Michigan, USA)
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systematic steps involved in appropriately fitting each patient with the AMI.
The chapter ends (Section 4) with an overview of what design features need to
be implemented in the next generation of the AMI system in order to improve
overall hearing performance based on both our animal and human findings.

2 Device Development and Testing

2.1 Human Prototype Array

The AMI consists of a single-shank multi-site array designed according to the
dimensions of the human IC with the goal of stimulating the different layers of
the ICC (Fig. 5). The AMI electrode array is 6.4 mm long (fromDacronmesh to
tip of stylet) with a diameter of 0.4mm. It consists of 20 platinum ring electrodes
linearly spaced at an interval of 200 mm. Each site has a width of 100 mm (surface
area of 126,000 mm2) and is connected to a parylene-coated 25-mm-thick wire
(90% platinum/10% iridium). The body (carrier) of the electrode array is made
from silicone rubber (30 durometer hardness) and is concentrically hollow. A
stiffening element (stylet) made of stainless steel is positioned through the axial
center of this silicone carrier to enable insertion of the electrode array into the
IC. After the electrode array is in its final position in the midbrain, the stylet is
removed and the softer silicone carrier remains in the tissue. The Dacron mesh
anchors the electrode array onto the surface of the neural tissue to minimize
movement after implantation. This Dacron mesh also prevents overinsertion of
the electrode array into the IC during implantation.

The other components of the AMI system are similar to the latest nucleus CI
system (Fig. 1) consisting of a behind-the-ear microphone and processor that
transmits the electromagnetic signals to the receiver–stimulator implanted
under the skin. This receiver–stimulator is implanted in a bony bed on the
skull near the craniotomy and is connected with a cable to the electrode array.

The successful design and development of the AMI array was a result of
applying the Plan–Do–Check–Act (PDCA) principle (Fig. 7). This is a recursive
process in which each phase of the cycle applies the PDCA principle creating a
fractal process encompassing aspects of the design and development cycle. The
scientists and engineers at Cochlear Ltd., particularly James F. Patrick, Frank
Risi, Godofredo (JR) Timbol, and Peter Gibson, ensured successful execution
of the PDCA principle on the development of the AMI.

DO

PLAN

CHECK

ACT
Fig. 7 Schematic of PDCA
(Plan–Do–Check–Act)
process used for AMI
development
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Plan: A number of meetings were held between researchers, otolaryngolo-

gists, and neurosurgeons at Hanover Medical University and engineers and

scientists from Cochlear Ltd. During these meetings a number of creative and

innovative draft concepts for an AMI array were created (Fig. 8). In addition,

dimensional, functional, reliability, and surgical requirements were highlighted.
Do: Engineers at Cochlear Ltd. used the original concepts and ideas to

generate detailed designs using advanced CAD modeling and prototypes

(Fig. 9). As part of the ‘‘Do’’ process, they used FMEA (failure modes and

effects analysis) to identify and estimate potential risks or hazards associated

with each design. FMEA is a step-by-step approach for identifying all possible

failures in a design, a manufacturing or assembly process, or a product or

service and prioritizing them based on their seriousness, frequency of occur-

rence, and detectability. It relies on bringing together people with in-depth

Fig. 8 Original AMI schematic

Fig. 9 An example CAD
drawing of the AMI array
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knowledge spanning all aspects (e.g., design, manufacturing, testing, market-

ing, sales) of the specific process, product, or service in order to efficiently and

effectively address the potential failures of the system. For example, the pene-

trating tip in the original concept (Fig. 8) consisted of a separate titanium

conical tip that remained implanted after removal of the stylet. However, the

FMEA identified a number of risks with this concept, especially the potential

for neural damage due to the hard tip remaining implanted in the soft tissue.

This resulted in a modified design in which the tip, which is now part of the

stylet, would be removed after the electrode array is positioned into the neural

tissue (Figs. 5B and 9). Furthermore, materials and manufacturing processes

were based as much as possible on existing commercial CI electrode technolo-

gies to reduce both potential risks and development time. However, due to

specific design requirements for the AMI, such as the dimensional constraints,

the stylet required for surgical insertion of the array into the brain with minimal

insertion trauma, and electrode reliability concerns for the reduced dimensions,

this phase required the development of some manufacturing processes, tools,

equipment, and assessment protocols.
Check: After a theoretical engineering design review, the AMI array was

subjected to a series of tests to verify safety and reliability of the design and also

to validate clinical safety and performance. The ‘‘Check’’ phase of the PDCA

cycle is generally the longest, requiring the controlled manufacture of a large

number of sample devices for testing. Prior to testing, the design was evaluated

analytically using FEA (finite element analysis) methods to quickly identify risk

areas or areas of weakness, specifically focusing on wire bond strength and

potential high-stress areas resulting from long-term use (Fig. 10).
In vitro life testing of the AMI array, including severe stress and fatigue

testing, was performed based on protocols developed to mimic conditions

expected in vivo and typical use cases. One example was flexing the electrode

array around a known bend radius multiple times to failure similar to the type

of testing performed on CI arrays (Fig. 11). This test was designed to assess the

resistance of the AMI arrays to excessive handling and deflection during and

after implantation. The AMI electrodes were monitored during testing by

Fig. 10 Finite element
analysis to simulate andassess
bending stresses in the array
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measuring continuity and impedances within a conductive medium. Failures
only occurred well beyond the acceptance criteria developed for accelerated life
testing, while visual inspection of the arrays under high magnification confirmed
that the failure mechanisms were as expected and not a result of material defects.

The design verification process ensured that the AMI implant was reliable
and suitable for clinical use and identified potential areas of weakness that
needed to be addressed prior to human implantation. In parallel, we performed
acute and chronic animal studies as well as fresh cadaver preparations to
provide additional data relating to insertion trauma, electrode stability, surgical
usability, and long-term functional reliability (see Sections 2.2 and 3.1).

Act: The results of the verification and validation tests were reviewed against
the stringent company requirements with any identified issues being addressed
through the iterative application of the PDCA process, generating appropriate
design or manufacturing changes. For example, during the animal studies we
realized that the original long stainless steel stylet handle was difficult to grip
with surgical tools and safely insert the array into the brain tissue. The design
was modified, resulting in a much shorter handle with a silicone coating that
provided greater stability during insertion.

Overall, the application of the PDCA principal, innovative design practices,
advanced design tools, and thorough analyses resulted in the original AMI
electrode array concept becoming a clinical reality.

2.2 Feasibility and Safety Studies

In addition to extensive in vitro tests performed by the engineers at Cochlear
Ltd., we performed electrophysiology and histological studies in animals to
assess the functionality, reliability, and safety of the AMI array in living tissue.
These experiments were also part of the PDCA process described in the

Fig. 11 In vitro bending test.
The AMI array was
positioned between two
rollers and continuously
bent and stressed to assess
failures and material defects
associated with excessive
handling of the array that
could occur during and after
implantation
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previous section. The animal studies consisted of acute electrophysiology

experiments in guinea pigs to determine the effects of electrical stimulation of

the ICC on activation of higher auditory regions and chronic experiments in

cats to evaluate the effects of long-term implantation and stimulation on tissue

damage. This section provides a brief overview of these results with further

details presented in previously published work [28–30].
One major rationale for selecting the ICC as the target site for an auditory

prosthesis is its well-defined tonotopic organization. We designed our AMI

array based on this organization and the dimensions of the human IC and

hypothesized that AMI stimulation of the ICC would achieve frequency-

specific activation. Furthermore, we expected lower thresholds than CI stimu-

lation because of the ability to directly stimulate ICC neurons compared to the

distant nature of neural activation (across the bony modiolar wall) for cochlear

stimulation. The AMI sites are large due to limitations in electrode technology.

Yet this should also result in lower charge densities for ICC activation, thus

providing a safer range of current levels for central nervous system stimulation.

To test our hypotheses, we performed experiments in a ketamine-anesthetized

guinea pig model in which we electrically stimulated different regions along the

tonotopic axis of the ICC and recorded the corresponding neural activity across

the tonotopic gradient of the primary auditory cortex (A1) (Fig. 12). We used

Fig. 12 Electrophysiology setup. Drawings of the AMI array and an 8-shank silicon-substrate
Michigan probe (Center for Neural Communication Technology, University of Michigan,
Ann Arbor, MI) positioned along the tonotopic gradient of the central nucleus of the inferior
colliculus (ICC) (A) and primary auditory cortex (A1) (B), respectively. Anatomy in (A) and
(B) was derived from images presented in Ref. [31, 32], respectively (not drawn to scale).
Electrode sites (�400 mm2) are represented by black dots along each A1 probe shank (sites
separated by 50 mm, shanks separated by 200 mm). The asterisk corresponds to blood vessels.
DC, dorsocaudal cortex; F, frequency; ICD, inferior colliculus dorsal cortex; ICX, inferior
colliculus external cortex; SC, superior colliculus. Anatomical directions: C, caudal; D,
dorsal; L, lateral; R, rostral. Taken from Ref. [29] and reprinted with permission from the
Association for Research in Otolaryngology
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single biphasic monopolar pulses (200 ms/phase, cathodic leading) within the

ICCwhere the return was through a wire positioned in a neckmuscle. Each ICC

site was stimulated with levels between 1 and 100 mA in logarithmic (dB) steps.

The A1 neural activity (evoked potentials and spikes) was filtered and processed

for analysis.
In summary, the mean threshold for A1 spike activity to ICC stimulation

was 27.4 mA (SD: 12.3 mA; n=75). This value corresponds to the thresholds of

A1 neurons with a similar best frequency (i.e., most sensitive to a specific pure

tone stimulus) to that of the stimulated ICC neurons. Although in most cases

stimulation of a specific frequency region within the ICC elicited the lowest

spike thresholds in a similar frequency region in A1 (67%, n=75), thus achiev-

ing frequency-specific activation, there were cases in which the lowest threshold

was elicited by A1 neurons with different best frequencies. The mean value

when taking the lowest A1 threshold for a stimulated ICC site regardless of best

frequency was 20.7 mA (SD: 9.6 mA; n=75). For cochlear stimulation, A1

thresholds of about 67.2 mA (median value) have been reported [33], which is

10 dB higher than our median value of 20 mA. Even accounting for differences

in the threshold method used, these results suggested that the AMI could

provide lower thresholds than CIs, which would potentially reduce overall

energy consumption during daily use. Furthermore, current levels for AMI

activation appeared to be safe for central nervous system stimulation. Our

thresholds ranged from about 6 to 60 mA, which for a 200 ms/phase pulse results
in a total charge per phase of 1.2–12 nC. For 126,000 mm2 sites, this results in a

charge density per phase ranging between about 1 and 10 mC/cm2. Using a

charge density per phase of about 10 mC/cm2 (7 h of continuous stimulation at

50 Hz, anodic-leading biphasic pulses, 400 ms/phase, 0.5 cm2 surface electrodes)

in cat parietal cortex, McCreery et al. [34] demonstrated that safe neural

stimulation up to 5000 nC/phase was possible (neural damage appears to be

related to both charge density and total charge). Usingmuch smaller sites (6,500

mm2) than our AMI sites and a higher charge density of 1600 mC/cm2, they still

could safely stimulate up to 100 nC/phase. Both cases result in much higher

charge and charge density values than our stimulation values. Even considering

the differences in pulse duration (200 versus 400 ms/phase) and brain region

(guinea pig midbrain versus cat cortical tissue), especially since we stimulated

with much fewer pulses (less than 7 h at 2 Hz), it was expected that our

stimulation levels would not cause noticeable tissue damage. We could not

determine the maximum current level needed for AMI stimulation with our

experimental setup due to the limit of the stimulator. However, even if levels

reach up to 500 mA, the total charge per phase and charge density per phase will

still only be about 100 nC and 80 mC/cm2, respectively, which are still well

within the safe limits described above and presented in [34–36]. At higher levels,

frequency-specific activation was also still possible. For example, when stimu-

lating at 5 dB above threshold, 77% (n=69) of the stimulated ICC sites elicited

the largest evoked potential within an A1 region of similar best frequency.
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The acute guinea pig experiments provided the initial evidence demonstrating
that stimulation of the ICC with our AMI array could achieve low threshold,
frequency-specific, and potentially safe activation of the central auditory system.
The latter was inferred from empirical safety data collected from stimulation of
the cat cortex using slightly different parameters than in our study. Furthermore,
stimuli were only presented for a few hours whereas future AMI patients would
be stimulated on a daily basis with much faster rates. To obtain a more realistic
sense of the safety of the array to both chronic implantation and stimulation for
longer periods, we performed a histomorphological study in cats [28]. The cat was
selected as the animal model because its IC is similar in cytoarchitecture and size
to the human IC. Eight cats were chronically implanted for 3 months, in which
four of them were additionally stimulated for 60 days (4 h/day) starting 4 weeks
after implantation to assess if clinically relevant stimuli further affected the tissue
response. The stimuli consisted of cathodic-leading, charge-balanced pulses in
common ground mode (100 ms/phase, 250 pps, 45 ms phase gap) using the
SPEAK strategy (Cochlear Ltd.) and driven by continuous sound from a radio.
Across animals and throughout the 3-month implant period, the threshold (T)
and comfortable (C) levels used to program the processor ranged from 84 to 209
mA and 93 to 256 mA, respectively. An important component of this study was
that we used a similar surgical approach to expose the IC surface and implant the
AMI array as would be used in the human patients.

In our experiments, we analyzed the histomorphological effects 3 months
after initial array implantation, which generally corresponds to the long-term
sustained tissue response. In Giemsa-stained sections, the electrode tracks in
both nonstimulated and stimulated cats were surrounded by a thin fibrillary
sheath (Figs. 13A and 14A). There was no significant difference in the thickness
of the reactive fibrillary sheath between the nonstimulated and the stimulated
cats suggesting that the encapsulation process is more affected by the

Fig. 13 Tissue reaction to nonstimulated AMI array. Giemsa-stained histological sections
showing the distribution of neurons and glial cells adjacent to the track of a chronically
implanted nonstimulated electrode array (A) in comparison to those in a similar location in
the contralateral (control) inferior colliculus of the same cat (B). The fibrillary sheath around
the track can also be seen. FS, fibrillary sheath; G, glial cell; N, neuron; T, track; V, vessel.
Taken from Ref. [28] and reprinted with permission from Lippincott Williams and Wilkins

A New Auditory Prosthesis Using Deep Brain Stimulation 133



implantation of a foreign object rather than chronic stimulation. The average
thickness of the fibrillary sheath across all nonstimulated and stimulated data
was 58.1 mm (SD: 62.7). Around the fibrillary sheath, reactive gliosis was
detected in both nonstimulated and stimulated cats (Figs. 13 and 14). The

stimulated cats exhibited significant elevation of glial cells out to about 250
mm from the electrode track, while the nonstimulated cats had elevated glial
cells out to about 350 mm (Fig. 15C,D). Intact and healthy neurons could be

observed around the electrode track in both stimulated and nonstimulated ICs
(Figs. 13 and 14). However, there were fewer neurons in the immediate vicinity
of the electrode tracks in both animal groups. The neuron density increased to
normal at about 50 mm from the track in the stimulated cats and at about 100

mm from the track in nonstimulated cats (Fig. 15A,B). In comparing the plots in
Fig. 15, it is apparent that the extent of neuronal survival is inversely related to
the level of glial reaction such that a greater number of glial cells corresponds to

a fewer number of neurons at each distance from the electrode track. Further-
more, it appears that chronic stimulation improved the tissue reaction (i.e., less
glial cells relative to control) and led to better survival of the neurons around the
electrode array. Further studies need to be performed to confirm this finding

since it is based on only a few animals.
Overall, these histomorphological findings demonstrated that minimal neuro-

nal damage occurs around the electrode array due to chronic implantation and
stimulation of our AMI array. These results are similar to what has been
observed with other deep brain neural implants currently used in human patients

[37, 38] and were encouraging as to the potential safety of our array for clinical
use. Furthermore, all eight animals were healthy throughout the 3-month
implant period and we did not observe any complications associated with the

surgical approach. In electrically stimulating the IC in cats, as well as in humans,
it is possible to stimulate neighboring structures that may elicit nonauditory and
even adverse effects [8, 39–41]. Activation of the spinothalamic tract (caudal and

Fig. 14 Tissue reaction to stimulated AMI array. Giemsa-stained histological sections
showing the distribution of neurons and glial cells adjacent to the track of a chronically
stimulated electrode array (A) in comparison to those in a similar location in the contralateral
(control) IC of the same cat (B). The fibrillary sheath around the track can also be seen. FS,
fibrillary sheath; G, glial cell; N, neuron; T, track; V, vessel. Taken from Ref. [28] and
reprinted with permission from Lippincott Williams and Wilkins
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ventral to the IC) and the trigeminal tract (medial and ventral) can elicit pain,

temperature, and pressure sensations in the body and face, respectively. The

trochlear nerve (caudal) and the superior colliculus (rostral) are associated with

ocular movements. Stimulation of regions more medial and ventral to the IC,

such as the periaqueductal gray and cuneiformarea, can elicit pain sensations and

changes in arterial blood pressure and heart rate. In all four of our stimulated

animals, we did not observe any abnormal eye movements, irregular heart rates,

or behavioral responses indicative of painful sensations. It is possible that the

animalsmay have experienced some of theminor sensory effects described above,

which we were unable to measure. However, if they did occur, the level of

discomfort experienced by the animals was not visually noticeable.

3 Implementation in Humans

3.1 Surgical Approach

Considering that NF2 patients are the largest initial group of candidates for an

AMI, we needed to develop a combined surgical approach that enables removal

Fig. 15 AMI histological summary. (A, B) Neuron density versus distance from electrode
track for the nonstimulated and stimulated cats. (C, D) Glial cell density versus distance from
electrode track for the nonstimulated and stimulated cats. Includes mean across all animals
(four nonstimulated and four stimulated), standard deviation bars, and asterisks above the
implanted/stimulated mean values that were significantly different from the control values.
For further details on the analysis methods, see Ref. [28]. Taken from Ref. [28] and reprinted
with permission from Lippincott Williams and Wilkins
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of acoustic neuromas and AMI implantation at the same surgical setting. The
typical midline and paramedian supracerebellar-infratentorial approaches both
provide good exposure of the IC but do not provide an appropriate lateral
exposure to the cerebellopontine angle and internal auditory canal, which is
necessary for tumor removal. However, a lateral suboccipital craniotomy pro-
vides access to the internal auditory canal and cerebellopontine angle as well as
the IC via a lateral supracerebellar-infratentorial approach. Figure 16A shows
the location of the skin incision and craniotomy required for this approach.
Once the neurosurgeon cuts through the dura and folds it over the edges to
expose the brain (to later allow the dura to be closed via sutures), the cerebellum
and tentorium become visible (Fig. 16B). The cerebellum must be retracted
medially (to the right) to expose the auditory nerve behind the cerebellum. This
is where the acoustic neuroma is located. Once the neurosurgeon removes the
tumor, the cerebellum can be retracted downward to expose the surface of the
IC. Due to the semi-sitting position and gravity, the cerebellum actually drops
downward without any forced retraction as shown in Fig. 16C. Figure 16C,D
shows the surface of the IC after the neurosurgeon has carefully cut through the
surrounding arachnoid and pushed aside several blood vessels covering the
midbrain surface. Once the surface of the IC is exposed, the AMI can be
inserted into the IC (Fig. 16D). There are several advantages to this approach.
First of all, the insertion pathway shown in Fig. 16D actually enables the
placement of the array along the tonotopic gradient of the ICC. Second,
minimal manipulation of the cerebellum and surrounding midbrain regions is
required to expose the IC surface and implant the array. Furthermore, with
regard to vestibular schwannoma surgery, this approach enables removal of
even large tumors with the possibility of hearing preservation in patients who
undergo surgery in the last hearing ear. In these cases, the function of the
auditory nerve must be monitored during and after tumor removal, in which
implantation would only be performed in the case of complete hearing loss.

We tested the surgical approach described above in several fresh human
cadavers in a semi-sitting position. Details of these experiments are presented in
[42]. Briefly, we observed that approaching the tentorial hiatus and dorsolateral
aspect of the mesencephalon through the lateral supracerebellar-infratentorial
route does not endanger the major midline venous structures in the quadrigem-
inal cistern. It also provides direct access to the IC with an appropriate angle for
AMI insertion along the hypothesized tonotopic gradient of the ICC. Potential
risks of this combined approach are partly related to tumor removal through
the typical lateral suboccipital approach in the semi-sitting position and partly
due to the supracerebellar-infratentorial approach to the IC [43–46]. In experi-
enced hands, tumor removal through this approach is associated with no
mortality and a low rate of minor complications [47]. Intraoperative Doppler
sonography allows early detection and thereby exclusion of additional morbid-
ity due to air embolism. Risks regarding exposure of the IC and AMI implanta-
tion include cerebellar bleeding or infarction, which may result from either
extensive retraction of the cerebellum or interruption or coagulation of the
cerebellar bridging veins. In performing the operation in the semi-sitting
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Fig. 16 Surgical approach to the inferior colliculus. (A) Schematic drawing of the fixed head
in a semi-sitting position and showing the skin incision (red dotted line), appropriate location
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position, there is no need for cerebellar retraction, and approaching the tentor-

ial notch laterally helps in preserving the cerebellar bridging veins, which are

mostly located medial to the trajectory of our approach. The major midline

venous structures are not exposed and are therefore not in danger. The only

cranial nerve surrounding the IC is the trochlear nerve, which emerges at the

side of the frenulum veli below the IC and encircles the cerebral peduncle.

Exposing this nerve immediately after opening the arachnoid adhesions reduces

the risk for accidental damage to the nerve (Fig. 11C,D). Also, swelling of the

superior colliculus because of either manipulation in the quadrigeminal cistern

or inevitable coagulation of the quadrigeminal veins may lead to a transient

Parinaud syndrome consisting of a combination of impaired extraocular move-

ments (impaired up-gaze or convergence), nystagmus, and impaired papillary

reactions. These deficits are almost always transient and rarely cause permanent

neurological sequelae [48].
The human and animal findings provided the necessary evidence to obtain

approval for and pursue clinical trials. Three patients have been implanted with

the AMI thus far. Consistent with our cadaver and chronic cat studies, none of

the patients developed any complications due to either tumor removal or AMI

implantation. There were no transient or permanent sensory or motor deficits

due to implantation trauma in the midbrain. Also none of the patients experi-

enced transient or permanent pain sensations postoperatively due to potential

lesions in the midbrain. The only complication associated with the surgery was

in identifying the appropriate location to insert the AMI array on the IC

surface. The goal is to implant the array along the tonotopic gradient of the

ICC. To aid in placement, we used three-dimensional intraoperative navigation

(Vector Vision Navigation System; Brainlab, Heimstetten, Germany) with CT

and MRI images based on the bone-anchored registration method, which

proved to be quite effective in identifying the IC borders during our cadaver

studies. However, during live surgery, we noticed that brain shifts as much as

several millimeters could occur once the dura was opened, which was minimal

in the cadaver preparations. Since the ICC is not a surface structure, it was

Fig. 16 (continued) for the receiver–stimulator of the AMI in the temporoparietal area (red
star), and the location of the modified lateral suboccipital craniotomy (yellow circle) exposing
the inferior margin of the transverse sinus and the medial margin of the sigmoid sinus (blue
shaded regions). The antenna placed at the top of the head is for the three-dimensional
intraoperative navigation system. (B) After the skull is removed and the dura flaps pulled to
the side, the tentorium (T) and cerebellum (C) are visible. The cerebellum is retracted medially
(right) to expose the auditory nerve and tumor. Due to gravity, the cerebellum drops
downward to expose the inferior colliculus (IC). (C) View of the left IC, trochlear nerve
(TN), and the caudal branch of the superior cerebellar artery (SCA) through the lateral
supracerebellar infratentorial approach and after the neurosurgeon has removed the
overlying arachnoid and pushed aside several blood vessels. No retraction was used to push
the cerebellum downward to view the IC. (D) The cable extends from the AMI array that has
been implanted into the IC
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difficult to accurately insert the array into the ICC without any reliable three-
dimensional mapping of the IC borders.

Figure 17 provides a summary of the different locations of the array across

the three patients. In the first patient (AMI-1), we implanted the array too
rostral and medial resulting in its placement into the dorsal cortex of the IC. In

response to the first placement, in the second patient (AMI-2) we attempted to
insert the array more caudally and laterally resulting in its placement along the

surface of the lateral lemniscus. Fromour learning experiences with the first two
patients, we became more familiar with the IC surface landmarks (i.e., IC–SC

border, midline, exit point of the trochlear nerve) and the extent of brain shift
during surgery. Thus inAMI-3, we were able to improve our surgical techniques

and position the array into the ICC.
The next step is to determine where to implant the AMI array within the ICC

in future patients. We have animal data suggesting that stimulation of the rostral

and lateral regions of the ICC provides better frequency, temporal, and level
coding properties as well asmore excitatory and spatially synchronized activity in

A1 [50, 51]. Thus implantation of the array into such a region within the human

ICC may provide improvements in coding properties that have shown to be
important for speech perception [10, 11, 52–55]. Since it is not clear if our animal

Fig. 17 Array placement across patients. Parasagittal (top) and axial (bottom) sections
showing the location and orientation of the array within the midbrain of each patient.
Arrow in parasagittal section points to the caudorostral location of the array and the
corresponding axial section below. The black line (or dot for AMI-2) representing the array
in each section corresponds to the trajectory of the array across several superimposed
CT-MRI slices. ALS, anterolateral system; BIC, brachium of IC; CIC, commissure of IC;
IC, inferior colliculus; ICC, inferior colliculus central nucleus; ICD, inferior colliculus dorsal
nucleus; LL, lateral lemniscus; PAG, periaqueductal gray; SC, superior colliculus. Taken
from Ref. [49] and reprinted with permission from the Society for Neuroscience
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electrophysiological findings will translate to consistent human perceptual
effects, we will need to assess psychophysical and speech performance across a
larger number of AMI patients implanted into different ICC regions to answer
the question of optimal implant location with the single-shank array. Although
we will attempt to position the array in a more rostral and lateral location within
the ICC in the next few patients, the main focus will be to simply ensure the array
is implanted within the ICC using our improved surgical techniques. We are also
developing surface IC stimulation techniques (i.e., stimulating with bipolar elec-
trode spheres) in which we record the corresponding cortical evoked potentials
with surface EEG arrays. The idea is to identify specific patterns of evoked
potentials associated with different locations along the IC surface that correlate
with where to insert the AMI array to penetrate the ICC.

3.2 Patient Fitting

A summary of the demographic and implant-related information for each
patient is presented in Table 1. All three patients were diagnosed with the
NF2 disease and required acoustic neuroma removal on one side where they
were already deaf. AMI-1 had residual tonal hearing in the right ear (30–50 dB

Table 1 Patient summary

Name AMI-1 AMI-2 AMI-3

Gender F M F

Age 71 28 42

Hearing
status1

Residual right ear Hearing aid left ear None

Tinnitus Sometimes Always Always

Implant
side

Left Right Right

Implant
date

07/04/06 08/08/06 10/25/06

Turn on
date

08/07/06 09/11/06 12/13/06

Side effect
sites

12–20 1–9, 20 12–20

Side effects Dizziness, contra facial
twitch, head/chest
sensations & warmness

Paresthesia in contra upper
body and face, coldness
in contra face

Paresthesia in
contra thigh,
leg, and foot

Active
sites2

1, 2, 4–9 10, 11, 13–19 1–9

Processor
strategy1

ACE, 6-8 maxima SPEAK, 8 maxima SPEAK, 6
maxima

1Further details provided in Section 3.2.
2Other sites not listed either caused unpleasant sounds (i.e., a low-pitch screechy sound or
sensation that was uncomfortable but difficult to describe) or were shorted to other sites and
thus were not used for daily stimulation.
Taken from Ref. [49] and reprinted with permission from the Society for Neuroscience.
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HL for 0.125–1 kHz; >70 dB HL for >1 kHz). However, she scored poorly on
our standard speech test used to assess implant eligibility (<10% at 110 dB HL
for Freiburger monosyllable word test; CI criteria:<30% at 65 dBHL) indicat-
ing her inability to benefit from hearing aids. AMI-2 had residual tonal hearing
in the left ear (>90 dB HL) and could obtain some improvements in lip-reading
capabilities using a hearing aid. However, he was experiencing rapid deteriora-
tion in his hearing, which justified AMI implantation. AMI-3 was completely
deaf for 6 years and had previously been implanted two times with the ABI on
the left side. In both cases, the ABI became postoperatively displaced into the
fourth ventricle due to the enlarged facial recess created by the large tumor that
was removed. AMI-3 was then implanted with the AMI during removal of a
residual acoustic neuroma on the right side. All three patients had varying
degrees of tinnitus that were affected by midbrain stimulation but not in any
obvious manner.

The patients returned 5–7 weeks after AMI implantation for their first fitting
session. Since our AMI patients are the first cases of stimulation within the
midbrain for hearing restoration, we were faced with the difficult task of
figuring out how best to stimulate these patients to restore useful hearing. For
the first few testing sessions, it was crucial to have a physician present in case of
any adverse reactions to electrical stimulation since it was not yet known how
stimulation within the midbrain would induce different sensory and motor
effects. More importantly, we had to be cautious of pain sensations, heart
rate changes, and blood pressure effects associated with various midbrain
regions. Fortunately, we did not observe any adverse or painful side effects to
electrical stimulation. Nonauditory sensations consisted of paresthesia, mild
temperature changes in different parts of the face and body, some dizziness, and
mild facial twitches (see Table 1). However, all these side effects were avoided by
turning off the corresponding sites for daily stimulation. As for auditory
sensations, the patients described the percepts as tonal in nature but that
some sites elicited a broad spectral percept with multiple pitches. The patients
also described the sounds as having an electronic quality mixed in with the tonal
percept. Furthermore, pitch and temporal percepts could be altered by chan-
ging the stimulation pulse rate and pattern as well as location of activation.
These qualitative results were encouraging for AMI implementation since they
suggest that at the level of the midbrain sound still appears to be somewhat
coded into elementary perceptual features of sound (i.e., tonal sounds that can
be systematically elicited with varying temporal percepts). This is in contrast to
stimulation of the auditory cortex in which more complex sound sensations
(e.g., ‘‘swooshing of jumping rope’’, ‘‘whining’’, ‘‘jet engine’’, ‘‘crickets’’) and
even a lack of perceptual changes to varying stimulus parameters (e.g., different
pulse rates) have been reported [56–58].

In addition to assessing the functional effects of midbrain stimulation, we
also frequently measured the impedances of the sites to assess the functionality
of the implanted array over time. Cochlear Ltd. has developed a testing and
fitting software, Custom Sound, that enables impedance measurements and
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implementation of different stimulation strategies. The level unit used in this
software is known as Current Level (CL), which for the AMI system (i.e., all
their Nucleus Freedom systems) corresponds to CL¼ 127.5� log (L/17.5)
where L is level in mA. For measuring impedances, monopolar or common
ground configurations can be used with the latter allowing identification of
shorts (i.e., impedance equal to zero). Impedances are calculated by presenting
a single biphasic pulse (80 CL, 25 ms/phase, 7 ms inter-phase gap) and dividing
the measured voltage by the pulse current level. The calculation is based on the
average of eight pulses presented at 5000 pps. Generally, the site impedances
range from 3 to 20 kO across our patients. For most sites, the impedances
remained relatively stable over time. However, we did observe some electrode
shorts that appeared over time. AMI-1 had several shorts, AMI-2 had no
shorts, and AMI-3 had one short. It is still not clear as to what may be causing
these shorts. As described earlier, we performed extensive in vitro tests to ensure
that excessive manipulation and bending of the array did not induce any shorts.
We also chronically implanted the array into cats for 3 months and did not
observe any obvious issues with shorts. We are currently investigating this issue
to improve the design of the array through the PDCA process. This is just an
example of how extensive in vitro and animal testing may not predict all issues
that can arise during human use of the implant. Thus careful and thorough
monitoring of the functionality and safety of the implant is essential throughout
the entire clinical trial. For our purposes, we simply turned off all but one of the
sites of the shorted set to prevent current from flowing through more than one
location during daily stimulation.

The main challenge we initially faced in fitting the patients was in reducing the
enormous parameter space for stimulation to just the essential elements required
for speech perception. For the same reasons we developed an AMI array based
on previously approved CI technology (i.e., concerning safety and practicality),
we eventually decided to implement the first AMI patients with a CI stimulation
strategy. This is not to claim that auditory coding is the same at the level of the
midbrain as in the cochlea. However, there is evidence from animal studies
suggesting that some general coding features of complex sound (e.g., to varying
pitch or animal vocalizations) are maintained from the cochlea up to the auditory
cortex [59–62]. In particular, many neurons still respond in synchrony to the
envelope of the sound signal and with a spatial representation for frequency
information at the level of the midbrain as occuring within the cochlea [24, 63].
Although many neurons located higher along the auditory pathway also tend to
exhibit more complex and variable response patterns, we do not yet have any
clear indications as to how tomore optimally stimulate themidbrain, particularly
the ICC. Furthermore, since some ABI patients (particularly those without
tumors) can converse over the telephone with CI strategies at the level of the
brainstem [4], it is not too implausible to assume that CI-derived strategies may
work, to some degree, at the level of the midbrain.

We could have taken the more conservative approach in that before implant-
ing any patient, we performed excessive electrophysiology and behavioral
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animal studies to understand the intricate coding circuitry of the IC and how
electrical stimulation of its different regions affects higher auditory processing.
However, behavioral studies are quite time consuming and, in the end, can only
provide a limited, experimentally constrained view of how the auditory system
will process sound in a natural environment, especially in relation to processing
in humans. At some point, the decision to implant patients with the available
knowledge must be made since it is not possible to know ahead of time which
strategies will be most effective in restoring hearing in humans until it is actually
performed, especially since artificial neural activation is induced with electrical
stimulation. Based on the available data from animal and human studies on
auditory processing and our series of safety and AMI stimulation studies [28–30,
42, 50, 51, 64, 65], we made the decision to implant patients with the AMI and
to implement CI-based strategies, which we did not believe to be optimal for the
IC but would provide some basic features of sound that the patients could use to
dramatically improve their daily hearing condition. Then we would optimize the
strategy based on their psychophysical and hearing performance.

There are various types of stimulation strategies used in CI patients and
developed by the different implant companies. However, the general architec-
ture is similar across strategies as described in the Introduction. The two types
of strategies arbitrarily employed in our AMI patients are the SPEAK andACE
strategies. Except for minor differences, such as a different inter-phase gap and
pulse rate limit, these strategies are quite similar. For further details, see Ref.
[66]. The main point is that in order to implement these strategies, the threshold
and comfortable levels must be set for each site, the sites must be ordered to
correspond to different frequency ranges of sound information (i.e., pitch
ordering), a pulse rate and pulse width of stimulation needs to be selected,
and various minor parameters need to be adjusted. Thus, our goal of the first
testing sessions was to determine these different parameters. Based on various
psychophysical tests presented in detail in [67], we selected a pulse rate of 250 pps,
pulse width of 100 ms/phase, andmonopolar configuration (bipolar and common
ground are also possible). Briefly, 250 pps was high enough to avoid noticeable
rate pitch effects (i.e., lower rates elicit confounding low-pitch percepts) and the
lowest rate available for daily stimulation to minimize adaptive effects (i.e., high-
rate stimulation can cause the loudness to decrease over time). These parameters
also achieved the largest drop in thresholds in which using longer pulse widths
and higher pulse rates (thus greater total charge) did not decrease the thresholds
by much more, whereas using shorter pulse widths and slower pulse rates sub-
stantially increased threshold levels. This was important for identifying stimuli
that requires less total charge (thus more energy efficient activation) yet was still
reasonably within the compliance voltage limits of the stimulator and the safety
limit for brain stimulation. The threshold and comfortable levels aswell as the site
(i.e., pitch) order were adjusted as needed during each testing session based on
standard fitting methods used for CI patients.

For the most part, fitting the AMI patients with the CI strategies was
straightforward, similar to the fitting of CI patients. However, we did encounter
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a particularly interesting situation in one of the patients.With daily stimulation,
threshold levels began to rise in AMI-1 over time such that after 125 days, we
had to turn off the implant because the levels required to elicit auditory sensa-
tions exceeded the limit of the stimulator. After 48 days of recovery, the levels
decreased but not to the original levels observed during the first testing session.
Furthermore, the patient expressed that the loudness of the incoming sound
faded away after tens of seconds of continuous sound input. It appears that
stimulation of the dorsal cortex of the IC, the region where AMI-1 is implanted,
is not designed to sustain a constant loudness with continuous stimulation. This
is not surprising considering that the dorsal cortex of the IC has shown in
animal studies to receive a large number of descending and modulating projec-
tions from auditory and nonauditory centers [19] and to adapt to constant
stimuli [68]. Currently, we are developing a new stimulation strategy for this
patient that attempts to stimulate in a more distributed pattern across sites to
prevent any one site from being excessively and continuously stimulated. How-
ever, in future patients, we will avoid the dorsal cortex until effective stimuli for
this region are identified.

3.3 Hearing Performance

Even with the use of a single-shank array in a three-dimensional auditory
structure and stimulation strategies originally designed for the cochlea, all
three patients have obtained hearing benefits from the AMI on a daily basis.
In particular, they all obtain improvements in lip-reading capabilities and
environmental awareness. Details of the hearing results, including the effects
of midbrain stimulation on temporal, pitch, level, and location percepts, are
presented in Ref. [49]. Briefly, AMI-1 obtained auditory sensations that all
appeared to originate simultaneously from both ears, AMI-2 perceived all
sounds from the ipsilateral side, and AMI-3 perceived all sounds from the
contralateral side. This finding is interesting in that it suggests that neurons
coding for different location percepts are organized in a somewhat segregated
manner considering that the active sites in each patient spanned almost 2 mm
throughout the midbrain. All three patients obtained monotonic loudness
growth functions in which higher current levels produced louder auditory
sensations. This is particularly important for implementing the CI strategy
since it requires that loudness is coded by current level in which pulse trains
presented on a given site are amplitude modulated by the envelope of the
filtered sound signal. All three patients can also detect temporal changes in
the stimulus, such as gaps in pulse trains as short as 10 ms. Although each
patient can detect differences in pitch percepts depending on the stimulated site,
we only observed a systematic pitch organization in AMI-3. This is consistent
with findings from animal studies in that the array in AMI-1 and AMI-2 is not
aligned along any known tonotopic organization whereas the array in AMI-3 is
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aligned along the tonotopic gradient of the ICC (i.e., lower pitch percepts more
superficially and higher pitch percepts in deeper regions). It must be emphasized
that we did not observe this systematic pitch organization for the first 6 months
of stimulation. In fact, stimulation of all sites elicited predominantly low-pitch
sounds. These results are presented in Ref. [49]. However, during the 6-month
follow-up session, AMI-3 expressed that annoyingly high-pitch percepts could
be perceived during daily stimulation. After performing extensive pitch tests, we
identified a systematic pitch organization consistent with animal findings [51].
It appears that dramatic plastic effects to midbrain stimulation is possible and
may be reversing deficits induced by long periods of deafness (AMI-3 was deaf
for 6 years and had only low frequency residual hearing prior to complete
deafness). Consistent with this idea, we also observed dramatic improvements
in temporal resolution, such as gap detection (100 ms down to 10 ms), in AMI-3
over time with daily stimulation that cannot be solely explained by learning
improvements on the tasks. This has important implications for speech-coding
strategies that will be discussed in the next section.

Overall, it is apparent that location of stimulation can affect different per-
ceptual features as well as hearing performance. AMI-1, who is implanted in the
dorsal cortex of the IC, obtains the least benefit from the AMI. This is mainly
due to the adaptive effects experienced during daily stimulation in which the
loudness decreases and thresholds increase over time. During the speech tests,
in which silent (recovery) periods are followed by speech presentation as well as
during daily situations when intermittent sound is presented and perceived at a
loud enough level, the patient is able to extract some temporal and pitch
information from the sound signal. Generally, improvements in hearing have
been limited to lip-reading enhancement and environmental awareness. On the
other hand, AMI-2, who is implanted on the surface of the lateral lemniscus,
obtains additional improvements in vowel, number, and consonant recognition
with the AMI alone. The greatest improvements have been observed in AMI-3,
who was implanted in the intended target of the ICC. As shown in Fig. 18,
AMI-3 obtained about 50% correct for vowels, 20% for consonants, and 40%
for numbers with AMI alone indicating that she obtains a significant amount of
sound information with her implant alone after 1 year of daily stimulation. The
most encouraging result was her speech-tracking scores. Generally, ABI NF2
patients in our clinic (n=27) do not obtain any speech tracking with the implant
alone. The average lip-reading enhancement (difference between lip reading
plus ABI and lip reading alone) for the ABI is about 14 words per minute (H. H.
Lim, Unpublished observations). AMI-3 achieved a lip-reading enhancement
of 26 words per minute (tested by the same speech therapist using the same
protocol), which suggests that if the AMI can be implanted into the correct
target of the ICC, then it has potential to provide improvements in hearing
performance over the average ABI patient. This is encouraging for the AMI
since its goal is to provide a hearing alternative to the ABI in NF2 patients.
However, we still need to provide further improvements in overall hearing.
Normal hearing subjects obtain a speech-tracking score of about 85–100 words
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perminute [69], which is much greater than the 30 words perminute obtained by

AMI-3. Furthermore, many CI patients can converse over the telephone, thus

obtain speech perception without lip reading (i.e., with the implant alone).

4 Future Directions

Generally, the performance of the AMI across our three patients has been

encouraging as to its potential as an alternative hearing solution for patients

who cannot sufficiently benefit from the CI or ABI. The AMI has also shown to

be safe for human use. However, hearing performance is still much lower than

what is typically achieved by the top CI patients and normal hearing subjects.

This is likely due to suboptimal activation throughout the IC. Currently we are

stimulating along a single trajectory within a three-dimensional structure with

stimuli originally designed for the cochlea. The fact that we observed dramatic

adaptive effects when stimulating certain IC regions (in AMI-1), while no or

minimal adaptation when stimulating in other regions, confirms that different

IC neurons code sound information in different ways as has been shown in

animal studies (for a detailed coverage of the IC, see Ref. [70]). This is in

contrast to cochlear neurons that generally exhibit quite similar coding

Fig. 18 Speech scores for AMI-3 at 1 year. Vowel test (chance level of 10%) consisted of five
long (e.g., BAAT, GAAT) and five short (e.g., BAT, GAT) words randomly read to the
patient (four times) and the patient had to repeat the word. Consonant test (chance level of
7.7%) consisted of 13 meaningless consonant words (e.g., ABA, AGA) repeated four times.
Freiburger number test (open set, chance level < 1%) consisted of 20 German numbers
between 13 and 99 (2–5 syllables). Speech tracking (modified open set, chance level of 0%)
involved reading a story to the patient who was asked to repeat the words of the cited
sentences. The number of correct words in 5 min was obtained and divided by five to obtain
the correct number of words per minute. V, lip reading (visual) alone; A, AMI (audio) alone;
AV, lip reading and AMI (audiovisual). Lip-reading enhancement is the difference between
AV and V. All scores are the average across three testing sessions. Further details on the
methods are presented in Ref. [68]
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properties and are effectively activated through CI stimulation strategies.
Therefore, in order to improve overall hearing performance, new electrode
technologies and stimulation strategies designed for more naturalistic activa-
tion across the IC needs to be investigated. Both aspects are discussed below.

4.1 Electrode Technologies

With the current single-shank array, we have approval to implant a total of five
patients. Through our surgical experience in the last three patients, we have
improved our methods for implanting the array into the ICC. However, since
the ICC is not a surface structure that can be visually localized, we will likely
have difficulties in ensuring placement of the array into specific regions within
the ICC in our next two patients. As discussed in Section 1.2, ideally we would
like to develop a three-dimensional array with a large number of closely spaced
sites, which would increase the probability of placing sites within the appro-
priate regions of the IC. Furthermore, based on our human psychophysical
results, stimulation location within the IC affects different perceptual features.
Thus, implanting an array with a greater number of sites will ensure that we
have sufficient access to the different coding mechanisms within the IC. Unfor-
tunately, such technology is still not approved for human use.

As a compromise, we have developed a new double-shank array (Fig. 19)
that consists of two shorter single-shank arrays connected through separate
cables (i.e., the two cables merge together into one cable before connecting to
the receiver–stimulator). Since we are limited to a total of 22 sites by the

Fig. 19 Double-shank array. Image of one of the two shanks of the newAMI array.Materials
and development of this array are similar to the single-shank array in Fig. 5, except the shank
is 5 mm long, sites span a distance of 3.1 mm (edge-to-edge), and the site spacing is 0.3 mm
(center-to-center). The sites are still 0.1 mm wide with a diameter of 0.4 mm and surface area
of �0.00126 mm2. The array was developed by Cochlear Ltd
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processor interface, we developed two shanks each with 11 sites. These shanks
are similar in design to the single-shank array, except with fewer sites that are
more widely spaced apart (300 mm center-to-center). The original single-shank
array had 20 sites spaced at 200 mm intervals, thus spanned 3.8 mm (3.9 mm
from the site edges). Based on the number of active sites we obtained in AMI-3
(that still spanned awide range of pitches) and the anatomical dimensions of the
human ICC [8], reducing the total span of the sites to 3.0 mm (3.1 mm from the
site edges) should still provide sufficient coverage across the different frequency
regions of the ICC. To achieve this, however, we had to increase the site spacing
by 50%. The plan is to implant both shanks along the tonotopic gradient of the
ICC but in different isofrequency locations. In particular, we hope to place one
shank in a more rostral–lateral location while the other shank in a more
caudal–medial location. This is based on animal findings in which the ICC
appears to be divided into these two smaller subregions with different coding
properties [50, 71]. The benefit of the double-shank array is that we can
stimulate each shank independently of each other and/or in synchrony by
aligning sites within the same isofrequency layer. We can also steer current
across different combinations of sites throughout the ICC. Although stimula-
tion of other IC regions, such as the dorsal cortex or external nucleus, in
combination with the ICC may provide greater improvements in hearing per-
formance, we will first focus on stimulating across multiple regions throughout
the ICC to reduce the complexity of the investigation.

One advantage of the design of the new double-shank array is that we do not
need to repeat animal safety studies since it simply consists of two single-shank
arrays that have already been approved for human use. We do, however, need
to test the array in fresh cadaver preparations to determine the best approach
for implanting both shanks into the IC. With the single-shank array, the
neurosurgeon manually inserts the array into the neural tissue and then
removes the stylet. For the double-shank array, there is the added risk of
manually implanting two shanks separately. The surgical opening to the IC
surface is quite small and it is possible that the neurosurgeon may displace or
collide with the first implanted array during implantation of the second array.
For this reason, we are currently developing a surgical positioner that will
enable the neurosurgeon to easily insert the double-shank array into the tissue,
either one at a time or simultaneously, without having to reach into the small
cavity surrounding the IC surface.

Although we have not yet attempted to implant a three-dimensional array
based on silicon and polyimide technologies into our patients mainly due to the
additional obstacles in obtaining approval for clinical trials, we will begin to
investigate those technologies in animal models. Eventually, brain–machine
interfaces will rely on such technologies to provide greater improvements in
performance and flexibility in terms of implementation. In addition, we will
also investigate stereotactic approaches to the midbrain. Considering the suc-
cess and safety of DBS for a multitude of neurological applications, especially
those associated with midbrain regions [12, 13], it is to our advantage to
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translate many of the surgical techniques and technologies already developed
and approved for DBS surgery to AMI implantation. This includes the use of
penetrating microarrays for mapping the borders of the IC for array implanta-
tion. Although the patients will not have functional hearing to drive neural
activity in the IC for recording purposes, it will be possible to electrically
stimulate different regions and characterize the site locations based on the
perceptual responses elicited in the awake patient during stereotactic surgery.

4.2 Stimulation Strategies

Several key findings have surfaced from our animal and human experiments
that provide some guidance toward how we could better stimulate the IC to
restore useful hearing. The major finding is that location of stimulation affects
auditory percepts. Some IC regions are designed to robustly transmit contin-
uous and repetitive sound stimuli, whereas other regions respond only to
transient inputs. Different regions appear to code for different sound location
percepts. Certain regions also appear to better code for temporal, level, and
spectral features of sound information. Together, these findings suggest that an
appropriate stimulation strategy may actually require different stimulation
sequences for different regions. For example, a patient may be implanted with
a double-shank array or even a three-dimensional array. Fitting of the proces-
sor would require stimulation of each site followed by classification of that site
based on its perceptual effects. Once the different sites are classified into
different groups, the appropriate stimuli would be presented to those sites.
Some sites may receive stimuli corresponding to only the transient components
of the signal (e.g., just the onset or offset of a sound segment), which could
alleviate some of the strong loudness adaptation effects we observed for con-
tinuous stimulation of certain IC regions, whereas other sites may receive the
stationary components (e.g., stimulated for the entire stimulus duration). Cer-
tain sites could be presented with fine changes in sound features, whereas other
sites would code for more coarse components of the sound. The range of coding
properties across IC regions as well as identification and classification of the
features that are most critical for speech perception need to be more thoroughly
investigated and ultimately implemented into the stimulation strategy.

The fact that we also observed dramatic plastic effects in AMI-3 over time
with daily stimulation further suggests that stimulation strategies will require
some adaptive features that can accommodate these changes as well as optimize
them to enable greater improvements in hearing performance. In the same way
electrical stimulation of the IC may improve coding properties toward normal
conditions in a deafened system, it is also possible that suboptimal stimuli may
degrade coding mechanisms or at least introduce confounding effects that may
prevent further improvements in hearing with the AMI over time. Thus, the
appropriate type of stimuli, not only to elicit useful hearing but also to induce
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positive plastic changes within the IC, needs to be determined. Future AMI

goals will be directed toward developing stimulation strategies that activate the

IC in a more naturalistic pattern in combination with improvements in elec-

trode technologies.
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Spinal Cord Stimulation: Engineering Approaches

to Clinical and Physiological Challenges

Michael A. Moffitt, Dongchul C. Lee, and Kerry Bradley

Abstract Spinal cord stimulation is an effective therapy for the management of
chronic painwith historical origins dating back to the 1960s. The therapy consists
of electrical stimulation of the spinal cord to ‘mask’ pain. One effect of stimula-
tion is generation of tingling paresthesia in the patient, and overlap of the
paresthesia with the pain is important to successful therapy. Clinical and anato-
mical challenges to successful and durable concordant paresthesia include:
contact impedance changes, lead migration, clinical programming time require-
ments, unknown anatomic variables, and optimal lead design. In this chapter we
review these challenges, the principles guiding engineering solutions and trade-
offs, and the use of computational tools to guide design of system components.
Topics include a historical overview, stimulation waveform and clinical effects of
waveform parameters such as pulse width, voltage vs. current control, multiple-
source systems, real-time programmingmethods, contact size and spacing, use of
field potentials for electrical imaging, modeling methods, and others.

1 Introduction to Spinal Cord Stimulation Therapy

1.1 Brief History of Spinal Cord Stimulation

In 1965, Melzack and Wall proposed the Gate Control Theory of pain [1]. The
theory was an integration of previous observations on the nature of pain
transmission and modulation in humans and animals. A brief summary of the
theory is as follows. In a particular region of the body (e.g., a hand, arm, or leg),
innocuous pressure and touch sensations, transduced by specific receptors in
the skin, are carried by relatively large afferent fibers (Ab, Ag) in the peripheral
nervous system. From the same body part, painful sensations are usually
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transmitted by smaller afferent fibers (Ad, C). As shown in Fig. 1, both types of

fibers enter the spinal cord through the dorsal roots. The small pain fibers enter

the dorsal horn and after processing in the dorsal horn the pain information

travels up the opposite side of the spinal cord. The large cutaneous fibers also

enter the spinal cord and contribute to the processing in the dorsal horn, but

additionally send branches up the dorsal columns of the spinal cord. It is in the

dorsal horn where the ‘gating’ is believed to take place.
The Gate Theory purports that there is a central transmission cell which

communicates pain to higher centers. Input to this transmission cell (T cell)

comes from three basic sources: large pressure/touch fibers, small pain fibers,

and a special type of interneuron.
As shown in Fig. 2, this interneuron has an inhibitory effect on both the

large and the small fiber inputs to the transmission cell (effectively ‘gating’

their input to the T cell). However, the large and small fibers also influence the

interneuron, having opposing effects. Greater activity in small fibers inhibits

the interneuron (thereby opening the ‘gate’) which allowsmore small fiber and

large fiber input to the T cell, and thus more pain signaling to the brain.

However, if there is greater activity in large fibers, the interneuron’s inhibitory

Fig. 1 Relevant sensory anatomy in the spinal cord

Fig. 2 Schematic of gate
control system in
modulation of pain
transmission (adapted from
Melzack and Wall, 1965)
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output is increased (closing the ‘gate’) and now large and small fiber activity
will less influence the T cell and the transmission of peripheral pain sensations
will be reduced.

The Gate Theory, while now considered somewhat simplistic and incom-
plete,1 provided a theoretical construct for Shealy et al. [6] to attempt spinal
cord stimulation (SCS) as a clinical treatment for chronic pain in 1967. The
Shealy group hypothesized that a viable and efficient target for large fiber,
innocuous stimulation would be the dorsal columns of the spinal cord. The
dorsal columns are predominantly made up of projection collaterals of the large
pressure and touch fibers that enter the spinal cord. The ‘efficiency’ of dorsal
column stimulation lies in the fact that, at any vertebral level, the dorsal
columns carry information from nearly all body regions caudal to that level.
Activation of the dorsal columns will send action potentials both toward the
brain (orthodromic direction; see also Paresthesia: A serendipitous ‘side effect’)
and away from the brain (antidromic direction) down the spinal column to
where the fibers initially entered via the dorsal roots. Focusing for now on the
antidromic effects, action potentials propagate down the spinal cord and enter
the gray matter (i.e., approach the ‘gating interneuron’), mimicking action
potentials coming from the periphery. Thus, activation of large fibers in the
dorsal columns at a given vertebral level (e.g., T9) can theoretically ‘close the
gate’ for all regions below that vertebral level (e.g., stimulating at T9may relieve
pain throughout the legs and low back).

At the time of Shealy’s work, chronically implantable electrical stimulation
had recently become feasible. In particular, neurostimulators (e.g., carotid sinus
nerve stimulators or ‘baropacers’) consisted of implantable electrode systems
driven by external RF stimulator systems [7]. The external stimulator consisted
of a battery-driven pulse generator coupled to a transmitter and antenna, and
the implantable electrode system consisted of a fully implanted receiver coupled
to pulse generation circuitry and stimulating leads. The external programmable
system generated the pulse trains, which then modulated a carrier. This

1 The failure of the Gate Theory to adequately explain the incomplete response of chronic
pain patients to SCS led investigators to explore other aspects of the chronic pain condition
[2, 3]. Most animal and clinical studies of neuropathic pain have focused on the individual
‘signatures’ of the disease: changing homeostasis (local blood flow, neurotransmitter
release, and regulation) [2], perceptual sensation (pain quality, paresthesia), and behavior
(disturbed sleep, depression) [4]. In 2005, Ronald Melzack revisited the ‘gate theory’ [5] and
replaced the ‘gate’ with a more system-oriented concept, which he termed the ‘neuromatrix.’
He defined the neuromatrix as ‘an array of neural circuit elements (genetically programmed)
to perform a specific function as interconnected and to produce awareness and action.’ He
proposed that pain is ‘a multidimensional experience produced by characteristic ‘‘neuro-
signature’’ patterns of nerve impulses generated by a widely distributed neural network – the
‘‘body-self neuromatrix’’ – in the brain.’ Therefore, chronic pain is likely produced by a
combination of neural activities – perceptual, homeostatic, and behavioral programs – and
activated by the ‘body-self neuromatrix.’ In future assessments, SCSmight be better understood
as a therapy that modulates the output patterns of this neuromatrix by electrically activating a
few key components of the matrix (e.g., the dorsal columns, the dorsal roots, etc.).
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combined signal was transcutaneously delivered to the implant via inductive

coupling to a coil and demodulated to reproduce the pulse train, which was then

delivered to the implanted contacts. With such capability, Shealy et al. con-

ceived of an implantable, portable system that could be used to treat chronic

intractable pain. The primary innovation of the Shealy group was to locate the

electrodes in the spinal column, initially placed subdurally, directly atop the

dorsal columns. Early patients reported reasonable degrees of pain relief,

though complications were highly prevalent, both clinical (cerebrospinal fluid

(CSF) leakage, acute neurologic deficit, etc.) and technical (broken electrode

connectors, failed stimulator electronics, etc.) [8].
Over the course of the next three and a half decades, SCS became an

established modality for the treatment of a broad and diverse range of pain

disorders, including reflex sympathetic dystrophy, peripheral neuropathy,

phantom limb pain, and failed spinal surgery [9-12]. The most successful results

have been in the treatment of neuropathic pain, often with a vascular compo-

nent [13]. Improvements have been made in both the clinical and technical

aspects of SCS, including psychological patient screening and consistent follow-

ups, and equipment design and functionality [14]. In general, technology

improved to address several clinical problems:

� percutaneous leads (similar to transvenous pacemaker leads) developed as a
response to the high morbidity and relative irreversibility of the flat, ‘paddle’
electrodes (i.e., laminectomy or surgical electrodes) that were first employed
for SCS [15];

� leads were designed with greater numbers of contacts to compensate for
post-operative migration and for shaping stimulation fields [16];

� stimulators became fully implantable, initially powered by primary cell
batteries, and more recently by rechargeable Li-ion sources [17];

� stimulators also gained multiple channels, to allow for more independent
control of therapy delivered to multiple body parts [18].

Interestingly, one clinical advance has led to greater technical challenges.

The transition from subdural placement of contacts to epidural placement

greatly reduced the risk and morbidity of SCS implantation, and opened the

therapy to anesthesiologists who could introduce leads through percutaneous

needles [15]. However, placement in the dorsal epidural space meant that the

contacts are now separated from the neural target by a layer of cerebrospinal

fluid, typically a few mm thick [19]. This dorsal CSF layer thickness (dCSF)

makes selectively targeting the dorsal column fibers difficult, for several reasons

that will be discussed in this chapter. In fact, many of the technological

improvements to contact spacing, size, orientation, and number have been

made to deal with the variable dCSF in the spinal column.
Modern SCS equipment commonly includes an implantable pulse generator

(IPG), connected to one or more leads with at least two stimulating contacts

(see Fig. 3).
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The IPG can have single or multiple stimulation sources, and these sources
can deliver controlled-voltage or controlled-current pulses (see Electrical
sources for stimulation). All IPG’s commercially available today have multiple
stimulation channels, where each channel delivers a programmable pulse train.
The patient can control the IPG via telemetry with a handheld remote control
device. Rechargeable devices come with an external charger, which is used
periodically (e.g., once a week) to recharge the implant [17]. All SCS systems
now employ sophisticated external programmers that allow a vast range of
stimulation parameters to be adjusted to ‘fit’ the SCS stimulation to each
individual patient’s needs.

This chapter will review the clinical requirements and constraints when
designing an SCS device, focusing on the engineering aspects of stimulation
programming, generation of electrical fields, and how these relate to a success-
ful and durable clinical outcome. Most of the design concepts behind SCS
device development seek to provide adequate neural selectivity; that is, stimula-
tion of the targeted fibers while avoiding stimulation of undesired fibers, thus
maximizing therapeutic outcome.

1.2 Paresthesia: A Serendipitous ‘Side Effect’

In the preceding section we described that electrical stimulation of dorsal
column fibers will generate action potentials that propagate in three directions:
(1) into the spinal cord gray matter (evoking the theoretical ‘gate’ effect), (2) out
into the periphery, and (3) up toward the brain. The volleys of action potentials
that go to the brain are thought to be primarily responsible for generating an
effect called paresthesia. Paresthesia is reported to be a ‘tingling’ or ‘buzzing’
sensation with highly variable secondary sensations, such as ‘pulsing,’

Fig. 3 Rechargeable fully
implantable spinal cord
stimulator that supports one
(as shown) or two
percutaneous eight-contact
leads
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‘thumping,’ ‘throbbing,’ ‘sharp,’ ‘cool.’ [18] The closest analogous sensation

that has been reported by patients is that ‘it feels like when your (limb) falls

asleep.’
Paresthesia sensations are used in SCS for mapping stimulation to the

appropriate neurons. It is believed that, if a paresthesia is perceived by a patient

in a specific body region, then the sensory fibers that innervate that region have

been activated. Per the tenets of the Gate Theory, activation of innocuous

sensory fibers for a specific body region should result in reduced transmission

of pain signals to the brain from that body region. Paresthesia has the valuable

characteristic that its response to changes in the stimulation field is relatively

rapid (on the order of a second), compared to assessments of pain relief from

stimulation, which may take from seconds to several hours [15]. Since paresthe-

sia is due to fibers which mediate mechanoreceptive input, these fibers respond

rapidly and tonically to external inputs [20]. This short latency response has

enabled programming systems which make small, comfortable changes in the

location of the electric field which the patient can then assess and determine

paresthesia overlap with the painful body area. One commercially available

programming system even allows the patient to adjust the stimulation field

location using a joystick, with which he/she can ‘steer’ the paresthesia to

different parts of his/her body [21] (see Real-time programming strategies).

Overlap of paresthesia with pain (concordance) has been shown to be a neces-

sary, though not sufficient, component to pain relief. Concordant paresthesia is

one of the few statistically significant predictors of successful SCS; it is a crucial

technical result that is correlated to a successful clinical outcome [15]. Given

that paresthesia can be used for therapeutic targeting, it is thus a serendipitous

‘side effect.’
Still, the presence of paresthesia introduces clinical challenges. Some

patients who trial SCS may report pain relief, yet do not opt for permanent

implant because they did not like the sensation of paresthesia [22]. Other

patients may have perfect concordance of paresthesia with their pain, yet

receive little or no pain relief in those body regions [8]. And most patients

who use SCS report the need to adjust the stimulation amplitude during

posture changes to maintain the intensity of the paresthesia at a comfortable

level (such intensity changes may be a result of the changing dCSF: as the

patient moves from an upright position to a supine position, the spinal cord

moves dorsally toward the contacts, which results in an increased electric field

intensity in the dorsal columns and thus more fibers excited and more intense

paresthesia) [23]. An ideal SCS system might behave in a closed-loop manner,

employing a sensor to estimate the dCSF and adjust the pulse amplitude to

maintain comfortable paresthesia intensity. One method, using ultrasonic

distance estimation, has been designed and investigated in vitro [24]. The

other significant engineering challenge involving the maintenance of comfor-

table paresthesia arises during stimulation programming, as will be discussed

below.
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1.3 Introduction to Clinical and Physiological Challenges

SCS is an extensively technical therapy. At implant, the physician focuses on

accurate and stable placement of the contacts over the spinal segment which

enables concordant paresthesia, which provides the critical foundation for SCS

success. Even still, once the lead has been positioned well and securely sutured

in place, the post-operative technical factors involved in maintaining a success-

ful outcome are manifold.
The first of these is the required ‘fine-tuning’ of the stimulation program

after permanent implant. It is common for patients to return to the physician’s

office for optimization of their stimulation programs several times post-implant

[25]. These programming sessions may be even more extensive and demanding

than those during the trial, since the patient is not only more experienced with

paresthesia, but may desire more precise targeting of their painful area and/or

coverage of areas that were not achieved during trial stimulation. In the follow-

up clinical phase, it has been shown that exhaustive programming of a single

quadripolar lead (i.e., assessing all possible contact combinations) yields a

statistically significant improvement in concordance of paresthesia [26]. The

clinical cost, however, is extended programming time because traditional meth-

ods of contact combination programming are inefficient. In response, newer

technologies have been introduced that allow more efficient programming,

where paresthesia sensations are maintained while the contact combination is

adjusted (see Device programming in the operating room and post-implant).
Another physiologic challenge to maintaining successful paresthesia concor-

dance may be the development of fibrosis along the contact array. It is well

established that the foreign object response of the body results in the development

of a fibrotic scar to immobilize the implanted lead to prevent further mechanical

trauma. The challenge to the stimulator system is that the developing scar tissue

results in a higher contact resistance [27]. In controlled-voltage stimulator systems,

the pulses delivered to the contacts have fixed voltages. By Ohm’s law, a fixed

voltage which sees an increased resistance will yield a reduced current. SCS stimu-

lates tissue ‘at a distance,’ i.e., it is the current that flows remotely from the contacts

in the dorsal columns which activates the neurons. Thus, the scar tissue that

develops at the contacts may reduce the current flowing to the nervous tissue.
Even stimulator systems that use controlled-current pulses (where the voltage

at the contact(s) is automatically adjusted to guarantee the programmed current)

can be challenged by the development of fibrosis along the contact array. If a

stimulator system uses a single current or voltage source and the patient requires

a contact combination more complex than a mono- or bipole to achieve con-

cordant paresthesia, the fibrosis that develops along the array can compromise

the stimulation field (see Single- and multiple-source systems).
In SCS, the monopolar impedance along the implanted contacts has been

shown to vary from contact to contact, both at implant and over time [28]

(see Fig. 4).
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This variability has been attributed to the inhomogeneity of the tissues in the
epidural space adjacent to the contacts. At implant, the contacts may be
adjacent to epidural fat, connective tissue, blood vessels, ligament, etc. [29].
As time passes, the wound healing process progresses for approximately 6–12
weeks post-implant and culminates in the final phase of scar formation [30]. The
measured impedance variability from contact to contact along the leads sug-
gests that the fibrotic capsule surrounding the lead may have variable thickness.
Whatever the source, the changing, variable profile of impedance along the lead
means that the current flow pattern achieved acutely post-implant, perhaps
yielding excellent concordant paresthesia, may change over time when a single-
source system is used with a complex contact combination [31]. Only systems in
which the current at every contact is independently controlled may mitigate this
time- and spatially variable impedance problem.

2 Optimization of the Electric Field

2.1 Number of Implanted Contacts

Most modern SCS leads employ multiple contacts distributed in single or
multiple columns and rows along the lead for at least two reasons: (1) percuta-
neous leads with at least four contacts require less revision surgery to maintain
concordant paresthesia, because they can be reprogrammed non-invasively
[15]; (2) having multiple contacts allows one to shape the stimulation field to
optimize the neural selectivity (and thereby the paresthesia-pain overlap) by
strategic deployment of anodes and cathodes [15, 32, 33].

Fig. 4 Variability of monopolar impedance along multicontact percutaneous SCS lead at
implant, 2 weeks, 3 months, and 6 months post-implant
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2.2 Contact Size and Spacing

As the number of contacts supported by percutaneous leads has increased, an

appropriate question has arisen: ‘How should the contacts be physically arranged

on the lead to optimize the likelihood of clinical success for an SCS patient?’ One

might begin by asking: ‘What are the spatial characteristics of the SCS target?’

The characteristics of the SCS target, often termed the ‘sweet spot’ [18], have not

been rigorously studied, but would be expected to be sensitive to a number of

parameters including an individual’s anatomy, lead placement, the pathology,

and other considerations. This clinical and anatomical variability, and other

engineering considerations and trade-offs must be evaluated to arrive at a design.

Here we review some of the guiding design considerations for an SCS lead.
The contact length will affect the contact impedance and may affect the

threshold of stimulation (dependent on the distance between the contact and

the target neural tissue) [34, 35]. In particular, a small contact length will result in

reduced surface area for charge transfer, and therefore, higher contact impe-

dances. Model-based results2 shown in Fig. 5A illustrate the effect of contact

Fig. 5 Effect of contact length on contact impedance (A) and stimulation thresholds (B, C).
Symbols indicate the dCSF as 1 (circle), 3 (square), or 6 (triangle) mm. In (A), monopolar
contact impedances decreased as contact length increased. Note that the term impedance is
commonly used, but clinical measurements are made with a short pulse (�20 ms), and the
result is effectively the contact resistance. Stimulation thresholds increased with contact
length at all dCSF values (B), but the percent change was greatest at lower dCSF values
and was less than 5% at dCSF = 6 mm (C)

2 The results illustrated in Figures 5, 6, 7, 9, 18, 19, 20, 21 and 22 were generated with the
model by Lee et al. [93]. Voltage and activating function waveforms were low pass filtered
(1 mm running average) for smoothness.
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length on contact impedance. A typical contact length for percutaneous leads is

3 mm, and resulting clinically evaluated impedances are approximately 350 ohms

[28]. Longer contact lengths, such as 6 mm, exist on commercially available leads

andmay have lower contact impedances. Overall contact impedance is an impor-

tant consideration with clinical impact, because impedance will affect expected

battery life (primary cell) or battery recharge intervals (rechargeable cell).
Stimulation thresholds can also be affected by contact length, and this effect

is dependent on the distance of the lead from the target neural tissue. Figure 5B

illustrates that larger contact lengths can lead to higher stimulation thresholds,

particularly when the contact is close to the spinal cord (Figure 5C).
A discussion on how contact size affects stimulation threshold merits a brief

review of the activating function concept. Ranck qualitatively discussed how

changes in the extracellular voltage in the vicinity of an axon cause some regions

of the axon membrane to depolarize (i.e., move toward action potential initia-

tion), and others to hyperpolarize (i.e., move away from action potential

initiation) [36], and this is illustrated in Fig. 6. Using an electrical cable model

Fig. 6 Illustration of the activating function concept. Panel (A) shows a diagram of a lead with a
contact (length=1mm) a distance of 3mm from a nearby dorsal column fiber (axon).When the
contact is used as a monopolar cathode (distant anode), then the extracellular voltage (Ve)
observed at the fiber is shown in panel (B). Panel (C) shows the activating function, which is
the second difference of Ve (solid line) (where Dx = 1.25 mm). Where the AF is positive,
depolarization (change toward excitation) of the axon is predicted to occur, and where the AF
is negative, hyperpolarization is expected to occur. As dCSF increased to 6 mm, the AF was
broader and had a lower peak amplitude (�20 times smaller). (The dashed line of panel (C) shows
AF when dCSF= 6 mm, with the amplitude normalized to highlight the change in AF shape.)
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of the axon,McNeal and Rattay formalized mathematically [37, 38] the activat-
ing function (AF) as:

AF ¼ Ve;i�1 � 2 �Ve;i þ Ve;iþ1 (1)

where Ve,i is the extracellular potential at the i
th node of Ranvier. Positive values

of the AF correspond to depolarization, and negative values correspond to
hyperpolarization of the axon membrane. The AF can be thought of as a
predictor of the relative response of the axon transmembrane potential at
t¼ 0+. Figure 6 illustrates that for an axon with a straight trajectory, a nearby
cathode causes a strong depolarization of the axon near the cathode, flanked by
weaker hyperpolarization. Note that the shapes of the AF change as a function
of distance from the target axon (Fig. 6C).

Because the AF is linear, using it as a predictor of stimulation is limited
because it does not capture the non-linear behaviors of the axon [39, 40], but
nevertheless remains conceptually useful for understanding first-order effects.
Also note that Eq. (1) is the second difference of the extracellular voltage and
applies to myelinated axons. The AF for unmyelinated axons is the second
derivative of the extracellular voltage along the trajectory of the axon.

Returning to contact length and applying the AF concept, we recognized
that change in the extracellular voltage gradient is required to promote stimula-
tion. When close to the target fiber, small contacts have larger activating
function peaks, as shown in Fig. 7. By increasing the contact length, a nearby
axon (with trajectory parallel to the contact) will observe strongest changes of
the extracellular voltage near the edges of the contact. This can cause the AF to
be largest beneath the edges of the contact, as shown in Fig. 7. At larger

Fig. 7 Effect of contact length on the activating function (AF) at a dorsal column fiber when
dCSF = 3 mm. As contact length increased, the peak AF amplitude decreased. Note that
when the contact length was 5 mm, local maxima were observed near the edges of the contact.
This shape is consistent with the expectation that the AF will be highest where change in the
voltage gradient is observed

Spinal Cord Stimulation 165



distances from the target axon(s), increased contact lengths may be acceptable
and may be chosen because of their lower impedance properties. In SCS, this
distance is approximately the thickness of the cerebrospinal fluid, which varies
as a function of the vertebral level at which the lead is placed, and is variable
from patient to patient [41, 42]. Typical values range from 1.5 to 8.5 mm at mid-
to-low thoracic vertebral levels, a common SCS target [42].

Available center-to-center contact spacings vary widely, and include common
values of 4, 4.5, 7, and 9 mm (see Fig. 8). Principles guiding the choice of contact
spacing include (1) increasing the span of the contact array on the lead (using a
wide spacing); (2) improving the resolution of the excitable region (using a tight
spacing); and (3) promoting dorsal column axon stimulation relative to dorsal
root axon stimulation [43, 44]. For a given number of contacts, there is a trade-
off between principle 1, and principles 2, and 3. A wide center-to-center spacing
(� 7 mm) has the advantage of distributing target locations along a greater
vertebral span. However, it should be noted that depending on the dCSF there
may be gaps within that span, i.e., locations along the dorsal columns andwithin
the span of the contact array at which stimulation cannot be initiated (inferred
by AF analysis, see Fig. 9). Employing the AF concept, we expect that tight
center-to-center spacing (e.g., 4 mm) may be used to improve the resolution of
stimulation loci within the span of the contact array and to reduce the likelihood
of gaps between adjacent cathodes (see Fig. 9) (although the possibility always
exists if the lead is close enough to the spinal cord). Note also that whenmultiple
electrical sources are available (see ‘Electrical sources for stimulation’ below), the
interaction of contacts spaced close enough together may be desirable to enable
fine-tuning of stimulation in a region of interest.

Certain variables that are not determined a priori complicate the trade-off
between span and resolution (e.g., the dCSF for a given patient is unknown and
is expected to change with posture [23, 45]). First, the AF dependence on dCSF
means that optimal contact spacing is also expected to be dCSF dependent. For
a particularly large dCSF, a lead with widely spaced contacts will have dimin-
ished or an absence of gaps and the advantages of span persist, while the lead
with tightly spaced contacts gains imperceptible resolution at the cost of span.
In contrast, for a small dCSF, a lead with widely spaced contacts will have wider
gaps (conceivably missing the ‘sweet spot’ within the span of the lead contacts)
at the cost of greater span, while the lead with tightly spaced contacts has a
useful targeting resolution within its smaller span. Second, a characterization of

Fig. 8 Illustration of common contact spacings and spans observed in commercial products.
As a dimensional reference, all contacts are 3 mm in length, and lead diameters are
approximately 1.3 mm. Panels A, B, and C show 8-contact leads with center-to-center
contact spacings of 4, 7, and 9 mm, respectively

166 M.A. Moffitt et al.



the size, and in particular the rostral-caudal length, of the ‘sweet spot’ has not
been determined through clinical study and is expected to vary from patient to
patient. Amore thorough understanding in this regard would also contribute to
lead spacing decisions.

Finally, work with a computational model of SCS (including a non-linear
axonmodel) has indicated that tightly spaced bipoles and tripoles promote dorsal
column activation over dorsal root (often considered a source of undesirable side
effects) activation [43, 44] at the cost of higher amplitudes.While this concept has
not yet been validated through clinical study, it is noteworthy that leads with
tightly spaced contacts make available to the clinician these theoretically optimal
combinations, where leads with widely spaced contacts do not.

2.3 Electrical Sources for Stimulation

In SCS, and other indications, patient’s benefit from thorough, and often time-
consuming, device programming [26, 46], so system architectures amenable to
expanded and faster tunability are desirable (see also Real-time programming

Fig. 9 Normalized activating functions (AF) of single and adjacent cathodes. The AF for a
single monopolar cathode (A) and for two adjacent cathodes (B, C) are shown for
dCSF¼ 3 mm. Panels (B) and (C) illustrate the effect of contact spacing when adjacent
contacts are assigned as cathodes. In (B), the tight contact spacing (4 mm) yields an AF that
is broad compared to the AF of a single contact (A), and with a strong AF in between the two
contacts. In (C), the wide contact spacing (7 mm) yielded an AF with two local maxima and a
gap in between the contacts. Of note, between the two widely spaced contacts, a region of
hyperpolarization (negative AF) was observed (arrow in panel (C))
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strategies). In this section, we discuss electrical sources of stimulation and their

applicability to this problem. We also discuss theoretical effects of the archi-

tecture of the electrical sources on maintenance of the programmed field over

time, with inferences of therapeutic stability.
Electrical stimulation of neural tissue is typically done with periodic pulse-

based waveforms consisting of three phases per period: the stimulation phase,

the interphase, and the charge recovery phase. These three phases are illustrated

in Fig. 10A. The stimulation phase is an active phase responsible for exciting the

target neural elements and typical durations consist of tens to several hundreds

of ms. Some neural elements will be approaching excitation at the end of the

stimulation phase, and will reach it shortly after (within �100 ms) if not inter-
rupted. The interphase is a short (tens to a few hundreds of ms) rest (open-
circuit) phase between the stimulation and charge recovery phases that allows

Fig. 10 Phases of a typical stimulation waveform (A), and illustrations with current-
controlled (B, D) and voltage-controlled (C, E) devices. The stimulation waveform consists
of a stimulation phase (SP; typically current or voltage regulated) and a charge recovery phase
(CR; may be active or passive), separated by an interphase (IP; rest phase). These three phases
are repeated with period (T).Most devices have output capacitors on each contact, and charge
is recovered passively during the CR phase by connecting the capacitors. Panels (B–E) show
the current as a function of time during the waveform, when in a bench test a lead was placed
in saline with a series sampling resistor (100 Ohm), and connected to either a current-regulated
device (Boston Scientific PrecisionTM) (B, D) or a voltage-regulated device (Medtronic
RestoreTM) (C, E). Note that with a current-regulated device, the current is constant during
the stimulation phase (B, D). With a voltage-regulated device, the current decays during the
stimulation pulse (C,E). In all bench tests shown, the SP and IP phases were 450 ms and 100 ms
in duration, respectively
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action potential generation in these neural elements, and can be used to pro-
mote efficiency [47, 48]. The charge recovery phase is used to recover the
injected charge such that the steady-state waveform is charge balanced, and
this is important to minimize corrosion and tissue damage as discussed in other
chapters of this book (Chapters 1 and 6). To ensure charge balance, contempor-
ary systems typically include output capacitors on each contact, and charge
recovery is achieved passively by shorting the output capacitors during the charge
recovery phase. The duration of this phase is typically on the order of thousands
of ms, and much longer than the stimulation phase to reduce the peak amplitude
and minimize the likelihood of stimulating from this phase. Some current-regu-
lated systems also use active charge-recovery mechanisms to better control the
amplitude of current during this phase.

Other waveform paradigms exist that exploit the non-linear properties of
neurons to achieve specific stimulation objectives (e.g., excite cells or axons
preferentially [49, 50], excite small axons preferentially to large axons [51, 52]).
These advanced waveforms have yet to be implemented in clinical systems but
may be part of future systems.

2.3.1 Voltage and Current Regulation

The stimulation phase can consist of a regulated voltage pulse or a regulated
current pulse. In both cases, current is injected and the amplitude of the accom-
panying activating function observed in the target tissue is directly proportional
to the amplitude of the current being injected. With respect to stimulation, there
are two primary differences between current- and voltage-regulated pulses.

First, consider a single active monopolar electrode (with a return electrode far
enough away tomake it inconsequential). In the case of a current-regulated pulse,
the amplitude of the current injected is the programmed value, independent of the
contact impedance. In the case of a voltage-regulated pulse, the amplitude of the
current injected is dependent on the contact impedance and is given byOhm’s law
as I¼V/R. So, in the case of the voltage-regulated pulses, the intensity of stimula-
tion is subject to the contact impedance. The contact impedances on SCS leads
change over time, as illustrated in Fig. 4, and so the stimulation intensity at a
given voltage level may change over time. In SCS therapy, patients are very aware
of the stimulation intensity (manifest as paresthesia) and are able to compensate
for these intensity changes with a patient controller. This difference may become
more apparent in other indications (e.g., deep brain stimulation for tremor
control), where the patient is not so directly aware of the stimulation intensity.

Second, because of capacitive and other effects at the electrode interface [53],
the current delivered by a voltage-regulated source is initially V/R, but
diminishes during the stimulation phase, as illustrated in Fig. 10C, E. Note
also that the rate of decay is dependent on the contact impedance. In contrast, a
current-regulated source requires the voltage on the electrode to change during
the stimulation phase to maintain constant current delivery, and the strength of
the field is constant during the pulse. So, a primary difference is that the current
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waveforms generated by the two sources are different (see Fig. 10). In SCS, it is
not yet clear if one waveform is preferred over the other, although clinical
differences have been reported anecdotally [54, 55].

An additional difference is that the current waveform generated by a voltage-
regulated source is subject to impedance and electrode surface changes and is
considered less repeatable [56], and this has been a concern in the academic
setting [57]. Another difference is that the amount of charge injected may be
controlled with a current-regulated source (a current regulator for each contact
is particularly desirable), and this capability facilitates existing and future
strategies for abiding charge injection limits [53, 56, 58].

2.3.2 Single- and Multiple-Source Systems

In SCS, devices are often programmed with multiple contacts of the same
polarity (e.g., a tripole combination has two anodes). In these cases, single-
source systems may control the net current (i.e., if it is a current source), but are
not able to control the currents through the like-polarity contacts that are
ganged to the lone source, as illustrated in Fig. 11. There are two consequences
of not controlling the currents that may have clinical impact.

First, the electric field, and therefore the stimulation response, may change over
time. This is hypothesized to occur because the amplitudes of the currents delivered
through the ganged contactswill dependon the contact impedances and field effects
(the effects of other active contacts). While the mechanisms and clinical impact are
not well defined, the contact impedances in SCS are known to change over time [28,
59, 60] (see also Fig. 4), implicating impedance changes as one possible contributor
(of many candidates) to some observations of therapeutic instability over time [61].

A multiple current-source system that avoids ganging contacts will maintain
the currents in the face of changing impedances. Changes in the electrical
properties of the volume conductor (e.g., the presence of encapsulation tissue
that did not exist at implant) may still impact the electric field, but maintaining
the currents passed through each electrode presently represents the best oppor-
tunity to maintain the electric field at the target.

Second, multiple-source systems are able to generatemany electric fields that a
single-source system cannot, illustrated in Fig. 11. Therefore, for a given lead, a
multiple-source system is expected to have greater ability to fine-tune or improve
the resolution of the electric field near a region of interest.With the large numbers
of contacts often used in SCS, the number of permutations of contact combina-
tion is large even with single-source systems (e.g., assuming 16 contacts, a single-
source system has�4.3�107 permutations, and amultiple currents source system
has�2�1016 permutations (assuming 2.5% resolution)). Despite this large num-
ber of options on a single-source system, the ability to make incremental mod-
ifications in the field is not as straightforward as with a multiple-source system.
Consider a thought experiment involving two electrodes that may be assigned as
a cathodes, and they are first connected to a single-source system (Fig. 11A). Only
three assignments exist for contact 1/contact 2: cathode/off, off/cathode, and
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cathode/cathode. Connecting the same two contacts to a multiple-source system

enables additional combinations (e.g., 21 combinations assuming current can be

shifted in 5% increments) due to the ability to adjust the relative fractions of the

total amplitude to the two contacts (Fig. 11B).
Both single-source and multiple-source systems have been used in clinical

studies and both are presently available commercially. Clinical work with the

multiple-source system has shown that balancing the relative amplitudes on

multiple electrodes does result in modulation of the location and the span of

the paresthesia [21, 62, 63]. While some clinical comparisons have been made

[62, 64], attempts to rigorously evaluate and quantify clinical efficacy differ-

ences between single- and multiple-source systems have not yet been made.

Fig. 11 Illustration of single and multiple current-source architectures in a two-contact
thought experiment. Consider two contacts that may be assigned as cathodes or as ‘off.’
With a single-source system (Left), the contacts can be assigned as cathodes independently, or
simultaneously.When both contacts are assigned as cathodes simultaneously, they are ganged
together, and while the net current is programmable (I), the current through each contact will
depend on the contact impedances. With a multiple-source system (Right), the two contacts
may be assigned as cathodes independently or simultaneously, and in each case the current
through the contacts is programmable (I1 and I2). Note that with multiple sources, the current
through a contact is not dependent on impedance and enables generation of electric fields that
cannot be explicitly programmed with a single source (compare tables of possible
combinations; right-hand table generated assuming 5% resolution)
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2.3.3 Examples of Multiple-Source Systems

Until recently, commercial SCS systems have used a single source for generating

the fields used for stimulation. However, multiple-source systems have been

considered academically for many years in animal work [65] and in clinical

study [62, 63]. Here we briefly review three multiple-source systems of note,

including two SCS systems.
In 1993, Veraart et al. [65] reported on the use of multiple-current sources

and a 12-contact spiral cuff electrode (illustrated in Fig. 12A) to tune

Fig. 12 Examples of multiple-source systems. Panel (A) shows the architecture used by
Veraart et al. in an experiment at Case Western Reserve University (CWRU) to selectively
stimulate fibers with a cuff electrode in cat peripheral nerve. Those experiments included up to
two of the fundamental blocks shown in panel (A), so up to six simultaneous current sources.
Panel (B) illustrates the original transverse tripole for SCS proposed by the Struijk and
Holsheimer at the University of Twente (UT), and constructed by Medtronic for clinical
studies. The original transverse tripole used two voltage sources to tune the location of
paresthesia through programming. Panel (C) illustrates the architecture of the Boston
Scientific PrecisionTM SCS system that consists of a bidirectional current source for each of
16 contacts for wide programming flexibility
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stimulation of a peripheral nerve (cat sciatic) to selectively activate each of four

fascicles within the nerve. In particular, the authors showed that greater selec-

tivity of activation was achieved using three current sources to appropriately

balance currents, than could be obtained with a monopole generated with a

single-current source. Further, use of six current sources was found to further

improve selective activation in some cases.
In 1996, Struijk and Holsheimer proposed a two voltage source SCS system

[66] that relied on a specialized paddle lead (three contacts arranged transver-

sely), and this multiple-source system is shown in Fig. 12B. This system,

commonly known as the transverse tripolar system (TTS), was fabricated by

Medtronic and studied clinically at multiple centers [62, 63]. A strong conclu-

sion of the multi-center study was that the multiple sources could be used to

tune the location of the paresthesia, and the pattern of the tunability was

consistent with contemporary understanding of the dorsal column anatomy.

This multiple-source system has not been made commercially available.
In 2004, Advanced Bionics introduced a spinal cord stimulator that utilized

16 current sources (bidirectional), one for each contact supported (see

Fig. 12C). This system enabled the user to incrementally change the electrode

combination at a non-zero amplitude to achieve real-time tunability of the

paresthesia (see also Real-time programming strategies). In this system, all 16

contacts may be active without ganging contacts together.

2.4 Electrical Management of Lead Migration

In SCS, the location of the leads within the spine is of paramount importance

since it determines the possible location of the stimulation paresthesia [19, 32].

SCS outcomes are frequently compromised by lead dislocation or migration,

which can lead to the loss of optimal paresthesia coverage with subsequent

reduction in pain relief [67, 68]. Lead migration is considered by some to be the

most common technical complication of SCS [9, 69].
Sometimes paresthesia coverage is reestablished via reprogramming, avoid-

ing the necessity of a surgical revision [15]. However, optimal reprogramming

may be difficult to achieve without confirming the new position of the leads

using fluoroscopic imaging. The disadvantages of frequent fluoroscopy include

patient exposure to radiation and inconsistent availability of fluoroscopic

equipment in a non-surgical medical setting. Additionally, fluoroscopic ima-

ging of leads is typically performed while the patient is supine. However, the

lead position may be somewhat different when the patient is upright, i.e., the

posture assumed by the patient for most of their waking hours [23]. So, even if

programming is done based upon imaging, the resulting contact combination

found for the supine position may be less effective when the leads move to a

different orientation when the patient is upright.
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A technique, similar to impedance tomography, that uses electrical measure-

ments to estimate the relative positions of contacts in the epidural space may

help deal with lead migration. Briefly, a subthreshold stimulation pulse (1 mA,

20 ms) is delivered monopolarly (i.e., the return path for current is a far-away at

the IPG case) to a single contact. The spread of current in the volume conductor

(i.e., body) will generate grossly spherical potential contours in the tissue

surrounding the source contact (see Fig. 13) [70]. The other implanted contacts

are also positioned within this potential field, and the voltage measured on each

contact provides a ‘sampling’ of the generated potential field. Since the geome-

try of the leads is known a priori, the sampled potential field can be partially

reconstructed from these measurements.
A useful application of this technique in SCS is to determine the relative

orientation of parallel leads. For example, just after implant in a hypothetical

patient, the leads may be positioned in a ‘perfect parallel’ arrangement, and

initial programming may be done based upon knowledge of this orientation.

Some time later, however, the patient may return to the clinic reporting less-

than-optimal paresthesia concordance. If the field-potential measurement tech-

nique is used, a suspected relative lead migration may be confirmed without the

use of fluoroscopy (see Fig. 14).

Fig. 13 Measurement of field potentials by stimulator
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Knowledge of relative lead orientation for programming has been shown to
be anecdotally useful. Figure 15A shows programming of dual parallel leads,
such that side-by-side anode–cathode interaction is dominant. The resulting
paresthesia is limited in extent, as the stimulation field consists of two laterally

oriented bipoles, which appear to recruit only the lateral dorsal columns. When
programming is done in the same patient with knowledge of the relative
orientation of the parallel leads, cross-lead cathode–cathode interaction can
be maximized and anode–cathode interaction minimized. This can result in

greater midline superposition of stimulation fields, and, as shown in Fig. 15B,
an increase in the paresthesia extent.

The field-potential technique has been implemented in one commercially
available spinal cord stimulation system and has been shown to agree to within
2 mm of coincident fluoroscopy [71].

A further advantage of the technique is that it is purely electrical and very
low power, which makes it suitable for use and management by the implanted

stimulator at any time. A candidate future implementation may include auto-
matic adjustment based on updated information on relative lead positions. For
example, if a patient is away from the clinic and undergoes some temporary lead
migration, the IPG, using field-potential measurements and knowledge of the

patient’s desired programs, might automatically adjust the stimulation pro-
gram to minimize changes in the stimulation field and ideally maintain con-
cordant paresthesia.

Fig. 14 Detection of two-contact relative lead migration using field-potential technique. Note
that the maximum of the field-potential plot indicates which contact on the second lead is
aligned with the source contact (e4) on the first lead
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3 Clinical Programming Time

3.1 Historical Programming Approach

Early SCS systems were typically mono- or bipolar, so concordance of par-
esthesia was critically dependent upon the positioning of the stimulating con-
tacts in the spine [8, 72, 73]. Programming was rudimentary, as there were
usually only two choices for contact polarity: negative (cathode) and positive
(anode). Cathodes were chosen most frequently, since the site of stimulation
under a cathode is near the contact (see ‘Contact size and spacing’), and an
active cathode has a lower threshold than an anode [72]. As SCS systems gained
more contacts, the number of programmable combinations increased exponen-
tially and there was growing awareness that the stimulation field could be
optimized by judicious selection of anodes and cathodes on a per-patient
basis [74-76].

Law was the first to report on the technical results of exhaustively testing
contact combinations in SCS therapy for pain [33, 74, 75]. He showed that a
‘narrowly spaced’ (< 9 mm center to center), rostral bipole located on the physio-
logical midline gave a statistically superior technical and clinical result. North et al.
[15] andAlo et al [77, 78] have both published clinical data that is in agreement with
the modeling work of Struijk et al. [29] and Holsheimer et al. [32, 35, 43, 79],
which suggest that, for a lead placed on or very close to the physiological midline,

Fig. 15 Clinical importance of relative lead orientation for dual parallel lead programming in
SCS. Colorings on the dermatome maps were made by a patient when stimulation was at a
‘comfortable’ level, using either the mis-aligned cathodes (A) or aligned cathodes (B) as a
stimulation program. Note that aligned cathodes yielded substantial increase in paresthesia
coverage. Knowledge of relative lead positions is important to ensure aligned cathodes and
can be estimated electrically via the field-potential technique described in the text
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the optimal combination is a ‘guarded cathode’ (+ � +). The rationale is
straightforward: to maximize the depth of penetration in the dorsal columns, it is
important to promote the peak of the activating function beneath the cathode. This
is best achieved by flanking the cathode with anodes (see ‘Contact size and
spacing’), as the positive side-lobes of the anodic activating function superimpose
atop the cathodic activating function, thereby increasing its relative value.

However, Holsheimer has stated that, while the guarded cathode is optimal
for a population of patients, it may not be the best programmed combination
for an individual patient [80]. This is primarily due to the great variability of
patient anatomy, lead placement and orientation, and targeted nerve fibers
(such as segmental paresthesias from dorsal root activation, which are pro-
moted by the use of monopolar stimulation).

Barolat et al. performed extensive analyses of the technical characteristics of
stimulation at different vertebral levels and medio-lateral positions of the
contact array [81]. In their report, they indicated that the best paresthesia result
required that (a) the leads were appropriately located and (b) that all possible
contact combinations were attempted. North et al. have shown that exhaustive
testing of contact combinations significantly improves both pain-paresthesia
overlap as well as patient satisfaction with SCS [26].

Thus, since contact combination programming can contribute significantly
to concordance of paresthesia, and modern SCS systems have multiple con-
tacts, the challenges of optimizing the stimulation field via contact combination
selection are a factor in successful use of SCS. The following sections detail the
specific challenges of contact combination programming in the operating room
during implant and during post-operative follow-up.

3.2 Device Programming in the Operating Room and Post-implant

When the physician implants the leads during the trial, he/she has an initial
vertebral target in mind for locating the contacts, based upon the location of the
patient’s pain. Once the leads are positioned, the challenge in the OR is to
identify if (a) concordant paresthesia can be generated with the leads in that
position and (b) if the active contacts which generate that paresthesia are
‘conservatively’ located, i.e., toward the center of the contact array [82]. It is
important to program the stimulator quickly and efficiently, since extended OR
time puts the patient at greater risk for infection and is very costly [17].

Historically, during the implantation of percutaneous leads, two modes of
stimulation testing have been typically performed. The first type is the discrete
combination adjustment, where a specific contact combination is programmed
and then the amplitude is increased until the patient feels paresthesia [83]. If the
location of the paresthesia does not cover the patient’s painful areas, the
stimulation is first turned off before further contact combination adjustments
are made. This is necessary, because SCS systems limited to discrete
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combination adjustments may cause patient discomfort when switching to a
new discrete combination if the stimulation amplitude is suprathreshold; the
patient may experience jolting sensations from the abrupt and large shift of the
electric field.

Once the stimulator is off, the combination is then changed; the amplitude is
then slowly increased until paresthesia is felt. Several stimulation combinations
may be tried and, if no concordant paresthesia is felt at the lead location, the
lead is moved and the process is repeated. This can be a time-consuming process
and implies that only a few combinations can be tried for a single lead position
during implantation.

In response to this clinical inefficiency, a second method used intraopera-
tively is ‘mechanical trolling’ [83]. In this technique, the lead is initially placed
at a position beyond the assumed target spinal segment. A contact combina-
tion is programmed on the lead and the amplitude is then increased until the
patient feels paresthesia. The physician then gently pulls the lead from the
spinal needle, thus dragging the lead along the dura and shifting the electric
field along the nerves while the patient reports paresthesia location. While the
physician is performing this ‘mechanical trolling,’ the stimulation amplitude is
adjusted by the clinician controlling the stimulator to maintain a comfortable
paresthesia intensity. This method can be a general improvement over discrete
combination programming in terms of time efficiency, but carries the risk of
significant overstimulation if the clinician control of the amplitude is not well
synchronized to the actions of the physician and the verbal feedback of the
patient. In the event of overstimulation, the patient can become refractory to
paresthesia sensitivity for several minutes. This can further increase the time
for implant. Recently, a user friendly electrical version of trolling was intro-
duced. This method allows the lead to remain in place while the electric field
is incrementally ‘‘trolled’’ using field steering (see Real-Time Programming
Strategies).

3.3 Device Reprogramming

In contrast to intraoperative programming, during a standard follow-up
visit, stimulator programming tends to be more extensive, since more time is
available and the patient can provide detailed feedback on the paresthesia
location. Anywhere from a few minutes to hours can be spent in the follow-
up visit, depending upon the difficulty of covering a particular body region with
paresthesia and the capabilities of the stimulator and programmer system [81].
Finding the contact combination that results in the best paresthesia may be
a numerically overwhelming task, particularly with historic programming
tools [76]. Either an exhaustive search is undertaken which may take hours or
a limited (and possibly sub-optimal) subset of discrete combinations are tried
within an allotted, likely brief, period of clinical time [26].
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3.4 Real-Time Programming Strategies

For both programming in the operating room, and in the post-operative setting,

an efficient real-time programming method is desirable. To date, two principal

strategies have been used to enable real-time programming. The first is based on

modulating the amplitudes of two or more component fields (we will refer to

this approach as field balancing and cycling (FBC)). The second strategy is

based on incremental modulation of the field at clinical amplitudes using multi-

ple sources (we will refer to this approach as field steering (FS)).
The FBC approach requires the use of multiple timing channels. In typical

stimulator architectures, a timing channel consists of a contact combination

(i.e., anode/cathode assignment) and the timing parameters for generating the

stimulation waveform described previously (see Electrical sources for stimula-

tion), as shown in Fig. 10. Important for this discussion is the fact that a timing

channel has assigned to it only one electric field (defined by the contact assign-

ments) with a clinical stimulation response. Let us suppose that a second timing

channel is defined with a different assigned electric field (see Fig. 16). By

running the two timing channels simultaneously in an interleaved fashion, a

stimulation effect from both fields can be generated. The FBC real-time pro-

gramming approach must use two or more fields (interleaved from two or more

timing channels) and allows the user to balance the amplitudes of the timing

channels to modulate the stimulation effect (Fig. 16).
Note that as the amplitude of a timing channel is decreased below the

stimulation threshold, a new field may be assigned to that timing channel.

With an ideal user interface, the amplitude balancing and the cycling of fields

is done automatically as the user adjusts simple controls (e.g., left/right but-

tons), and this way the patient is able to cycle through fields (more efficiently

than through the historical approach) and modulate the paresthesia in real

time.
The FBC approach has been used in its simplest form since 1999 (e.g.,

Medtronic SynergyTM with EZstimTM remote control), and improved user

interfaces have continued to be produced to enhance its use3. The FBC strategy

can be used by both single- and multiple-source systems (see Electrical sources

for stimulation), and most contemporary SCS systems have multiple timing

channels. While FBC can be implemented on single-source systems, in such

cases the component fields remain constrained by the single-source architecture

(e.g., they may be affected by impedance change over time, and the tunability is

limited). Note that with the FBC approach the effective frequency is expected to

be higher, whichmay increase total paresthesia coverage [84], but may also yield

reduced battery life (or reduced recharge intervals).

3 Commercial implementations of FBC include Medtronic TargetStimTM, St. Jude Medical
Dynamic MultiStimTM, and Boston Scientific area balancing in the PrecisionTM system.
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The FS approach for real-time steering consists of using a multiple-source

system, and making incremental changes to the source magnitudes at a non-zero

amplitude, as illustrated in Fig. 16. The essence of the FS approach is incremental

shaping of the field (i.e., the field changes with each step), with corresponding

real-time shaping of the paresthesia. The FS requires a multiple-source system

(with associated advantages, e.g., fine-tunability and compensation for impe-

dance changes), and can be done with one timing channel, so may have advan-

tages over FBC in terms of a lower effective rate and corresponding battery use.

The FS4 method is presently used in a commercially available SCS system.

Fig. 16 Comparison of real-time programming scenarios with FBC andFSmethods.With the
FBC concept (A), multiple timing channels (CH-1 and CH-2) are used, where each may
correspond to a distinct electric field (and distinct stimulated regions; gray and dashed lines
on spinal cord), and stimulation pulses from each channel are interleaved (compare pulse
timing of CH-1 and CH-2). During real-time programming, the amplitudes of the pulses from
each channel are balanced, and when a channel’s amplitude is reduced below threshold, a new
field may be assigned to that channel (i.e., fields may be cycled). With the FS concept (B),
a single-timing channel is used, and the field is incrementally changed as real-time program-
ming steps are made resulting in incremental changes in the stimulated region (solid line on the
spinal cord). Multiple sources are required for the FS type of real-time programming

4 Commercial implementation of FS includes Boston Scientific i-SculptTM in the PrecisionTM

system.
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4 Stimulation Parameters

4.1 Effects of Pulse Width

Earlier reports of pulse width (PW) programming in SCS focused on energetic

concerns, especially as primary cell IPG’s gained acceptance. To reduce

frequent surgery for replacement of IPG’s with depleted batteries, SCS pro-

gramming required consideration of stimulating the patient at the most

energy-optimal stimulation parameters, while still providing adequate ther-

apy [72, 85]. In electrical stimulation, the most energy-optimal PW setting is

the chronaxie setting [86, 87]. In a simple stimulation model, where the

electrode is modeled as a pulsed current source, and the tissue is modeled as

a lumped parallel resistance and capacitance, the chronaxie is defined as

the PW setting that minimizes energy delivery from the stimulator [88].

Chronaxie has been used historically in an attempt to characterize the type

of tissue being stimulated. Gross differences are clearly observed (e.g., nerve

vs. muscle [89]), but chronaxie seems too coarse a metric for fine divisions of

nerve fiber types. Chronaxie has been shown to depend upon the distance from

the electrode to the fibers [90], the distribution of the fiber diameters near the

electrode [47], the size and shape of the electrode [88], and the shape of the

stimulation pulse [91].
Clinically, however, the value of using chronaxie for determining therapeutic

programming is questionable. A recent prospective study of PW programming

in SCS found the strength-duration parameters to be grossly in keeping with

most previous reports [92]. However, approximately 26% of patients, when

selecting among a full range of PW settings chose values higher than chronaxie

as ‘favorite’ settings: the median PW setting for patient ‘favorite’ programs was

400 ms. Additionally, the variations in paresthesia coverage and focus observed

with different PW settings suggest that using only chronaxie for programming

might result in sub-optimal paresthesia coverage Approximately one-third of

patients showed either paresthesia coverage growth or caudal shift, sometimes

both, with increasing PW (see Fig. 17).
Mathematical modeling of SCS, using a realistic distribution of fiber dia-

meters in the dorsal columns, suggested that greater activation of smaller fibers

would occur as the PW was increased [93] . Since there is a greater relative

fraction of smaller fibers in the medial aspects of the dorsal columns, the

modeling results predicted greater paresthesia coverage in the lumbar and

sacral dermatomes with increased PW at a mid- to low-thoracic lead placement

[94]. Thus, chronaxie, while academically interesting, does not seem to predict

patient choice of desired programming nor provide maximal paresthesia cover-

age. As rechargeable neurostimulators become more prevalent, energy mini-

mization concerns should be considered secondary to clinical effect, especially

as PW is concerned.
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4.2 Effects of Stimulation Rate

While PW in SCS has undergone some investigation, the reported effects of
stimulation rate remain primarily observational. A 20+-year retrospective
review of 171 patients reported that the average stimulation rate selected by
patients was 63 � 54 Hz (range: 8–200 Hz), and suggested that this number
relates to a possible mechanism of SCS called frequency-related conduction
block (FRCB) [16]. In FRCB, the local ionic balance at the node of Ranvier is
modified by repetitive stimulation, leading to a reduced ability for action
potentials to be generated and thus reduced traffic in the axon [95]. Animal
studies of peripheral nerve and dorsal column stimulation have shown that
FRCB has a larger effect on smaller fibers than larger fibers [96]. Bifurcation
points in the axon are especially sensitive to FRCB [97].

Another study has suggested that relatively high stimulation rates
(> 250 Hz) were useful in reestablishing pain relief for some chronically
implanted patients who had ‘breakthrough pain’ (i.e., returning pain

Fig. 17 Shift of ‘Focus’ of paresthesia distribution with pulse width [92]. At each PW setting a
histogram was created of the normalized number of pixels in each dermatome; these histo-
grams are shown in the chart at left, which is grossly aligned with the dermatomes shown on
the body figure at right. The median was calculated from each histogram to characterize the
‘dermatomal’ focus at each PW setting. Note the caudal shift in the focus of paresthesia as the
pulse width was increased
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sensations in body areas with concordant paresthesia) [98]. In the use of SCS
for spasticity, one author has suggested that rates on the order of 1500 Hz
may be required for efficacy [99].

In addition tomodifying axonal excitability, the synaptic connectionsmade by
these axons may also be sensitive to stimulation rate. Recent animal investiga-
tions of wide dynamic range neurons in the dorsal horn have suggested that these
neurons have a characteristic post-synaptic potential profile that makes their
output relatively inhibitory or excitatory depending upon the synaptic input
[100]. This rate sensitivity appears also to be sensitive to the type and number
of connections between interneurons in the dorsal horn. More work is necessary
to characterize the technical and clinical effects of stimulation rate in SCS.

5 Computational Models as an Engineering Tool

5.1 University of Twente Computational Model: Insight and
Clinical Impact

Technical advancement in computational models has provided not only theore-
tical tools to improve understanding of the mechanisms of electrical stimulation,
but also evaluation of new stimulation technologies, such as novel electrode
designs, optimal contact combinations, and stimulation pulse waveforms.

An SCS computational model was initially proposed by Coburn and Sin [101],
and the bulk of the SCSmodeling effort was significantly furthered byHolsheimer
and colleagues, beginning with Struijk and Holsheimer’s development of a three-
dimensional fieldmodel of SCS [102].When combined with a theoretical model of
myelinatednerve fibers, the quality of computationalmodels further improved the
level of insight into electrical stimulation delivered in epidural space in the spinal
canal [36, 37, 103]. The model provided theoretical ground for contact design and
useful contact combinations [79, 104] . The computational model estimated the
effect of anatomic parameters on the thresholds of dorsal column fibers [105],
predicted the potential location of excitation in dorsal root fibers [29], and
analyzed the effect of CSF thickness [106] with clinical validations [19, 42, 107].
The model contributed significantly to the specification of contact design para-
meters such as size and spacing [34, 43] to favor preferential stimulation of dorsal
column fibers over root fibers [35].

In addition to the model of the electric field, the model of the myelinated
sensory fiber is an important component to estimate the performance of SCS.
Ion channel kinematics were derived from rabbit tibial nerve [108] and later
improved to match human data [109]. Realistic parameters in the fiber model
enabled estimation of fiber diameter [110] and distribution [111] in the dorsal
column through comparison with clinical measurements [94].

Model-based analysis revealed that experimental measurements (e.g., chron-
axie time) are device dependent and provided evidence that current-controlled
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devices have better potential to estimate physiological parameters [91]. Computa-
tional models inferred that it is important to place a lead on the midline for
optimal paresthesia coverage [32], and this prediction has been supported by
clinical evidence [112] in SCS.

Using the computational model, Struijk and Holsheimer proposed a new
stimulation paradigm for SCS, called ‘Transverse Tripolar Stimulation’ (TTS)
[66]. The proposed TTS combination consisted of a cathode over the midline,
with independently-controlled anodes lateral to the cathode, on both the left
and right sides. The model was used to make two predictions: (1) the TTS could
be used in SCS to preferentially stimulate dorsal column vs. root fibers which
should manifest as an increase in the clinical usage range; (2) balancing of the
strengths of the two anodes would result in left–right control of the paresthesia.
The performance of TTS was predicted with the model [66, 113], and then
evaluated clinically in single and multi-center [62-64, 114, 115] studies. The
clinical trials validated the computational model by showing an increased
threshold ratio (discomfort threshold over perception threshold) [114] and
expanded control over the paresthesia [62]. However, commercial systems of
the time used only a single source, and the full capability of the transverse
tripolar contact combination could not be exploited. Full advantage of trans-
verse tripolar stimulation relies on a multiple-source device which can optimize
the electric field as predicted by the computational model [115].

In the remainder of this section, we will describe continued modeling efforts
to understand: (1) sensitivities to stimulation with transverse fields, (2) current-
steering with parallel percutaneous leads, (3) the effect of pulse width on fiber
recruitment and the corresponding clinical effects.

5.1.1 Sensitivity Analysis of Transverse Tripolar Stimulation

with Percutaneous Leads

At the advent of the transverse tripole, commercial systems used only a single
source to generate the stimulation field and could not exploit the full capability of
a transverse tripolar contact combination.However, three transverse contacts are
sometimes used clinically to mimic the TTS, but with a single-source system.

To understand the capabilities and limitations of TTSwith single- ormultiple-
source systems we use a computational model to evaluate the sensitivities of
stimulation to variability in lead position. We focus on lead position because
migration remains a significant complication in SCS [9]. Electric fields generated
from TTS with possible lead migration was explored using to the computational
model and the performance was compared to that of ideally placed leads (i.e.,
perfectly over the midline of the spinal cord). The model has three leads placed in
a symmetric, parallel medio-lateral arrangement (Fig. 18A). The TTS combina-
tion was achieved by applying anodes on the two lateral contacts with a cathode
on the middle lead, as shown in Fig. 18B.

To mimic lead migration (medio-lateral and dorso-ventral direction), leads
were moved dorso-ventrally (Fig. 19A) or laterally (Fig. 19B). Results showed
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that the shape and depth of the activated region of spinal cord fibers was

compromised by lead offset in any direction (Fig. 19). The model predicted that

the performance of TTS is highly sensitive to relative position between leads and

the spinal cord. The model predicted that a multiple-source system with properly

adjusted current fractionalization (Fig. 19, ‘After sculpting’) can reorient current

Fig. 19 Effect of lead migration during TTS. (A) Dorso-ventral migration shifted ‘activated
area’ to right where anode got weaker by dorsal migration of the lead. Depth of penetration
also changed by leadmigration and was not deeper than a longitudinal tripole. However, after
adjusting anode intensity with a multiple-source system (current sculpting, shown in the far
right panel), the activated area was similar to that from ideal lead location. (B) Medio-lateral
migration had similar effects to dorso-ventral migration. Current sculpting could realign the
field to compensate for the change

Fig. 18 (A) Cross-section view of the finite element model of the spinal cord. (B)Mesh of lead and
spinal cord domains. To simulate aTTS combination, anodeswere placed transverse to the cathode
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flow to mimic the ideal condition and implies the potential to restore therapeutic

benefits.
The model predicted the following: (1) sensitivity of the activated region of

spinal cord fibers due to small shifts (�1 mm) in lead and spinal cord positions

and (2) that use of a multiple-source system, as originally proposed [66], can be

used to compensate for small changes in relative lead and spinal cord positions.

The asymmetries in paresthesia in these data are consistent with previous

modeling results and clinical data [115].

5.1.2 Field Steering Between Contacts of Parallel Leads

Using the computer model, we studied the capability to ‘sculpt’ the electric field

using constant current fractionalized across several contacts from two leads, as

shown in Fig. 20. The model was used to quantify and visualize the volumes of

activated spinal cord fibers during steering of the current from one lead to

another. The model output can provide insight into the therapeutic possibilities

of lead placement and programming in SCS.
Clinical evaluation of current fractionalization between two parallel leads

has been initiated. Change in paresthesia was consistent with modeling results

and present anatomical understanding, and paresthesia drawings made by one

patient for several splits of current are shown in Fig. 20.

Fig. 20 Effect of current fractionalization with dual percutaneous leads. Computational
model showed that current fractionalization between two leads with a multiple-source system
can stimulate selectively dorsal columns. Clinical measurement of paresthesia coverage was
assessed by patient drawings, and the lower panel shows drawings of paresthesia coverage
from one patient at cathodic current splits of 100/0, 80/20, 50/50, 20/80, and 0/100 (from left
to right; in clinical work anodes were held constant at 25% each)
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5.1.3 Effect of Pulse Width

The University of Twente (UT) model has been instrumental in pioneering
advances in SCS. The effects of pulse width had not been evaluated, and to
investigate these effects, we generated a model of SCS (Boston Scientific model)
generally based on the approach of the UT model (i.e., finite element model
coupled with non-linear fiber analysis5), but with the addition at several myeli-
nated fiber sizes distributed within the dorsal columns based on histological data
[29, 94, 116]. The BSC model used previously developed non-linear myelinated
mammalian fiber models [50]. Multiple fiber sizes were used because the effects
of pulse width are known to be fiber size dependent [8]. An example of the output
of the BSC model is shown in Fig. 21.

To study the effect of pulse width on dorsal column fibers of different sizes, a
longitudinal guarded cathode (anode-to-cathode separations of 8mm in center to
center) combination parallel to DC fibers was applied to the model with different
pulse widths (60, 210, 450, and 1000 ms) (Fig. 22). The dCSF used in this study
was 3.2 mm. Two stopping criteria were used including (1) the threshold of the
most excitable dorsal root (DRth) fiber (15 mm diameter) and (2) 1.4 times the
threshold of the most excitable dorsal column fiber (11.5 mm diameter).

The model predicted that increasing pulse width could recruit medial fibers
efficiently compared to lateral fibers, which might be related to gradually
recruiting more sacral fibers located in medial portion of dorsal column
(Fig. 22) with increased PW. The fiber ratio (LatF/MedF) was computed
from the mathematical model (Fig. 22A), and we assumed that lateral fibers
correspond to dermatomes more rostral than the medial fibers. The fiber ratio
was smaller (corresponding tomore caudal stimulation) for wide PW than short
PW because the wide PW would recruit more medial fibers than short PW
(Fig. 22B). The model also predicted that large (1000 ms) pulse widths stimulate
more fibers than short (210 ms) pulse width, both in terms of activated DC ‘area’
(cross-sectional) and total number of fibers (3.2 times), which is expected to
correspond to increased paresthesia coverage.

In summary, the computational model showed that longer PW recruited
more DC fibers of any size than a short PW. Because of the abundance of small
fibers located on superficial and medial dorsal columns, larger PW recruited a
greater number of medial fibers relative to lateral fibers, and a greater number
of total fibers. This model-based prediction is consistent with clinical data
[8, 118]. Therefore, this new spinal cord model is a valuable tool for gaining
theoretical insight into the stimulation parameters that may improve the effi-
cacy of therapeutic outputs.

5 In the model described by Lee et al., the spinal cord geometry (Fig. 18) was based on a
histological cross section [116] and the dorsal root trajectory A1 from Struijk et al. with the
dorsal root mother fiber branching into two thinner daughter fibers upon entering the spinal
cord [29]. DC fibers have a straight trajectory in the rostro-caudal direction. The voltage data
from the finite element model (FEM) along corresponding fibers in three-dimensional space
were applied to the non-linear axon models with different fiber diameters [117].
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Fig. 21 (A) Stimulated fibers with different diameters using a longitudinal guarded cathode
from a percutaneous lead (two anodes 8 mm away from the center of cathode, pulse width of
210 ms, amplitude of 1.4 times perception threshold (1.4�Pth)). The number of small fibers
recruited (8.7 mm diameter) in the medial DC at 1.4�Pth, exceeded the number of recruited
fibers of any other size (11.5, 12.8, and 14.0 mm diameter), even though the depth of stimula-
tion was lower. This is possible because of the high density of small fibers. (B) Recruitment of
fibers of each size as a function of increasing amplitude. Small fibers contribute significantly
to the total number of stimulated fibers
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6 Summary

In summary, spinal cord stimulation is an effective therapy for the management
of some chronic pain conditions, with historical origins dating back to the
1960s. Clinically, patients feel a tingling paresthesia that when overlapped
with pain will fully or partially reduce the pain, but the mechanisms are still
under investigation. Technical advancements in commercially available systems
are being made to overcome issues such as changes in the stimulation field with
contact impedance change, lead migration, difficulty in device programming,
and targeting the paresthesia to maximize concordance with pain. Computa-
tional models continue to play an important role in understanding electrical and
geometrical effects of stimulation and driving design of leads and stimulation
strategies.
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Microelectrode Technologies for Deep Brain

Stimulation

Martin Han and Douglas B. McCreery

Abstract This chapter discusses stimulation and recording microelectrodes
used in deep brain stimulation (DBS). DBS has become an established treat-
ment for movement disorders and a promising treatment for a number of other
neurological conditions. However, there is need for improved implantable
devices, better tailored to specific neurological disorders and the corresponding
targets in the brain. The development of miniaturized devices would permit
effective treatment with minimal side effects and would facilitate research on
the pathophysiology of diseases treatable by DBS. We will discuss some of the
challenges in the implementation of microelectrode systems for successful
clinical translation.

1 Introduction

Therapeutic electrical stimulation in deep brain structures (deep brain stimula-
tion, DBS, see Fig. 1) has developed into an effective treatment for advanced
Parkinson’s disease (PD) and essential tremor (see recent reviews in [5, 17, 61,
69, 112]). DBS is also being evaluated as a treatment for other neurological
conditions including intractable temporal lobe epilepsy, several types of dysto-
nias and hyperkinetic disorders, and for intractable depression [6, 9, 59, 68, 76,
77, 95, 143]. While the range of clinical applications for DBS has expanded, its
mechanism(s) of action is still not well understood [4, 89]. In addition, the
present clinical devices use macroelectrodes, and the electrical stimulation
tends to spread quite broadly. For instance, the human STN, a target for the
relief of the motor symptoms of PD by DBS, is an ovoid with an average
dimension of 3 � 6 � 4 mm [10] or a volume of approximately 150–200 mm3

[44]. The current FDA-approved clinical DBS system, manufactured by
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Medtronic, Inc., has a flexible ‘‘lead’’ 1.27 mm in diameter and 40 cm in length,

with four cylindrical macroelectrodes placed along the distal 1 cm (Fig. 2(a))

[10, 35], thus spanning the linear extant of the human STN (Fig. 2(b)). The

implantable stimulators (e.g., Soletra 7426) are controlled-voltage devices, and

the stimulus currents can only be estimated from the resistivity of the surrounding

tissue. In most patients, the stimulus voltage ranges from 1.5 to 3.5 volts [71].

When McIntyre et al. modeled the current field induced by the stimulus para-

meters typically used in the treatment of PD, they found that the effective stimulus

may extend well beyond the boundaries of the STN [87]. This spreadmay account

formany of the side effects that sometimes accompanyDBS in the STN, including

tetanic muscle contraction, speech disturbances, and ocular deviations [116].
In recent years, much has been learned about the pathophysiology of the

disease states that are amenable to treatment by DBS, and there are now

plausible theories concerning its mechanism of action, which in turn is helping

to inform the development of the next generation of implants [86, 88]. However,

a novel array for clinical DBS must retain all of the functionality of the devices

now in clinical use, as well as providing new capabilities.
This chapter focuses on microelectrode technologies that are currently being

used or can potentially be used in DBS. There are common issues for all

implantable microelectrode systems intended for different applications, but

(a) (b)

Fig. 1 (a) Deep brain stimulation (DBS) macroelectrodes bilaterally implanted, with cables
connecting to pulse generators under the skin near the collarbone (from [142]). (b) An X-ray
image of a patient’s brain showing implanted DBS macroelectrodes (from [109])
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we will focus on those relevant to DBS. We will review and discuss several key
aspects of the requirements of a device for DBS and the challenges of develop-
ing microelectrodes for these applications.

2 Implant Sites and Emerging Applications

Stimulation in the STN and in the internal segments of the globus pallidus (GPi)
ameliorates many of the symptoms of PD [47]. Numerous studies have demon-
strated a topographic organization of the mammalian STN [1, 3, 7, 45, 92, 94, 121,
144]. The broadest subdivision appears to be betweenmotor, associative and limbic
functions, but there is ample evidence for finer subdivisions of the topology,
including a somatotopic mapping of motor functions (Fig. 3) [47]. Most of the
STN neurons that are related to voluntary movement are located in the antero-
dorsal region of the nucleus. However, there is still some controversy as to themost
efficacious site for DBS in and around the STN, and some studies have suggested
that the best results are obtained by stimulating axons within the dorsolateral
border of the STN and in zona inserta and/or the Fields of Forel [43, 48, 53, 114,
152, 153]. More generally, however, the STN appears to serve as a nexus that
integrates themotor, cognitive, and emotional components of behavior, andmight
consequently be an effective target for the treatment of behavioral disorders that
combine emotional, cognitive, andmotor impairment [79], especially as stimulating
arrays become available that can more selectively access its complex topology.

(a) (b)

Caudate
nucleus

Subthalamic
nucleus

Substantia
nigra

Putamen

Globus
pallidus

Fig. 2 (a) A scanning electron microscopic view of a Medtronic DBS ‘‘lead,’’ showing four
cylindrical macroelectrodes (From [96]). (b) A schematic of deep brain regions of the human
brain, with a macroelectrode lead implanted into the subthalamic nucleus (From [37])
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The efficacy of DBS has been established in several other types of movement
disorders, and promising reports have emerged for Tourette’s syndrome, obsessive-
compulsive disorder, and major depression [39, 41, 52, 55, 56, 60, 72, 99, 111,
117, 134, 143]. For major depression, DBSmay prove to be a reasonable option
for severely ill and treatment-resistant patients who would otherwise have
limited therapeutic options, and thus, a poor prognosis. The ventral intermedi-
ate nucleus of the thalamus is the most common DBS target for essential
tremor, but more recent studies have demonstrated benefits in essential tremor
and torticollis from DBS of the subthalamic area [24, 137], primarily the zona
incerta [49, 78], while DBS in the white matter of the subgenual cingulate cortex
has been shown to relieve intractable depression [59]. The pedunculopontine
nucleus is another target being explored for the treatment of PD [81, 115]. The
variety of implant sites employed in the clinical DBS illustrates the importance
of being able to scale and otherwise customize the electrode arrays to achieve
the best clinical outcomes.

3 Design Considerations and Challenges for Microelectrode

Technologies in DBS

3.1 Summary of Key Requirements

Despite the success of the systems forDBS now in clinical use, it is probable that
a device that can reliably and efficiently access the topographic organization of
the target will provide greater flexibility, and thus, greater clinical efficacy and
fewer and milder side effects than is possible with the current DBS systems. An
array of independently controlled stimulating microelectrodes distributed
throughout the target nucleus would permit precise control of the spatial
distribution of the stimulation, and thus, allow better personalized DBS

Limbic and associative STN

Associative STN

Motor STNVentral

Caudal

Lateral

Dorsal

Rostral

Medical

Fig. 3 A schematic of the
human subthalamic nucleus
(STN) illustrating the
primary topographic
subdivisions (from [47])
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therapy. Also, animal studies directed toward understanding the physiologic
underpinnings of DBS in various brain structures and disease states would be
aided greatly by a chronically implantable array that could deliver localized
electrical stimulation into the target nuclei and which can also record the
activity of individual neurons throughout the target.

However, there are several requirements that such a device must meet for
clinical use. It must deliver the stimulation for many years, without injury to the
tissue or degradation of the electrodes, and if the target is in the STN, it must
deliver the stimulus at a high frequency. It is also important for the implant to
be customized for different brain sites, and thus, flexibility in modifying and
scaling the basic design is important. Also, the long-term biocompatibility of
materials used in the implant must be established. If microelectrodes are used,
they must be mechanically durable in order to reach the target without being
damaged during handling by the implant surgeon or during insertion into the
brain. If the device includes microelectrodes for recording neuronal activity,
they must retain the ability to record the activity for many years. Uniformity of
performance across the microelectrodes in a particular array and across arrays
is important, and as such, measures of performance should be standardized. An
additional benefit would be the inclusion of VLSI (very large scale integrated)
circuit components for on-chip signal processing and channel multiplexing.

Major targets for treatment of the motor symptoms of PD are the GPi and
the STN [1, 40, 47, 67, 120, 121, 133]. In the topographic organization of the
mammalian STN (Fig. 3), the dorsolateral half of the STN is believed to be
dedicated to motor functions [44], and presumably, it is this subdivision that the
arrays should access in order to ameliorate the symptoms of movement dis-
orders. In a clinical device, microelectrode shanks 8–10 mm in length would be
sufficient to place multiple electrode sites along the dorsolateral–ventromedial
span of the STN, and also, in the structures dorsolateral of the STN proper,
where electrical stimulation often produces the greatest relief of the symptoms
of PD. If the array is inserted into the human STN approximately along the long
axis of the nucleus, via an approach lateral to the caudate nucleus and the
fourth ventricle, then the array should ideally include multiple shanks encom-
passing a footprint 4 mm in diameter to allow for a positioning tolerance of at
least 1mm, which is consistent with the best techniques for targeting the existing
clinical arrays into the human STN [121, 130]. However, the potential benefits
that such a device would afford must be weighed against the risk of inducing
vascular injury and interstitial hemorrhages, and thus, presenting difficult
technical challenges in designing such a volume-filling array. Perhaps a prudent
strategy for introducing a new technology into clinical use would be to proceed
in a staged manner: (1) Begin with an array of approximately the same physical
dimensions, and with all of the capabilities of the devices now in clinical use,
while also introducing some capabilities for localized microstimulation and for
recording of neuronal activity at multiple sites within the nucleus. (2) If these
novel capabilities are shown to provide increased clinical benefit over the extant
devices, then arrays of greater diameter and with additional microelectrodes
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could be introduced in a staged manner, while carefully monitoring for an
increase of vascular damage during implantation. This approach would also
encourage the development of arrays that can deploy a large number of elec-
trode sites from a slender ‘‘introducer’’ into a large volume of tissue.

An intermediary step might be a hybrid macro- and microelectrode array –
basically identical to those now in clinical use (e.g., Fig. 2(a)), but with micro-
electrodes (for recording of neuronal activity) placed on the carrier adjacent to
the existing macroelectrodes (for stimulation). This approach has an advantage
of affording the stimulation functionality and programmability of the existing
device, as well as adding recording capability from the microelectrodes in the
same array. This design might also improve the accuracy of final placement of
the macroelectrodes following the initial targeting procedure using separate
microelectrodes (Section 3.6). However, it is likely that tissue damage adjacent
to the single large shank would be too great for the microelectrodes to record
the activity of individual or even small groups of neurons. Additionally, an
initial targeting procedure with separate microelectrodes may still be necessary.

The characteristics of macroelectrodes and microelectrodes are summarized
in Table 1.

3.2 Fabrication Technology and Materials

3.2.1 Substrates

There have been many efforts to develop implantable microelectrodes based on

microwires and on silicon substrates. These include designs with a single stimu-

lating (or recording) site per shank, includingmicrowire-basedmicroelectrodes,

and those with multiple sites per shank, including most of the designs based on

photolithographic technologies (see reviews in [22, 104, 127]). Typical micro-

electrode systems have three main components: a substrate (the ‘‘carrier’’), a

conductive metal layer, and insulation material. (The substrate and metal layer

Table 1 Comparison of macroelectrodes and microelectrodes for DBS applications

Issues Macroelectrodes Microelectrodes

Dual stimulation and recording No Yes

Stimulation spread Large Small

Stimulation spatial resolution Low High

Recording spatial resolution Poor High

Target identification by intraoperative recording No Yes

Closed-loop implementation Less likely Likely

Number of channels Low High

Channel number scalability Low High

Ease of design change Medium High

Long-term viability Good Medium

Batch processing Low High
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would be the same in the case of microwire-based microelectrodes.) A 200-mm-
diameter electrolytically sharpened tungsten microwire has been used in the
hippocampus during intraoperative recordings in epileptic patients [58].
Platinum–iridium microelectrodes have been used intraoperatively in the
human GPi and STN for targeting the therapeutic electrode and also for
somatotopic mapping of these structures [121, 133]. Bundles of 40-mm micro-
wires were implanted in the human hippocampus in endogenous potential
recordings [46] and recording from ‘‘place cells’’ in the hippocampus [32].
McCreery et al. have developed an array of 75-mm-diameter iridiummicrowires
for recording and microstimulation in the feline STN. These have been
implanted for up to 415 days (Fig. 4(a)) [83]. The iridium oxide electrode site
areas varied from 500 mm2 to 2,000 mm2 in an array of sixteen 75-mm-diameter
iridium microwires. As in most microwire-based devices, there is a single
electrode site at the tip of each shank, which limits the number of active
electrode sites. However, Ulbert et al. have developed a ‘‘linear’’ array with a
single shank containing a row of platinum–iridium sites, with polyimide as
insulation, which has been used in human neocortex [146].

The microwire array’s utility as a clinical and experimental device might be
enhanced by substituting some or all of the discrete microwire-based electrodes
with multisite silicon-substrate arrays. This would distribute more electrode sites
along the array’s long axis while also reducing the number of electrode shanks,
thereby reducing the risk of tissue damage and hemorrhages. This approach
could also greatly facilitate fabrication through the use of batch-processed com-
ponents. There have been few animal studies utilizing silicon-based arrays for
DBS. However, when considering the requirements for the next generation of
DBS, microelectrodes based on semiconductor processing technology are prob-
ably the best candidates. Many laboratories are developing silicon arrays for
eventual clinical application, and some potentially could be utilized for DBS
with appropriate modifications, although, to date, only one device of this genre,
the ‘‘Utah array,’’ implanted into the cerebral cortex, has undergone clinical
trials [145]. There are various substrates upon which batch-processed multisite
microelectrodes are patterned, including silicon [16, 21, 29, 33, 36, 62, 107, 108,
124, 132, 138, 154], silicon-on-insulator [23, 34, 50, 63], polymer [2, 73, 123, 126,
135, 136], ceramic [98, 110], and metal [97]. All are fabricated using photolitho-
graphy technology, and most of the microelectrode arrays have multiple micro-
electrode sites per shank/tines [16, 21, 23, 29, 33, 34, 62, 63, 64, 66, 73, 97, 107,
108, 132, 154]. Movable [100] and double-sided [135, 136] probes have also been
reported.

Two of the best-known microelectrodes fabricated by batch processes are
from the University of Michigan (conventionally described as ‘‘Michigan
arrays,’’ Fig. 4(b)) [151], and the University of Utah (the ‘‘Utah array,’’
Fig. 4(c)) [54, 105, 106]. Both these devices utilize silicon heavily doped with
boron. In the case of the ‘‘Utah arrays,’’ this is used to achieve low resistivity for
the electrodes’ conductive core, while in the ‘‘Michigan array’’ the doping acts as
an etch stop by which the probe’s shape is realized. The ‘‘Michigan array’’ has a
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major limitation for deep brain applications, and especially for future clinical

applications. The probe shape is defined by a boron-diffusion etch-stop process,

which allows them to be released from the parent wafer in a wet etchant,

improving the efficiency of batch processing but also effectively limiting the

(a) (b)

(c)

(e)

(d)

(f)

Fig. 4 Examples of microelectrode arrays based on various substrate platforms. (a)Microwire-
based DBS array with 16 microelectrodes, developed at HMRI, and an enlarged view of a
single-microelectrode tip [83]. (b) Silicon-based ‘‘Michigan’’ array with three shanks, each with
four microelectrodes, placed next to a U.S. penny [150]. (c) Silicon-based ‘‘Utah’’ array, with an
array of 10 � 10 microelectrode arrays [106]. (d) Metal-based, single-shank microelectrode
array [97]. (e) Ceramic-based, single-shank microelectrodes [18]. (f) Silicon-based, four-shank,
16-channel chronic array with iridium oxide microelectrodes, fabricated from silicon-on-
insulator wafers, developed at HMRI [51]
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probe thickness to approximately 15 mm. (The maximum diffusion depth of the
boron is dependent on the probe width and operation time.) This markedly
limits the mechanical strength and rigidity of the probe shanks, and probes with
a high aspect ratio (length-to-width) can bend and veer off course as they are
inserted into the tissue. Such probes might be implanted with the aid of special
implantation techniques, including retractable introducers, but this would be
difficult to adapt to an array with multiple shanks. The arrays are commercially
available through NeuroNexus Technologies, Ann Arbor, MI [101]. The ‘‘Utah
array,’’ currently in pilot human trials, uses a rather unconventional method of
saw-dicing in order to shape the 100 probe shanks of a 10 � 10 array. The
process is followed by a combination of isotropic and anisotropic wet etching to
form well-controlled electrode tip shapes. One consequence of using the saw-
dicing technique is that the length of the electrode shanks is determined by the
thickness of the silicon wafer, currently 1.0–1.5 mm. This is obviously too
shallow to reach deep brain targets, even in small animal models. Furthermore,
there is only one electrode per shank which limits flexibility in spanning a range
of depths within the target. The arrays are commercially available through
Cyberkinetics Neurotechnology Systems, Inc., Foxborough, MA [30].

Motta et al. have developed metal-based arrays for DBS in small animals,
using a combination of photolithography and electroplating, as shown in
Fig. 4(d) [97]. Their single-shank probe is 22 mm in length and tapers from
300 mm in width and 100 mm in thickness. The length of the probe shank is
sufficient to reach the STN in rats. While the probe has a tapered metal tip, the
electroplated metal (nickel) must be overcoated with a biocompatible material,
and the physical dimension of the probe may be more difficult to control than
for devices fabricated entirely by photolithography. Chen et al. developed an
11-mm-long silicon-based probe that was shaped by a YAG laser and has been
implanted for mapping of evoked potentials in the rat thalamus [21]. Moxon
et al. developed a ceramic (alumina)-based multisite array 7 mm in length, which
ismechanically stronger than a silicon probe of similar dimensions (Fig. 4(e)) [98].
Although most of the processing is done by photolithography, each probe
device is cut serially using a laser. Arrays based on silicon-on-insulator (SOI)
have also been developed [65, 103], and these are based on two silicon wafers
bonded with an oxide layer between them. This allows for a highly reproducible
probe thickness of up to several hundred microns and does not require the use of
boron-doped silicon as an etch stop as is done with the Michigan arrays.
A limitation of the SOI-approach has been the lack of reliable ways to shape
the probe tip after deep reactive ion etching (DRIE), which typically results in a
chisel-shaped profile that is likely to inflict excessive tissue injury during insertion.
Han et al. established a new reliable way of shaping the tip region following
DRIE using mechanical grinding which yields tips that taper to a point with
desired thicknesses (Fig. 4(f )) [50, 51].

Most silicon-based technologies will allow fabrication of probes with multi-
ple stimulation and recording sites on each shank, whereas the microwire and
Utah arrays have only one site per shank. Although it is generally believed that
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the microwire-based microelectrodes perform better for long-term recording of
single-unit neuronal activity, the overall performance of multisite-per-shank
probes has improved [64, 147]. McCreery et al. implanted this type of stimulat-
ing electrode into the cochlear nucleus of cats for up to 314 days and reported
that the thresholds of the neuronal responses evoked in the cochlear nucleus by
these implants were similar to those evoked by iridium microwire electrodes
implanted chronically in the same target [82]. In addition, these devices allow
placement of electrode sites at different depths within the target, an important
advantage in DBS applications which include recording neuronal activity.

In a device intended for clinical use, the problems that may arise from the
fragility of the silicon-substrate arrays must be evaluated carefully. Young’s
modulus of single-crystal silicon is comparable to that of stainless steel [113].
However, when fabricated in the dimensions of typical microelectrodes, added
with dopants (e.g., boron), and/or include stressed insulation layers, the
microelectrode shanks can be fragile. It may be possible for the multi-shank
microelectrode arrays to be guided through an introducer to the immediate
vicinity of the deep brain target, with long, flexible cables leading out of the
brain so that the fragile array shanks only need to penetrate through a few
millimeters of brain tissue. Such a method has been successfully employed by
McCreery et al. in a study of eight cats for up to 415 days in vivo [83], in which
minimal inflammatory tissue responses have been observed near the microwire
microelectrodes and the assembly superstructures. With this type of introducer
it is likely that the greatest chance of damage to the fragile shanks would be
during handling by the surgeon and support personnel (e.g., while loading the
array into the introducer). This problem might be mitigated by an improved
introducer in which the array is loaded into the tool while enclosed within its
own protective capsule. The tips of the silicon shanks also can be modified to
require less insertion force during tissue penetration, and the sharp corners of
the probes, which tend to be a point of highmechanical stress and breakage, can
be eliminated by proper design. If a shank of any material (e.g., silicon, ceramic
or metal) should subsequently fracture while within the patient’s brain, the
array would sustain some loss of functionality which would be proportionately
less for an array of many individual shanks. If the array had to be removed as
the result of a brain abscess or a hypersensitivity response to one of the
constituent materials, the fractured shank would remain in the brain, sur-
rounded by its thin glia capsule. There is little evidence that the continued
presence of such a tiny and untethered object would be deleterious (assuming
of course that the patient’s untoward reaction that necessitated removal of the
array is not to the materials comprising the shank itself ).

3.2.2 Electrode Materials

The charge capacity of commonly used platinum and platinum alloys for pulsa-
tile stimulation ranges from about 50 mC/cm2 to an absolute maximum of
300 mC/cm2, for various stimulating conditions and electrodes biases [28, 122].
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These charge injection limits render it unsuitable for very small stimulating
electrodes, and especially microelectrodes that must operate at higher charge
density. Iridiumoxide (IrOx) has beenmorewidely accepted formicrostimulation
as it has an enhanced ability to inject charge by fast, reversible ‘‘faradaic’’
(oxidation–reduction) reactions. During pulsing, the oxide can transfer charge
across the metal–tissue interface by a proton electronation reaction [8, 118]. A
related feature of IrOx is its extremely low rate of dissolution even at relatively
high charge density, making it suitable for long-term stimulation at a high charge
density and high pulsing rate. The impedance of IrOx microelectrodes is also low,
which is a desirable property for recording neuronal activity, since the associated
thermal noise is reduced.

IrOx can be deposited by several methods: electrochemical activation of pure
iridium, electroplating in a chemical bath, and reactive sputtering in vacuum
deposition systems. Activated IrOx can be formed on bulk iridium metal by
potentiodynamic cycling (AIROF). McCreery et al. have used microwire-based
AIROF to safely excite the neurons of the feline STN during a regimen of
prolonged stimulation [83]. A stimulus of approximately 4 nC/ph (equivalent to
26.4 mA biphasic current pulses 150 ms/ph in duration) was sufficient to directly
excite the neurons of the feline STN. Also, a method of electrodepositing
iridium oxide (EIROF) onto gold, platinum, or platinum/iridium alloys has
been demonstrated [51, 93]. Whereas both the AIROF and the EIROF employ
electrolytic media as their main mechanism of formation of IrOx, the sputtered
iridium oxide film (SIROF) utilizes semiconductor vacuum system-based pro-
cesses, allowing for well-controlled batch deposition of films ontomultiple sites,
at the wafer-level as well as onto individual electrodes. Physical sputtering of
metal targets by inert ionized gas (e.g., argon), coupled with reaction with
reactive gases, forms SIROF, which may exhibit better stability and better
charge-injection capabilities than AIROF during prolonged pulsing [27, 131].
These films strongly adhere to the metal substrate especially when the deposi-
tion of the SIROF is preceded by a pre-etch step, which can clean the substrate
surface prior to deposition without breaking the vacuum. However, a post-
application treatment (activation) of SIROFmay be needed tomaximize charge
injection [149]. EIROF is attractive in certain applications because it can be
electroplated onto the electrode sites, and thus, avoids the two-step process of
iridiummetal sputtering and electrochemical activation needed to formAIROF
and SIROF.

There is still some uncertainty regarding the maximum reversible charge
density that can be supported by AIROF in vivo without degradation of the
oxide, and this is complicated further by the inhomogeneous charge distribu-
tion at the surface of most stimulating electrodes. At charge densities of 3,000
mC/cm2, histology revealed iridium-containing deposits in tissue adjacent to the
electrode sites, and scanning electron microscopy of explanted electrodes
revealed a thickened and poorly adherent AIROF coating [26].Microelectrodes
pulsed at 2,000 mC/cm2 or less remained intact with no histologic evidence of
non-biologic deposits in the tissue, although the voltage transient was greater
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than � 1 volt, suggesting that some of the charge injection was by irreversible
reactions that may have induced tissue injury. In the cat STN, tissue damage
was found near the tips of AIROF electrodes which were pulsed at 4 nC/ph and
at a charge density of 800 mC/cm2 for 7 h per day for 5 days [83].

The charge-injection capacity of AIROF and EIROF can be increased by
placing an anodic bias on the electrode. A particular advantage of anodic bias
with iridium oxide is that by resetting the electrode potential within the inter-
pulse period, it avoids the need for stringent charge balance in the cathodal and
anodal phases of the pulse, which can be difficult to achieve even with advanced
stimulators. Generally, the electrode–tissue interface impedances of stimulating
microelectrodes are greater than those of macroelectrodes, and thus, for com-
parable charge injection, microelectrodes exhibit higher compliance/driving
voltages (IR drop + polarization voltage of electrodes) and greater power
consumptions. However, with the continued development of more efficient
microelectrode materials with higher charge-injection capacities, such as
SIROF [27], and the lower stimulus charge requirements of the more precisely
targeted microstimulation, it is possible that requirements on the battery may
not be much greater than in the existing DBS devices.

3.3 Stimulation Parameters and Requirements of a Clinical System

Compared to macroelectrodes, a clinical DBS system based on an array of
microelectrodes could achieve more localized stimulation, with the potential for
fewer side effects. However, the device must demonstrate that it can deliver the
stimulation for many years. In the case of DBS in the STN, it must deliver the
stimulus pulses for many hours each day, at a relatively high pulse rate
(135–185 Hz). The effect of prolonged exposure to the extracellular fluid of
the brain on the performance of activated iridium has not been investigated
thoroughly. Thus, even the conservative charge density of 400 mC/cm2 for
iridium oxide (and the corresponding charge density values for other materials)
must be validated for the demanding pulsing regimens used in DBS for PD,
while the extended lifetime of a clinical device will impose additional require-
ments. Stimulating with a single microelectrode would yield a highly localized
stimulus, and two or more microelectrodes could be pulsed simultaneously or
sequentially to activate neurons within a somewhat greater, but still well-
controlled volume of tissue. The ability to precisely control the spatial pattern
of the electrical stimulation by superposition of the stimuli from multiple
electrodes pulsed simultaneously (variously described as ‘‘current steering’’ or
‘‘stimulus sculpting’’) certainly will be valuable in experimental studies of DBS
in animal models and may emerge as an important feature of future clinical
devices.

However, such functional flexibility is certain to compound the difficulty of
selecting the most effective stimulation parameters, which can be a daunting
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task even with the devices now in clinical use, which employ only four macro-
electrodes [71]. In addition, there are issues that are unique to microelectrodes,
including the fact that the charge and current densities are very high at the
surface of the electrodes and in the tissue very close to the electrodes. Thus, it is
especially important to carefully calibrate the stimulus parameters. A better
understanding of physiological mechanisms underlying therapeutic DBS
should better inform the selection of stimulus parameters.

3.4 Stimulation Safety and Tissue Response

It is well established that anymaterial that the brain perceives as foreign triggers
cascading inflammatory responses even when microelectrodes are relatively
small and composed of biocompatible materials [13, 129]. In an application
such as DBS, there is the additional requirement that the electrical stimulus not
inflict tissue injury. It is also essential that safe stimulation limits are established
not only for each microelectrode material but also for each of the various sites
within the brain where microstimulation will be applied. A therapeutic window
for both clinical efficacy and safety must be found within these constraints.
However, the safety issues attendant to the combination of relatively high
charge density and charge per phase (400 mC/cm2 and 0.04 mC/ph), as well as
the high stimulation rate (135 –185 Hz) used for therapeutic DBS in the STN,
are only beginning to be investigated.

The threshold for exciting neurons in the feline STN was lower than 1 nC/ph
for chronically implanted iridiummicroelectrodes employed byMcCreery et al.
[83]. The authors then determined the histologic effects of prolonged intra-
nuclear microstimulation using suprathreshold stimulation. In each of three
cats, a subset of chronically implanted microelectrodes was pulsed for 7 h per
day on five successive days. Since high-frequency stimulation in the STN has
been shown tomost effectively ameliorate the symptoms of PD, a stimulus pulse
rate of 100 Hz was used. A range of active electrode surface areas was used in
these animals, and therefore, the stimulus charge per phase was invariant;
however, the charge density at the surface of the electrodes differed. The
authors observed dense aggregates of inflammatory cells (probably macro-
phages) around the tips of microelectrodes pulsed with a charge density of
800 mC/cm2 at 4 nC/ph (Fig. 5(b)), but not at 400 mC/cm2 and 4 nC/ph or
below (Fig. 5(a)). This is similar to what was observed around pulsed micro-
electrodes implanted in the feline spinal cord [84] and in the cerebral cortex. The
occurrence of the aggregates of inflammatory cells appears to be most closely
related to the stimulus charge density. While the significance of these cellular
aggregates to the viability and functionality of the neural substrate is unclear, a
conservative criterion for safety of electrical stimulation is preferred, and thus,
the stimulus should induce no histologically detectable changes in the tissue,
and the limit for safe microstimulation in the feline STN appears to lie between
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400 and 800 mC/cm2 at 4 nC/ph. (In the feline cerebral cortex, charge density

and charge per phase interact synergistically to determine the threshold for
tissue injury [85].) A stimulus of 4 nC/ph (26.4 mA biphasic current pulses, 150

ms/ph in duration) was sufficient to directly excite the neurons of the feline STN,

and also modulated the activity of these neurons over a considerable distance

within the STN, possibly by excitation of afferent axons that make synapses

upon the neurons of the STN. It is yet to be determined if this somewhat widely

distributed transsynaptic effect of the intra-nuclear microstimulation would be

useful in the clinical treatment of movement disorders, or more generally, what

might be the clinical role of highly localized microstimulation in the treatment
of movement disorders. Nevertheless, the authors have demonstrated that

prolonged, high-rate microstimulation can be applied in the STN without

histologically detectable injury to the adjacent neurons and neuropil.
There remains the question of whether the microelectrodes would provide

sufficient charge-injection capacity to produce the desired clinical effects. In a

clinical device, the stimulating sites should be capable of safely injecting a

charge of at least 20 nC/ph. Rodriguez et al. reported that intraoperative
microstimulation in the human STN at 100 mA and with a 200 ms pulse duration
(20 nC/ph) arrested tremor in a specific part of a patient’s body (e.g., the foot)

[119, 120]. Ideally, the relation between the spacing of the stimulating sites and

their maximum safe charge per phase should be such that the clinically relevant

neurons within and around the array’s entire perimeter can be excited. For each

of the targets of clinical DBS, it is not clear which neurons must be activated (or

suppressed) to achieve the desired clinical effects, and their current–distance
constants are also yet to be determined. However, if the neurons’ current–

distance constant is no greater than 600 mA/mm2, a value that is typical of the

larger neurons and myelinated axons of the mammalian CNS [141], then a

stimulus pulse of 100 mA (20 nC/ph with a 200 ms pulse duration) would excite

(a) (b)

Fig. 5 Histological sections near themicroelectrode tip sites following five consecutive days of
stimulation for 7 h a day, with 4 nC per phase at 100 Hz at charge densities of: (a) 200 mC per
cm2 and (b) 800 mC per cm2 [83]
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neurons up to 400 mm from the electrode site. A charge of 40 nC/ph would reach
even further, and would afford greater opportunities for sculpted stimulation,
using the superimposed current field from a set of adjacent electrodes that are
pulsed simultaneously. The optimal surface areas of the microelectrodes sites
are yet to be determined, but a geometric area of 10,000 mm2 would limit the
charge density, at 40 nC/ph, to 400 mC/cm2, which does not appear to be
injurious to cat subthalamic neurons [83]. Sputtered iridium oxide film
(SIROF) is reported to be capable of supporting a charge density in excess of
400 mC/cm2 during prolonged pulsing in vitro [27]. However, in the study of
McCreery et al. [83], the charge per phase used was relatively low (4 nC/ph) and
the duration of the stimulation was relatively short (5 days), and additional
animal studies will be required in order to verify the safety of nearly continuous,
high-rate stimulation at up to 40 nC/ph.

3.5 Closed-Loop Control of DBS

The current clinical DBS systems rely on the patients’ clinical response to the
stimulation during surgery to confirm that the array is properly positioned, and
subsequently, to adjust the stimulus parameters to achieve optimal clinical
benefit. In a closed-loop control of DBS, the stimulus would be automatically
adjusted to produce neuronal responses that would serve as surrogate measures
of clinical efficacy. In principle, this would optimize the efficacy of the DBS
while reducing reliance upon the clinical technicians, and therefore, has the
potential to improve the performance and patient acceptance of DBS. It is not
clear that replacing the current therapeutic array with an array of stimulating
and recording microelectrodes would significantly reduce the long surgery
procedures, much of which is spent while the patient is fixed to the head
frame. However, the time and expense of subsequent visits to the clinics in
order to adjust the stimulus parameters might be substantially reduced by a self-
adjusting closed-loop system. This may be especially true for Parkinson’s dis-
ease in which the type and severity of the symptoms may vary greatly during a
single day and progress over a longer timescale.

The many challenges for implementing a closed-loop system include the
uncertainty surrounding the mechanism of therapeutic DBS, and thus precisely
what state or changes in neuronal activity the DBS should attempt to produce.
Other obstacles include improving the stability and long-term viability of
recording neuronal activity, and developing efficient decoding algorithms and
high performance computing that must be incorporated into the implantable
stimulators. However, animal studies and intraoperative results from patients
undergoing implantation of deep brain electrodes do suggest some of the ways
by which a closed-loop system might be implemented. Rodrigues et al. [119]
recorded tremor-related activity in the STN in 12 patients with PD and found
that microstimulation of the sensorimotor region of the nucleus, where these
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‘‘tremor neurons’’ are present, arrested the tremor with a very short latency. In
monkeys which had developed parkinsonism after injection of the neurotoxin
MPTP (1-methyl-4-phenyl-1, 2, 3, 6-tetrahydropyridine), Meissner et al. showed
that high-rate stimulation in the STN at sites that reduced contralateral rigidity
also showed a reduction in the oscillatory activity of subthalamic neurons [91].

In the treatment of Parkinson’s disease, there is evidence for both inhibitory and
excitatory roles of high-frequency DBS in the STN, but the efficacy of high-rate
stimulation suggests the importance of suppressing or disrupting abnormal neuro-
nal activity that is responsible for the clinical symptoms [14, 15, 70, 88, 89]. Tass
et al. proposed a feedback loop using demand-controlled, coordinated pacing of
neuronal subpopulation to prevent onset of symptoms [140]. Clinical trials are also
underway in similar efforts to test a closed-loop system for arresting the onset of
epileptic seizure using electrical stimulation in the anterior nucleus of the thalamus,
based on the detection of seizure onset by monitoring the EEG [90, 102].

3.6 Recording Capability and Long-Term Stability

A microelectrode array with numerous recording sites conveys the ability to
monitor the activities of numerous individual or groups of neurons. It allows
for sampling of neural activity at spatial scales from single cells to neural
ensembles that is not possible with larger macroelectrodes or with non-invasive
methods such as magnetic resonance imaging, electroencephalograms, and
magnetoencephalograms. Intraoperative recording of neuronal activity is
widely used as a means of improving the accuracy of targeting during stereo-
tactic implantation of DBS electrodes [11, 20, 38, 57, 148]. Accurate electrode
placement is enabled by well-characterized neural activities in different regions
of STN and GPi and in the adjacent structures [20, 44, 133], and by the
responses to the stimulus by the awake patients [1, 74, 121]. For example,
neuronal activity in the STN in PD includes the most commonly recorded
irregular (20–30 Hz) and tonic (as high as 200 Hz) discharge patterns found in
the dorsolateral region of the nucleus (related to motor functions), and rhyth-
mical cells discharging in slow burst (about 2 Hz) frequently found in the
ventral region with no sensorimotor relations [44]. On the other hand, there
have also been conflicting results regarding the effectiveness of targeting with
recording microelectrodes. In a study involving 20 patients implanted with the
Medtronics 3389 stimulating array, Cintas et al. found no correlation between
the STN target, as defined by intraoperative microelectrode recording, and the
location of stimulating macroelectrodes that ultimately yielded the most effec-
tive clinical treatment over a 3- or 6-month period [25]. The authors, however,
noted a potentially mild intraoperative displacement of the STN caused by the
simultaneous insertions of five microelectrodes, and they also conjectured that
the therapeutic electrical stimulation may have spread beyond the STN as so
defined, into the Forel field or the zona incerta. Although the value of
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intraoperative recording for targeting may differ for the various brain sites and
disease states for which DBS is employed, this could be another application for
which multisite probes may be superior to, or at least more efficient than, the
single-site microelectrodes which are currently used in most of the surgeries.

The ability to chronically monitor the neuronal activity near and within the
target of the DBSmay prove to be especially valuable for the implementation of
a closed-loop system in which an effective therapeutic stimulus protocol is
determined according to its effects on the activity of the nearby neurons. The
realization of this type of closed-loop system for DBS will require microelec-
trodes that can record neuronal activity for many years. (It is generally believed
that the microwire-based microelectrodes with a single recording site at the tip
perform better for long-term recording of single-unit neuronal activity than the
arrays with multiple sites distributed along their length.) The potential value of
single-unit recording is illustrated by the work of Meissner et al. who used four
recording microelectrodes during stimulation in the STN of monkeys made
parkinsonian by injection of MPTP [91]. They showed that high-rate stimula-
tion in the STN that effectively reduced contralateral rigidity also produced a
reduction of both the oscillatory activity of individual subthalamic neurons and
in the correlation of the activity of pairs of these neurons. McCreery et al. were
able to record the action potentials of single neurons in and around the feline
STN and GPi, with and without stimulation through the adjacent microelec-
trodes [83]. Spontaneous neural activity with signal-to-noise ratios (SNRs) of
three or greater (S/N=mean peak spike amplitude/RMS noise amplitude) was
obtained in 11 cats over a period of 220–340 days after array implantation. They
also showed what appeared to be inhibitory neuronal interactions in the STN.
When a stimuluswas applied via amicroelectrode in themedialmargin of the STN,
a recording microelectrode of the same array in the dorsal margin of the
STN showed inhibition of neuronal activity that could be mediated by the
(GABA-ergic) afferents from extrinsic sources, primarily from the external seg-
ment of the globus pallidus. However, while single cell recording provides informa-
tion on neural coding, topographies, and tuning of neural response, it is challenging
to track the same neurons over periods of months and years [75, 125], a capability
that might be of greater importance in animal studies aimed at understanding the
pathophysiology of disease states treatable by DBS and the neurophysiologic
mechanisms of therapeutic DBS, rather than in a closed-loop clinical device.

One of the most challenging aspects of implantable recording microelec-
trodes is to maintain their functionality during prolonged implantation. Many
studies have examined various factors that may contribute to the progressive
degradation of their ability to record neuronal activity, including inflammatory
tissue reaction [12, 31, 128, 139], failure of the device itself [125], increased
impedance of the surrounding tissue [19], movement of the recording sites [80],
tissue micromotion [42], and silencing of nearby neurons [75]. However, the
manner in which these factors interact to produce degradation of the recorded
signals is not clear, and there is a mismatch between the time course of some of
the proposed mechanisms of failure and the degradation of neuronal recording.
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For example, the development of reactive gliosis (during the first few weeks
after implantation) that is believed to contribute to the progressive deteriora-
tion of the recording quality of neuronal activity by microelectrodes does not
necessarily correspond to the time at which neural recordings are typically lost
(generally over a period of months after implantation).

The experiences of recent decades have affirmed the considerable challenge
of designing silicon-based microelectrode systems that are capable of surviving
in an in vivo environment for many years. Since the advent of silicon-based
arrays a few decades ago [151], only a handful of groups have achieved success-
ful chronic implantation of these devices for either recording or stimulation in
animal subjects for 1 year or longer [64, 82], and only one device has reached
clinical trials [145]. With recent advances in materials and devices development,
however, it is reasonable to expect that a reliable microelectrode-based clinical
DBS device can be developed in the near future.

4 Conclusions

Microelectrodes, especially multisite silicon-based devices, have the promise of
being the building blocks for the next generation of devices for DBS. At the
same time, there are many challenges to overcome. The complexity of
optimizing the stimulus, given the enormous range of stimulus parameters,
will certainly require the participation of closed-loop systems, but it is far
from clear how this capability should best be implemented. The safety and
efficacy of the stimulation must be evaluated in animal models from the
standpoint of the potential for stimulation-induced tissue injury and the integ-
rity of the electrodes themselves during long-term pulsing, which may be nearly
continuous and at high pulse rates. Fortunately, many of these technical issues
are common to other efforts to develop neural prostheses and brain–machine
interfaces employing implanted microelectrodes, and synergy between these
efforts is likely to benefit all of these endeavors.
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Implantable Cardiac Electrostimulation Devices

Rick McVenes and Ken Stokes

Abstract The history of bradycardia (too slow heart beat) goes back 300 years,
but implantable pacemakers made their appearance in 1959. Since then, as
pacemakers became more sophisticated, the indications for their use have
expanded greatly. Today they are used to treat numerous rhythm disturbances
including some forms of tachycardia (too fast a heart beat), heart failure, and
even stroke (thromboembolism due to atrial fibrillation). Implantable cardio-
verter defibrillators (ICD) made their appearance in 1980. Today they are used
to correct tachycardia, ventricular fibrillation, and even asystole (no heart beat)
as well as heart failure patients. These are highly sophisticated devices made
from very high reliability components.

1 Introduction

The history of bradycardia (too slow a heart beat, also known as Stokes-Adams
disease) is 300 years old. The syncopal attacks which can occur as a result of
heart block were initially attributed to epilepsy [1]. In 1827, Adams determined
that the source of bradycardia was the heart, not the brain [2]. He was severely
attacked by the scientific community at the time, but Stokes came to his defense
in 1846 [3]. External pacemakers to treat Stokes-Adams disease first appeared
in the 1930s. The age of implantable pacemakers was born in 1959. Early
implantable defibrillators designed to treat tachycardia, ventricular fibrillation,
or asystole made their appearance in 1980. Thus, artificial implantable cardio-
verter defibrillators (ICD) and pacemakers to control cardiac rhythm distur-
bances have a long and successful history, benefiting millions of patients.
Modern ICDs and pacemakers are highly sophisticated devices with incredible
capabilities.
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In this chapter we will first briefly review the origins and history of pace-
makers and ICDs up to the present. Then we will summarize their components
and design parameters. We will explore the reasons (indications) they are
needed. Finally, we will briefly comment on their associated clinical complica-
tions and how these are managed or improved by design.

2 Pacemaker, ICD, and Lead Codes

Modern pacemakers and ICDs are complicated devices [4]. To make things
simpler, pacing terminology involves the use of three or four letter codes to classify
their function. The first letter signifies the chamber (ventricle or atrium) paced. The
second letter tells us which chamber the device senses in. The third letter tells us
how the pacemaker functions (is it triggered by a signal or inhibited). Thus, a VVI
pacemaker paces the right ventricle, senses the right ventricle’s R wave (the
electrical activity resulting in contraction), and is inhibited when the ventricle
contracts on its own.AVATpacemaker paces in the ventricle, senses in the atrium,
and triggers the stimulation pulse when it senses an atrial contraction (Pwave). The
letter ‘‘D’’ stands for ‘‘double’’. Thus, a DDD pacemaker paces both chambers,
senses in both chambers and is both triggered and inhibited.When the letter ‘‘R’’ is
used, as in VVIR, this signifies that the pacemaker is ‘‘rate responsive’’. That is, it
automatically adjusts its rate according to the patient’s needs.

3 Pacemakers and ICDs

3.1 External Pacemakers

In the late 1800s, reports characterizing the electrostimulation of the heart using
external equipment began to appear [5, 6, 7, 8]. The first external electromecha-
nical pacemaker is commonly attributed to Hyman (1932), although Booth and
Lidwell reported successful human pacing 4 years earlier [9, 10]. Booth and
Lidwell’s device used a unipolar myocardial needle with a saline soaked indif-
ferent plate electrode on the skin. Hyman used a hand-cranked pulse generator
and bipolar transthoracic needles to effect cardiac-electrode contact (Fig. 1).
An external AC current powered asynchronous pacemaker was introduced by
Zoll in 1952 [11]. This was a large device by today’s standards, transported on a
cart (Fig. 2). In 1956, the first external ‘‘demand’’ (VVI) pacemaker was intro-
duced by Leatham and Cook. The first fully portable, wearable battery pow-
ered external pulse generator, developed by Bakken, was applied clinically by
Lillehei in 1957 (Fig. 3).[12]. This device used Teflon-insulated, multistranded
stainless steel suture wire leads, applied transthoracically. Today, external
pacemakers are typically used only in hospitals for temporary stimulation.
A related external device, the pacing system analyzer (PSA), is used at implant
or pulse generator replacement to test the leads.
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Fig. 2 Zoll AC powered
pacemaker (PM-65)
introduced in 1952. The
distance the patient can
travel is limited to the length
of the power cord, which
must be plugged into a wall
outlet. Courtesy of The
Heart Rhythm Foundation

Fig. 1 The Hyman external
pacemaker, operated by
turning a crank (f). The lead
was a bipolar needle inserted
through the chest (j). The
device was carried in a
shoulder case. Courtesy of
the Collections of the
Bakken Library and
Museum
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3.2 Artificial Implantable Ventricular Pacemakers

The first totally implantable pacemaker (asynchronous or VOO) was reported

by Senning and Elmqvist in 1959 [13]. The first device worked only a short time,

with stimulation thresholds rising to 20+ volts (which was above the pulse

generator’s capacity). These pacemakers required periodic recharging by induc-

tion from an external power source. Also in 1959, Chardack and Gage

implanted a completely self-contained battery powered device developed by

Greatbatch [14]. This was a hockey puck sized epoxy block containing cylind-

rical batteries, hand assembled circuitry, a hardwired multistranded lead, and a

silicone rubber covering similar to a slightly later model shown in Fig. 4. The

bare tips of the wires were inserted in and sutured to the heart muscle (myo-

cardium). The Greatbatch device functioned successfully for over 1 year. Some

early pacemakers similar to that shown in Fig. 4 were ‘‘programmable’’ (that is,

rate could be adjusted at implant). The pulse generator had a ‘‘pigtail’’ adjacent

to the lead. The tip could be cut off exposing three wires. The rate could then be

determined by which two of the three wires were twisted together before sealing

with medical adhesive. The next advance in ‘‘programmability’’ was the inclu-

sion of one or two 10-turn potentiometers on the circumference of the pulse

generator. One could palpate these, and insert a Keith needle percutaneously.

Rotating the Keith needle in one potentiometer would cause rate changes.

Rotating the Keith needle in the other potentiometer would change an output

parameter. External (noninvasive) programmability was developed in the early

1970s. For example, an early Medtronic programmer used a hand-cranked

Fig. 3 The Bakken wearable external battery powered pacemaker, introduced in 1957. The
leads are straight Teflon insulated wires, one implanted on the heart, the other a subcutaneous
‘‘indifferent’’ plate. Courtesy of the Collections of the Bakken Library and Museum
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external device that rotated a magnet over the implanted pacemaker to adjust

rate and output parameters. Today, modern pulse generators are programmed
noninvasively by sophisticated computerized machines using RF, obtaining

information about the patient’s and device’s status by telemetry.
In the later 1960s, pulse generators were developed with connectors so that

separate leads with terminals could be joined at the time of surgery. By this time,
a number of manufacturers had entered the market, each with their own terminal

designs as shown in Fig. 5. By the mid 1970s, the prevalent systems used a

setscrew connection on a terminal pin with sealing rings (Fig. 6). Today the
universal IS1 terminal allows implanters to ‘‘mix andmatch’’ leads and generators

from different manufacturers. Sealing rings prevent fluid leakage when inserted

into the connector. The terminal also provides strain relief for the lead when the
connected assembly is tucked into its subcutaneous or intramuscular pocket.

The first automatic rate responsive VVIR pacemaker was introduced by

Cammilli in 1976 [15]. This used an IrO2 pH sensor with an Ag/AgCl reference

electrode on the lead. The pacemaker’s rate responded to exercise as well as
emotional state. The problem with it was slow response time. It was reported

that when a patient got into a short argument with his neighbor, the pacemaker

sped up after he had sat down to calm his temper. Additionally, The FDA

determined that Ag/AgCl was not biocompatible, so the device was not com-
mercially successful. About the same time, Rickards and Norman introduced a

VVIR pacemaker based on QT time interval [16]. This design was clinically

successful. Today many different types of sensors are used to provide automatic
rate response, including patient activity, accelerometers, stroke volume, respiration

rate, oxygen saturation, core temperature, and more [17].

Fig. 4 Early 1960s
Medtronic epoxy
encapsulated, silicone
rubber covered ventricular
pacemaker powered by a
battery of Hg–Zn cells. The
lead is hardwired with a
Hunter-Roth electrode that
must be implanted using
stab wounds in the heart
made with a scalpel blade
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Fig. 6 An implantable bipolar pulse generator with an IS1 lead inserted in the connector

Fig. 5 Early terminal assemblies: (A) General Electric, (B) Pacesetter, (C) Vitatron, (D) Cordis
6 mm unipolar, (E) Medtronic 5 mm bipolar, (F) Intermedics, (G) Medtronic ‘‘in-line’’ bipolar,
and (H) the IS1 universal terminal. A–Ewere used in the 1970s. By 1980,A–Cwere obsolete with
most companies using a version ofD orE (but not all the same size).All the designs except Fwere
made with silicone rubber. The Intermedics design used injection molded polyurethane. The in-
line terminal was developed in the 1980s while the IS1 made its appearance in the 1990s. Today,
all terminals are IS1

226 R. McVenes and K. Stokes



Early pacemakers were implanted using a thoracotomy to place the electrode(s)

on the epicardial surface of the heart. However, a thoracotomy is a very traumatic

procedure so that many elderly patients suffered complications as a result. In the

early 1970s an epicardial lead was developed with a corkscrew electrode as shown

in Fig. 7 [18]. This lead was accompanied by a new, less traumatic implant

procedure. A small incision exposed the subxiphoid process at the bottom of the

sternum. This was removed, giving direct access to the right ventricle. The lead,

mounted on an introducer tool, was then screwed into the myocardium. While

highly successful, this procedure still required general anesthesia.

An endocavitary transvenous lead was implanted by Furman and Robinson
in 1958 with an external pulse generator [19]. Siddons and Davies reported a
totally implantable transvenous system in 1963 [20]. As transvenous leads
evolved, it became obvious that they were easier and less traumatic to implant
than those requiring transthoracic approaches. The fact that transvenous
implants usually do not require general anesthesia was a very important feature,
making the procedure significantly safer. However, while the transvenous
approach rapidly became more popular than the transthoracic, this method
of implantation did not provide reliable results. Complications, including pri-
marily dislodgment, required corrective reoperation in up to 40%of implants in
1977 [21]. The dislodgment problem has largely been solved by the introduction
of two fixation mechanisms [22, 23].

Pacemaker and ICD electrode fixation mechanisms to prevent transvenous
lead dislodgment typically fall into two categories, passive and active. Passively
fixed electrodes have several small silicone rubber or polyurethane projections
(called tines) just proximal from the tip, which engage the heart’s endocardial
structure to hold the electrode firmly in place (Fig. 8). The electrode does not
penetrate the myocardium. Active fixation requires penetration of the myocar-
dium to achieve stable electrode/cardiac positioning.Most commonly, these are
corkscrew electrodes that are turned into the cardiac tissue (Fig. 9). Their
advantage is that they do not require cardiac structure to engage in. These
work well in an enlarge heart with relatively smooth endocardial surfaces. Also,
the most advantageous place to position an electrode may not be in a part of the
heart where there is endocardial structure. Most active fixation electrodes are

Fig. 7 Medtronic Model 6917 epi/myocardial lead. The electrode is a 6-mm long, 3-turn
corkscrew. The proximal two turns are insulated with silicone rubber, exposing the distal
12 mm2 Pt/Ir electrode. The design was later modified to have a 2-turn corkscrew with a
6-mm2 electrode (Model 6917A) for a better right ventricular fit
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extendable and retractable so that they can be inserted without concern for

damage to the cardiovasculature by the sharp tip. There are also leads with fixed

and exposed helices that are inserted while counter rotating them to prevent

damage. Then they are screwed into the myocardium by rotating the entire lead

body in the other direction.

Fig. 8 An early unipolar
lead tip with four, 10-mm
long silicone rubber tines for
fixation (top). A modern
lead with shorter tines set
closer to the distal electrode
(bottom)

Fig. 9 An early Medtronic ‘‘Bisping’’ extendible/retractable screw-in distal tip, unipolar
Model 6957 (top), and bipolar Model 4016 (below)
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Ventricular leads are usually straight and flexible. A stylet is inserted into

the lumen to stiffen it during the implant procedure. Typically the lead is

inserted into the subclavian vein using an introducer kit as shown in Figs. 10

and 11 [24, 25]. A commonly used alternative is a cephalic cutdown and

Fig. 10 A subclavian stick kit containing a splittable sheath containing a hollow dialtor (A),
sterile syringe (B), and needle (C), and a guidewire in its protective package (D)

Fig. 11 The subclavian stick procedure is as follows: The subclavian vein is puncturedwith the
needle. Then a guidewire is inserted into the heart, through the needle. The needle is removed
and the introducer is inserted over the guidewire. The guidewire is removed (unless it is to be
retained for a second introducer). The dialtor is removed and the lead inserted. Once the lead
is in position, the sheath is split and removed
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venotomy. The lead is advanced through the venous vasculature until the tip
reaches the atrium. Typically, the distal portion of a passive fixation lead (with a
curved end caused by bending the stylet prior to insertion into the lead) is then
pressed against the atrial wall to form a ‘‘U’’, then it is backed through the
bicuspid valve and allowed to flop into the ventricle. This helps prevent the tines
from catching on the valve’s chordae. The lead tip is advanced into position,
typically the right ventricular apex. The stylet is removed and the lead body
is adjusted to provide adequate slack. If electrical testing provides acceptable
stimulation thresholds, cardiac signals, and pacing impedance, a ligature is used
on an anchoring sleeve to fix the proximal end of the lead to muscle or fascia.
The implant of a screw-in lead is similar although they typically do not need to
be backed into the ventricle. These have the advantage of being implantable
anywhere in the heart, requiring no endocardial structure to hold them in place.

Once the lead has been satisfactorily tested, the terminal pin is pushed into
the pulse generator’s connector until it is visibly positioned within the setscrew
block. This also assures that the sealing rings are in place. A torque wrench is
inserted through the silicone grommet, into the setscrew, which is then tigh-
tened on the pin. Then, the pulse generator is turned to wrap the excess lead
around it and is placed in a subcutaneous or intramuscular pocket. Finally, the
pocket is irrigated and closed.

3.3 Artificial Implantable Atrial Pacemakers

In the early 1960s, the indications for implantable pacemakers included pri-
marily atrioventricular (AV) block (atrial impulses that normally control the
ventricles rate are blocked resulting in bradycardia) [26, 27]. At the time, the
physiologic importance of maintaining the normal temporal AV sequence was
not generally appreciated [28]. In fact, transvenous atrial leads did not appear in
the literature until 1969 [29]. In 1968 DeFrances described a patient with
recurrent and refractory ventricular tachycardia controlled by permanent epi-
cardial atrial pacing [30]. Atrial pacing was sometimes used in bradycardia
patients with intact atrial-ventricular (AV) conduction.

Atrial leads are either straight (active fixation) or ‘‘J’’ shaped (Fig. 12). The
‘‘J’’ is straightened by a stylet prior to venous insertion. Once the lead is in the
right atrium, the stylet is retracted and the distal ‘‘J’’ forms. Next the electrode
tip is pulled into the right atrial appendage where the tines can engage pectinate
muscles to hold it in place. Typically, passively fixed ‘‘J’’ leads are not placed
elsewhere because most of the chamber has smooth, thin walls, which cannot
interact with tines. Screw-in leads are a different matter. While ‘‘J’’ shaped
extendable/retractable screw-ins have been used in the right atrial appendage,
straight active fixation leads are more versatile. Usually the atrium is mapped to
find the optimum p wave amplitudes and/or stimulation thresholds before the
lead is fixed in place, connected to the pulse generator and implanted.
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Some specific atrial electrode sites are used for special purposes. For exam-
ple, a lead screwed into Bachmann’s bundle (a small spot on the interatrial

septum) may be used to help prevent atrial fibrillation [31]. At this location,
both right and left atria are stimulated. Even dual atrial pacing using one lead in
the high right atrium and one under the left atrial appendage via the coronary
sinus has been done to prevent atrial tachycardia [32].

Atrial-based pacing predominates today, primarily in the form of dual-

chamber devices.

3.4 Dual-Chamber Pacemakers

In 1963 Nathan et al. implanted the first dual-chamber pacemaker (VAT) [33].
Funke patented the first fully automatic (DDD) pacemaker in 1978 [34]. These
modalities offered the patient more physiological cardiac rhythm, but they were
largely unused until the early 1980s. The reasonwas that two leads were required,

one for the right atrium and one for the right ventricle. For many elderly patients
the risk of thoracic surgery to place myocardial leads exceeded the disadvantages
associated with single chamber pacing. Because the silicone rubber transvenous

leads available at that time were relatively large, it was difficult to implant two in
one vein. Positioning one often dislodged the other, making the implant proce-
dure a frustrating experience. Two relatively large leads could more easily be

Fig. 12 Left, an atrial ‘‘J’’ shaped lead with passive (tined) fixation. A ‘‘J’’ shaped screw-in is
shown to the right. Both lead types must be implanted in the atrial appendage. Straight screw-
in leads (Fig. 9) are used in other locations within the atrium
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inserted through two different veins, but this required more surgery, and could
restrict venous drainage from the head. The advent of small, lubricous polyur-
ethane leads made the insertion of two in one vein a practical procedure so that
DDD pacing could become relatively commonplace. Generally speaking, the
leads and implant techniques are the same as for single chamber pacemakers.
The exception is the need to insert two leads, preferably in one vein. Again,
subclavian stick is the most widely used procedure. A popular technique uses two
introducers. The first lead is inserted through the introducer sheath while the
guide wire is retained in it. After the first lead is in position the sheath is removed
and a second introducer is inserted over the guidewire, alongside the first lead.
After the second lead is in position the second introducer and guidewire are
removed, the leads tested, and the implant procedure completed.

Dual-chamber pacing and sensing (DDD) has been shown to provide super-
ior hemodynamics compared to ventricular pacing and sensing (VVI) alone
[35]. In fact, studies have shown that when patients with DDD pacemakers are
reprogrammed to VVI (without the patient knowing which mode they are in),
83% reported new or worse symptoms. Thus, dual-chamber pacing has largely
replaced single chamber devices.

Not all dual-chamber systems require pacing in the atrium, however. ‘‘Single
pass’’ leads that sense and pace in the right ventricle, but only sense in the atrium
(VAT or VDD) have been successfully developed, but their efficacy does not
quite meet DDD performance and are not indicated for all patients [36, 37].

3.5 Cardiac Resynchronization Therapy (CRT) Devices
(Pacing Both the Right and the Left Heart)

One of the common forms of congestive heart failure is left-sided intraventri-
cular delay coupled with mechanical dyssynchrony. The interest in pacing for
biventricular stimulation in patients with severe LV dysfunction was inspired by
small initial studies. The results suggested that improved functional capacity
could be achieved in these patients [38, 39]. The early results have now been
validated in large clinical trials [40, 41, 42]. The early systems for CRT
employed Y-adapters for biventricular stimulation. The first Y-adapters made
one ventricular lead the cathode and the other the anode in a ‘‘split bipole’’
configuration. Failure to maintain capture at both sites occurred commonly,
primarily on the lead connected to the anodal terminal. Reoperation to change
or adjust the adaptors was often required [43, 44]. Subsequent Y-adapters and
1st generation biventricular pulse generator connectors shorted the two leads
together to yield a ‘‘dual cathode’’ configuration. In these systems, individual
pacing thresholds cannot be measured independently or directly, which is a
distinct disadvantage. More recent systems provide independent channels for
both ventricular outputs, which allows lead performance to be assed on both
chambers and the timing between the two ventricular stimulation pulses to be
adjusted. In addition, the evolution of multisite pacing requires new connectors
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to accommodate the additional leads without adapters. The triple port IS1

connector was developed for atrial–biventricular stimulation (Fig. 13). A five-

port version is needed for CRT in combination with a defibrillator (Fig. 14).
Transvenous implant on the LV requires cannulation of the coronary sinus

(CS) and passage of a lead into a peripheral cardiac vein (CV). While the CS

is routinely cannulated during standard electrophysiologic studies, accessing

Fig. 13 A cardiac rhythm-
timing (heart failure)
pacemaker, InSync Model
7277, with a connector
module accommodating
3 leads

Fig. 14 A cardiac rhythm timing (heart failure) pacemaker/ICD with a connector module
accommodating five leads
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it from a superior approach in patients with LV and/or right atrial enlargement

can be challenging. The CS exhibits marked anatomical variability. In some

anatomical studies about 10% of the population presented no suitable vein for

LV pacing via the CS [45]. Tortuosity or acute angulation of a tributary from

the coronary sinus, cardiac vein, or valves at the tributary os can prevent

access to a posterior or lateral branch [46, 47]. This technical challenge has

fostered advances in the design of both lead and delivery systems. By redesign-

ing the distal electrode assembly used on right heart leads, the most flexible tip

assembly possible for better performance during implant was obtained. Some

lead designs incorporated a preshaped distal end to facilitate introduction into

CV tributaries (Fig. 15). Others used preformed shapes (like a ‘‘pig tail’’) or

even tines to affect fixation. The addition of a guidewire or combined guide-

wire and stylet delivery has also improved implant success. Availability of

more than one type of lead has enhanced the ability to achieve the postero-

lateral and lateral positions commonly associated with optimal effectiveness

of biventricular stimulation [48].

The design of delivery systems has also improved. The balloon catheter for
CS venography has enhanced the identification of potential implant sites. More
distal advancement of the delivery sheath into the CS and proximal venous system
facilitates passage of the guidewire or lead tip to the level of the target cardiac
venous tributary. One approach involves the addition of a soft distal section to the
delivery sheath to allow advancement deeper into theCS or proximal cardiac veins
while reducing the potential for CS dissection and perforation (Fig. 16). This
sheath, when combined with the functionality of a steerable electrophysiologic
catheter, provides both tip deflection and reach for engagement within a cardiac
vein tributary. Recently, inner sheaths with varying tip angles have further
improved the ability to ‘‘sub-select’’ or get into venous locations providing better
hemodynamic outcomes.

Fig. 15 Transvenous left
ventricular leads with
continuous curves to aid
introduction into the
coronary sinus os.
Medtronic Models 2187
(upper) and 4193 (bottom)
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Acceptable performance of a biventricular system in terms of stimulation

thresholds and sensing is somewhat different from that of leads for traditional

antibradycardia therapy. Greater priority has been given to LV lead design for

successful implant rather than pulse generator longevity. This is because many

early investigators considered that a 2- to 3-year pulse generator was of less

consequence to this patient population, given their poor survival rate. Typi-

cally, while the LV lead’s performance is generally acceptable, it has higher

stimulation thresholds than RV electrodes, with larger standard deviations.

Additionally, dislodgement and avoidance of phrenic nerve stimulation are

higher priority needs driving lead design over electrical performance

optimization.
The placement of permanent endocardial LV leads by transseptal puncture

is feasible and requires long-term anticoagulation, but it is highly investiga-

tional because of the risk of catastrophic embolic complications [49, 50, 51,

52]. Mid-term follow-up of endocardial LV leads in a small number of patients

has proved to be free of major complications. All the patients had failed

transvenous LV implant attempts (presumably because they did not have a

cardiac vein at the target location) and had a demonstrated need for biven-

tricular stimulation. Autopsy revealed no adherent LV thrombus in one of

four patients who have died from intractable heart failure or influenza in this

series [53]. The left endocardial approach may have potential because it

permits LV mapping to institute pacing at a site associated with the best

hemodynamic performance or the optimal cardiac activation pattern or

sequence [54].
The adoption of LV endocardial stimulation on a broad scale, however,

would require a significant breakthrough in anticoagulation therapy, and a

large clinical trial to establish safety.
Because heart failure patients are often prone to tachyarrhythmias, biven-

tricular ICDs have largely replaced biventricular pacemakers.

Fig. 16 Straight lead
delivery sheaths with soft
distal tips (A), steerable
delivery system catheter (B),
with slitters (C), guidewires
(D), dilator (E), and
hemostasis valve (F).
Medtronic model 6218
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3.6 Implantable Cardioverter Defibrillators

The implantable defibrillator [56] was conceived by Mirowski in 1960 [56]. The

first defibrillator was implanted in a human in February 1980 [57]. A second-

generation device which allowed the physician to program the therapy thresh-

old rate noninvasively rather than predetermine it before ordering the device

from the manufacturer was available by 1988 [58]. Because these devices

required large, high-capacity batteries and components to deliver relatively

large shocks, they were relatively large (Fig. 17). Early systems used large

epicardial patch electrodes, which of course, necessitated the more traumatic

transthoracic surgery. Early transvenous leads required up to three conductor

coils and were relatively large in diameter. The third generation of ICDs became

available in 1991 with programmable shock therapy [55].

Modern ICDs are capable of both pacing and defibrillation. Because of the
need for more circuitry and a high-rate, high-capacity battery these devices are
still substantially bigger than modern pacemakers. Modern ICDs for heart
failure patients require five port connectors similar to that shown in Fig. 14.
However, multi-port connectors take space, which significantly increases the
size of the device. In fact, the connector module can be the major bulk of the
device. The connector block is becoming more complex to fit leads with three or
four electrodes. Thus, there exists debate among the manufacturers as to the
design and standardization of new systems, to deal with the growing complexity
of pacemaker and ICD connectivity.

4 Modern Pacemaker and ICD Components

4.1 Pacemaker Power Sources

Modern pacemakers typically use a single hermetically sealed lithium iodide
(LiI) cell [59]. The earliest epoxy encapsulated pacemakers used mercury–zinc

Fig. 17 An early
implantable defibrillator (A)
with four epicardial patch
electrodes (B) and two
bipolar transvenous active
fixation leads (C)
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cells. These are no longer used because they give off hydrogen gas, can swell if
their vents are plugged, and do not provide the longevity of LiI cells. Nuclear
batteries were also used between 1970 and 1982 [60]. One type used the b voltaic
effect. A b emitter such as promethium 147 produces electrons which impinge
on a semiconductor to produce an electric current. Another type used pluto-
nium 238 initially, but then switched to plutonium oxide. The heat produced by
nuclear decay was converted to electricity by a thermopile. At first glance it
would seem that these power sources had significant benefits, such as 20 to
40-year longevity, obviating the need for reimplantation in most patients.
However, pacemaker technology has advanced relatively quickly over the last
35 years. A patient with a fully functioning 20+-year-old pacemaker will not
benefit from technological advances. In addition, there were substantial federal
nuclear regulatory issues. A patient wearing a nuclear pacemakerwas considered
fissionable material. Follow-up requirements were time consuming and rigorous.
Once a patient died, or if the device had to be explanted for any reason, it was
required by federal law to be retrieved and returned to the manufacturer, which
was a substantial burden for physicians, undertakers, manufacturers, and
patient’s families. Imagine the shock of discovering that you had just cremated
someone who had a plutonium 238-powered device in them!

4.2 ICD Power Sources

A pacemaker must deliver a shock of no more than 10 V (typically about 4–5 V)
over 0.5–1ms [57]. The energy of the pulse is typically 1–10 mJ. A defibrillatormust
deliver up to 40 J in a fewmilliseconds. Thus, LiI batteries are not sufficient for the
task. Today, ICDs are powered by Li–silver vanadium oxide (SVO) batteries.

4.3 Pacemaker Circuitry Design Requirements

The first implantable pacemaker circuitry was made from ‘‘cordwood’’ (sepa-
rate) components with soldered connections. In 1970, the most sophisticated
‘‘demand’’ (VVI) pacemaker had about 25 individual components. Today’s
pacemakers may have the equivalent of many thousands or even 10s of thou-
sands of individual components in their integrated circuitry. Warren and
Nelson describe the basic design elements as follows [55].

� Pace control includes sense amplifiers to detect the heart’s intrinsic electrical
signals which are used to track heart activity during an arrhythmia. It also
includes pacing output and timing circuits.

� Rate adaptive circuitry includes amplifiers, filters and current sources for
various types of sensors. These sensors determine the need for increased or
reduced pacing rate.

� A microprocessor controls the overall system function. Typically an 8-byte
design is sufficient but this can be as big as 32 KB.
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� Random access memory is used for program space, storage of operating
parameters, and storage of electrograms. This can require up to 512 KB.

� Telemetry control is dedicated to the specifics of communication protocol
and telemetry schemes.

� System control contains the support circuitry for the microprocessor, includ-
ing the telemetry interface.

� The voltage supply provides various currents and voltages to the system.
Digital circuits operate at 2.2 V or less while analogue circuits typically
require precision nanoampere inputs.

4.4 ICD Circuitry Design Elements

Warren and Nelson describe the basic design elements that differ from those in
pacemakers as follows [55]:

� Read only memory provides sufficient nonvolatile memory for system start-
up tasks and some program space. Program space requirements can be as
high as 100 KB.

� RAM in an ICD must serve similar functions as in a pacemaker, but in
addition must store several minutes of electrograms from several lead
sources. RAM can be as high as 512 KB.

� The battery may include one or two Li-SVO cells.
� Low voltage supply must power 3 V or lower circuitry. Separate voltage

supplies are needed for pacing (up to 5 V) and control of charging circuits
(10–15 V).

� The high power supply, output switch, and defibrillation control provides
and delivers the defibrillation shock.

� Pacing control sense amplifiers typically use automatic gain control. They
must also be protected from the delivery of high-voltage defibrillation
pulses.

4.5 Pacemaker and ICD Mechanical Components

Most pacemaker and ICD containers (cans) are made of titanium. Two halves
containing the circuitry, battery, feedthroughs, and sometimes sensors are laser
welded together in a helium atmosphere. Helium leak testing must show an
acceptable level of hermeticy, typically a He leak rate < 10�8 cc/s. The feed-
throughs are typically high-quality ferrules encased in glass. At least one
manufacturer uses niobium pins encased in sapphire. These are attached to
stainless steel or titanium setscrew blocks designed to connect to the lead’s
terminal pin(s). Some newer designs may use other forms of connection, such as
crown contacts, requiring fewer setscrews. The feedthroughs, setscrew blocks,
or other electrical contact mechanisms are all embedded in an injection molded
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polyurethane ‘‘header’’, providing ports for the lead terminals (Fig. 6). Setscrew
access ports are sealed with silicone rubber ‘‘grommets’’. Setscrews are tightened
or loosened with special torque wrenches.

4.6 Leads

Pacemaker leads are either unipolar or bipolar. Unipolar leads have only one
electrode to be placed in the heart. The other electrode is on the pulse gen-
erator’s metallic surface. These have the advantage of relative design simplicity
and smaller diameters. On the other hand, these pacemakers pass their current
through the heart back to the pacemaker can, through skeletal muscle. Thus,
they can be subject to uncomfortable skeletal muscle stimulation at the pace-
maker implant site. They are also subject to having their sense amplifiers fooled
into thinking the heart is beating when it is not (oversensing) by detecting
skeletal muscle noise. These complications are mitigated by implanting unipo-
lar pulse generators with the electrically active side facing the skin to avoid
contact with skeletal muscle, reducing the pulse generator’s output, or adjusting
its amplifier sensitivity. Bipolar leads have two electrodes, both of which are
placed in the patient’s heart. There is no electrical activity on the pacemaker can.
Thus, these devices have the advantage of being immune to skeletal muscle
oversensing and stimulation. Bipolar leads must have two conductors (compared
to only one for unipolar). These have typically been metal (MP35N1) coils, but
more recently microcables have come into use, especially in ICDs (Fig. 18).

Passively fixed electrodes are typically hemispherical in shape with about
4–8 mm2 geometric surface area (size). They also have a surface coating or
preparation, which produces a very high microscopic, electrolyte contacting
surface area (Fig. 19). Some commonly used examples are platinum black, IrO2,
or TiN on a platinum base [61, 62, 63]. Vitreous carbon electrodes with a
textured oxidized surface are also used on passively fixed leads [64]. The small
electrode size provides efficient stimulation with high pacing impedance (to
extend battery longevity) while the very high electrolyte contacting microscopic
surface area provides high capacitance [65, 66]. Today, most electrodes also
elute a trace of glucocorticosteroid, which helps suppress the foreign body
response (inflammation and encapsulation) at the electrode tissue interface
that can cause stimulation thresholds to markedly rise chronically [67].

ICD leads require very low electrical resistance to deliver their high-energy
shocks without overheating. Today,most ICDhigh-voltage conductors aremade
by drawing an MP35N tube filled with a silver plug down into silver cored wire.
The introduction of microcable conductors for the pacing function of the device
has allowed newer designs to be much smaller in diameter. In addition to pacing
electrodes, these leads must have a very large shocking electrode. This is typically
made of platinum wire to allow mechanical flexibility.

1 Dupont, an alloy of Ni, Co, Cr and Mo
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Electrical insulation is typically provided by either silicone rubber, a poly-

ether polyurethane, or both. Silicone rubber has a long history of use. It is

relatively flexible but weak with low tear resistance [68]. Thus, it is subject to

mechanical damage both during implant and while in service. Polyurethane is

Fig. 19 Electron micrographs of electrode surfaces. Left – a St Jude Medical Model 412S/60
lead’s activated carbon electrode surface (8000X), center – a Medtronic Model 4012 platinized
electrode surface (4800X), and right – aMedtronic polished platinum electrode surface (7000X)

Fig. 18 A coaxial bipolar lead assembly (left), a unipolar lead’s conductor assembly (center),
and an ICD lead with a conductor coil and two microcables
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stiffer (highermodulus of elasticity) andmuch tougher with high tear resistance.
In addition it is slippery in blood while silicone rubber tends to be sticky. Thus,
polyurethane insulated leads can be smaller (thinner insulation), yet with simi-
lar or better implant characteristics (stiffness, torque control, lubricity in blood)
[68]. These leads are much more resistant to mechanical damage. However,
some softer polyether polyurethanes are subject to oxidative forms of damage,
environmental stress cracking (ESC), and metal ion oxidation (MIO) [69, 70].
Modern polyurethane insulated leads use harder, more biostable materials with
improved manufacturing processes. These continue to demonstrate excellent
long-term performance in postmarket clinical studies [71]. Some leads also have
a redundant insulation, typically eTFE, on each wire of the conductor coil,
which serves to additionally improve hardware reliability [72].

4.7 Programmability and Automaticity

Until the 1990s most pulse generators had to be electrically tested and pro-
grammed. In most cases the pulse generator was left at factory preset values at
implant. After about 6 weeks, the patient was retested, and the pacemaker’s
output adjusted to as low a voltage as could safely be used (typically about
three times the stimulation threshold value) to minimize current drain from the
battery. This procedure was necessary because older, pre-steroid eluting lead’s
thresholds typically increased significantly to a peak value (because of inflamma-
tion), then came down to an intermediate value (because of encapsulation). A
high output was needed to assure ‘‘capture’’ during the peak phase. The advent of
steroid elution coupled with high efficiency designs dramatically reduced or
eliminated the peaking phenomenon, keeping chronic thresholds relatively low.
Nonetheless, the practice of reprogramming 6 weeks post-implant continued.
Toward the end of the 20th century, pacemakers that could determine if a pacing
stimulus actually ‘‘captured’’ the ventricle were introduced [73, 74]. These used
very low polarizing electrodes to detect the ventricular QRS complex or atrial P
wave evoked by the pacing stimulus. If the stimulus was too low and the heart did
not react, the stimulus would be increased and delivered again. Using this feature,
the pulse generator could automatically set its output with a much lower safety
factor, maximizing battery longevity without compromising patient safety. Then,
pacemakers became truly automatic with artificial intelligence algorithms to
learn the patient’s specific situation and adjust themselves accordingly. Today,
most pacemakers are simply implanted and the device adjusts itself according to
the patient’s needs.

5 Summary of Indications for Pacemaker Implant

There are many indications for the implant of pacemakers to treat bradycardia
or manage rhythm complications as briefly summarized below. Of course,
each individual patient must be evaluated to determine if pacing is in fact
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appropriate. For example, an athlete in good physical condition may have a

resting heart beat as low as 40, and be completely healthy with no need for a

pacemaker. Another patient who is not very fit may indeed require a pacemaker

to get his or her heart rate up from 40 to 72 beats per minute. A thorough review

of indications is to be found on the ACC/AHA/NASPE web site [75]. But first

let us look at how the heart’s electrical conduction system works.

5.1 The Cardiac Conduction System

Figure 20 shows a cartoon of the heart’s conduction system. In natural stimula-

tion, electrical depolarization is initiated at the sinoatrial node at a typical

intrinsic rate of 70–75 bpm. The atrium then depolarizes in a wave emanating

from the sinoatrial node (or along tracks of orientedmyocardial fibers), initiating

a contraction. As the stimulus enters the atrioventricular node, its conduction

Fig. 20 A cartoon of the anatomically normal conduction system of the heart. In natural
stimulation, depolarization is initiated at the sinoatrial (SA) node at a typical intrinsic rate of
70–75 bpm. The atrium then depolarizes in a wave emanating from the sinoatrial node (or
along tracks of oriented myocardial fibers), initiating a contraction. As the stimulus enters the
atrioventricular (AV) node, its conduction slows. This allows complete contraction of the
atria before the impulse reaches the ventricles. As the impulse enters the His bundle, conduc-
tion velocity increases. The impulse is then transmitted through the left and right bundle
branches (fascicles) and the Purkinje fibers throughout the right and left ventricular endo-
cardial shells to initiate a ventricular contraction
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slows. This allows complete contraction of the atria before the impulse reaches

the ventricles. As the impulse enters the His bundle, conduction velocity

increases. The impulse is then transmitted through the left and right bundle

branches (fascicles) and the Purkinje fibers throughout the right and left ventri-

cular endocardial shells. The subsequent depolarization of the ventricular muscle

then generates a QRS complex on surface electrocardiography. When an inter-

ruption or abnormality in the conduction system occurs, other cells assume the

role of pacemaker, at slower rates. For example, if the atrioventricular node or

cells in the ventricle were forced to take over as the pacemaker, ventricular rate

may fall to 40–60 bpm or less, which may require an artificial pacemaker.

5.2 Acquired AV Block

This is a condition where the electrical impulses from the atrium are blocked at

the AV node (AV block) or within the ventricle’s conduction system (fascicular

block). It can occur because of fibrosis due to the normal aging process, myo-

cardial infarction, cardiomyopathy, and other diseases. It can also be caused by

accidentally cutting the heart’s conduction system during cardiac surgery.

5.3 Sinus Node Dysfunction (Sick Sinus Syndrome or SSS)

Sick sinus syndrome is caused by electrophysiologic abnormalities of the sinus

node and is the most common indication for pacing today [76]. It is caused by

disorders that involve scarring, degeneration, or damage to the conduction

system – including sarcoidosis, amyloidosis, Chagas disease, and cardiomyo-

pathies. It is most common in elderly patients where the cause is often non-

specific, scar-like degeneration of the conduction system. Cardiac surgery is a

common cause in children. It is also caused or worsened by medications such as

digitalis, calcium channel blockers, beta-blockers, sympatholytic medications,

and antiarrhythmics. SSS includes a number of arrhythmias including sinus

bradycardia, sinus arrest, sinoatrial block, and paroxymal supraventricular

tachyarrhythmias alternating with periods of bradycardia or asystole.

5.4 Prevention and Termination of Tachyarrhythmias

Reentrant rhythms including atrial flutter, paroxymal reentrant supraventricu-

lar tachycardia, and ventricular tachycardia can sometimes be prevented or

terminated by a variety of pacing patterns including programmed stimulation

and short bursts of rapid pacing [77].
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5.5 Hypersensitive Carotid Sinus and Neurocardiogenic Syncope

Syncope (fainting due to poor blood supply to the head) or presyncope results
from an extreme reflex response to carotid sinus stimulation. It also occurs in
children, adolescents, and young adults with congenital heart disease [78]. Often
patients present with symptomatic sinus bradycardia, bradycardia–tachycardia syn-
drome, congenital 3rd degree AV block, or advanced 2nd or 3rd degree AV block.

5.6 Cardiac Transplantation

Bradyarrhythmias after cardiac transplantation occur in 8–23% of patients,
mostly associated with sinus node dysfunction. About 50% of these resolve in
6–12 months requiring no permanent pacing [79]. The remaining 50% may
require permanent pacing.

5.7 Atrial Fibrillation (AF) and Flutter

Once AF is cardioverted there is a 50–60% recurrence in spite of antiarrhythmic
drug therapy [77]. Ablation of the AV node with permanent pacing is effective
in controlling the ventricular rate. AAI pacing results in increased patient
survival, reduced heart failure, less AF, and fewer thromboembolic complica-
tions. Currently used algorithms are atrial overdrive, pacing in response to
sudden change, and post-AF aggressive overdrive pacing.

5.8 Heart Failure

Heart failure is a progressive disorder in which damage to the heart causes
weakening of the heart muscle [80]. The most common forms are congestive
heart failure (CHF) and obstructive heart failure. Congestive heart failure is a
condition where the heart cannot pump enough blood to keep the body’s organs
functioning properly. It can result from coronary artery disease, myocardial
infarction where scar tissue interferes with the heart’s function, high blood
pressure, heart valve disease, cardiomyopathy, congenital defects, and infection
(endocarditis and/or myocarditis). Limited improvement has been reported in
patients with symptomatic dilated cardiomyopathy refractory to medical ther-
apy, using dual-chamber pacing and a short AV delay. Thirty to forty percent of
patients with congestive heart failure have intraventricular conduction abnorm-
alities which progress over time. This leads to significant dyssynchrony in both
LV contraction and relaxation. Biventricular pacing has been shown to produce
improvements in NYHA class III or IV patients
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Hypertrophic obstructive cardiomyopathy is a high LV outflow gradient due to

enlargement of the intraventricular septum, obstructing blood flow from the left

ventricle. Sometimes the enlarged septumdistorts amitral valve leaflet causing it to

leak. It can be treated with dual-chamber pacing and a short AV delay.

6 Summary of Indications for ICD Implant

ICDs are usually thought of as being indicated to treat too fast heart rates

(tachycardia, ventricular fibrillation) or cardiac arrest. However, it appears that

many heart failure patients are also prone to tachyarrhythmias. Thus many now

receive an ICD lead on the left ventricle via the coronary sinus so they can be

paced for biventricular resynchronization, but can be defibrillated if need be.

The indications for ICD implant are broken down into three classifications

based on causative and risk factors, and comorbidities. The following examples

are summarized. For a more thorough explanation see indication guidelines

for the implant of ICDs which are provided by an ACC/AHA/NASPE web

page [75]:

� Class I includes cardiac arrest due to ventricular fibrillation (VF) or tachy-
cardia (VT), spontaneous sustained VT associated with structural heart
disease, syncope of undetermined origin and nonsustained VT in patients
with coronary artery disease, or prior myocardial infarction.

� Class II includes some less specific indications such as ejection fraction
< 30% at least 1 month post-MI and 3months post-artery revascularization
or cardiac arrest presumed to be due to VF when electrophysiological
testing is precluded. Severe symptoms in patients awaiting cardiac trans-
plantation may require an ICD. Other indications include some inherited
conditions, nonsustained VT with coronary artery disease, recurrent syn-
cope of undetermined etiology with ventricular dysfunction and inducible
VT, recurrent syncope of undetermined etiology or family history of unex-
plained sudden death, and syncope in patients with advanced structural
heart disease.

� Class III includes syncope of undetermined cause when VT cannot be
induced in electrophysiological examinations, incessant VT or VF, VT or
VF resulting from arrhythmias amenable to surgical or catheter ablation or
due to a transient reversible disorder. Significant psychiatric illnesses that
may preclude follow-up may be a cause to implant an ICD. Terminal illness
with projected life expectancy of � 6 months or certain forms of coronary
artery disease may also indicate the need for an implantable ICD. As noted
above, ICDs are indicated for patients with NYHA class IV drug-refractory
congestive heart failure who are not candidates for heart transplantation. In
fact, biventricular resynchronization has even made it possible to take some
patients off the transplant list.
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7 Clinical Management of Complications, and Related

Improvements Over Time

7.1 Medical Complications

Single chamber pacemakers did a good job of preserving quality of life, and in

relatively few cases, saved lives. They did, however, occasionally develop com-

plications. For example, when pacing a patient with intact atrial ventricular

conduction, retrograde conduction may activate the atria after ventricular

activation. This ‘‘pacemaker syndrome’’ results in a retrograde flow of blood

from the ventricles to the atria with flooding of the jugular and pulmonary

veins.Weakness or syncope can then occur as a result of lower cardiac output or

congestive heart failure [81]. Another potential complication of ventricular

pacing alone is cannon waves. Pacing the ventricle causes the tricuspid valve

to close. If the atrium contracts against a closed valve, then blood is forced back

through the venous system producing a throbbing in the neck [82]. Dual-

chamber pacemakers resolve these complications by better maintaining AV

synchrony.
As noted above, unipolar devices are also prone to oversensing and muscle

stimulation. Infected pacemaker pockets appear to occur in about 1–2% of

patients. Explant of the device, debriding and irrigating the pocket, and

implanting a new system on the other side typically solves the problem. Twid-

dler’s syndrome occurs when a patient plays with their generator, twisting the

lead up and possibly even pulling it from the heart. This can also happen

without the patient’s intervention in physically active or obese people. Most

pulse generators and ICDs have a suture hole so it can be fixed to fascia.

Sometimes implanters will put the device in a polyester mesh bag. This induces

fibrotic ingrowth to fix the generator in place. Some thin people, especially the

elderly, have delicate skin. If implanted subcutaneously, the skin can be tight

enough to develop pressure necrosis and the device can break through the skin.

This is usually dealt with by implanting the device within the muscle planes, or

in some extreme cases, using alternate sites with more ‘‘padding’’.
Some of the major complications that can occur with leads is dislodgment

(the electrode pulls away from its implant site), perforation (the lead penetrates

through the epicardium), exit block (thresholds higher than the device’s out-

put), failure to sense, and infection. In 1975, 40% of patients had to be

reoperated on to reposition their dislodged leads [21]. By the mid-1980s, this

had been reduced to 1–3% using tines and active fixation. Perforation can be

life threatening because blood can fill the pericardial sack resulting in tampo-

nade. In most cases today, perforation is mitigated by assuring that atraumatic

electrode designs are matched to the stiffness of their lead bodies. Electrode

fixation also helps. In most cases, when perforation occurs it is during implant.

If the heart muscle is in adequate condition, the lead can be simply pulled back

without complication. If there is bleeding into the pericardial sack, then the
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blood must be removed by a pericardial needle stick. Exit block caused by
excessive inflammation around the electrode was at one time a major complica-
tion. By the mid-1980s, this was mostly eliminated by steroid eluting electrodes
[83]. Sensing has been greatly improved over the years because of design
changes to both the amplifiers and the electrodes. Modern sense amplifiers
have very high input impedances so that there is no attenuation of low-fre-
quency cardiac signals. High capacitance electrodes also produce less distorted,
higher fidelity signals. Of course, an infected lead must be explanted. Because
chronic leads develop collagenous encapsulation over time, explant used to
require open-heart surgery. Today the development of tools to safely remove
embedded leads transvenously has made extraction a safer, more viable
procedure [84].

7.2 Hardware Complications

Some examples of more recent issues that resulted in pacemaker or ICD
advisories include the possible separation of interconnect wires from the hybrid
circuit, premature battery depletion due to a battery short, fractured power
supply wires, potential circuit overload, and potential delayed return to perma-
nent settings once the programmer head is removed [71]. Some ICDs have also
delivered shocks when not needed (a very painful event) while some others have
failed to deliver the stimulus when needed. These situations are dealt with by
advising physicians on how to test for the complication andmanage the patient.
If need be, the pulse generator or ICD can be relatively easily explanted and
returned to the manufacturer. Meanwhile, manufacturers continually design
and redesign devices for the highest possible reliability.

Some lead-related complications include insulation failure and conductor
fracture. Conductor fracture may be visible on X-ray whereas insulation rup-
ture is usually not. Analysis of lead performance is part of the patient’s routine
follow-up. Stimulation thresholds, sensing and impedance measurements can
be used to determine if the lead is intact and functioning properly. One com-
pany, Medtronic, has conducted postmarket clinical studies on their leads for
25 years. If the actuarial survival of any lead falls below 95% in 5 years, an
advisory is issued, again with information on how to test for the complication
and how to manage the patients [71].

8 Conclusions

Electrical stimulation of the heart has a long history, going back 260 years.
Implantable pacemakers and ICDs are only about 40 years old, but during that
time they have undergone amazing improvements incorporating many new
innovations and scientific discoveries. Single chamber pacemakers prevailed
for the first 25 years before dual-chamber systems became practical. Because
these provide better hemodynamics, and resolve some complications of single
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chamber devices, they now predominate. Pacing used to be just for bradycardia
patients. Today it is used to prevent tachyarrhythmias, atrial fibrillation (thus
reducing the chances of stroke), and to improve the condition of heart failure
patients. ICDs now treat most of the heart failure patients as well as prevent
deadly ventricular fibrillation. Where once we just stimulated in one chamber
we now routinely place leads in two or three chambers. Four-chamber pacing
has even been reported. The devices keep getting smaller, more sophisticated,
and more reliable.
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The Bion
�
Microstimulator and its Clinical

Applications

Todd K. Whitehurst, Joseph H. Schulman, Kristen N. Jaax,

and Rafael Carbunaru

Abstract The Bion� microstimulator is a miniature leadless implantable neu-
rostimulator designed to be implanted through a minimally invasive procedure.
The small profile of the microstimulator allows it to be implanted through a
small incision or by injection. Additionally, the stimulating electrodes are
mounted directly on the microstimulator, which eliminates possible complica-
tions associated with the use of a lead (e.g., migration). An RF-powered version
of the Bion� microstimulator was developed over a decade ago and that device
has been used in feasibility clinical studies for several functional electrical
stimulation (FES) applications, including shoulder subluxation and post-stroke
hand rehabilitation. It has also been explored in clinical applications for knee
osteoarthritis rehabilitation, obstructive sleep apnea, and pressure ulcer pre-
vention. A version of the Bion� microstimulator with a rechargeable battery
has also been developed, and the first-generation battery-powered microstimu-
lator was used in a feasibility clinical trial for headaches. It is also being used in a
clinical trial for overactive bladder. Preclinical experiments on the use of the
microstimulator for gastroesophageal reflux disease have also been promising.
Battery-Powered Microstimulator-sensors with bidirectional propagated wave
telemetry, capable of coordinating hundreds of injectable devices for stroke and
quadriplegic patients, are presently in the last stages of development.

1 Introduction

The Bion� microstimulator was originally designed for Functional Electrical
Stimulation (FES). It was developed as a means to provide small stimulators
distributed across a patient’s body without the need for interconnecting wires.
Other systems implanted for FES, such as the Praxis system (Cochlear Ltd,
Lane Cove, NSW, Australia) and the Freehand system (NeuroControl,
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Cleveland, OH, USA), utilize a central controller typically implanted in the
trunk with a number of electrode leads directly connected from the central
controller to the muscle targets in the limb(s) [1, 2]. The central controller
activates the electrodes directly. While this architecture has proven effective
for FES, the necessity of running an electrode lead through a limb joint (e.g.,
shoulder joint) increase the amount of stress on the lead and may result in lead
fracture. Additionally, an infection in any one part of the body would tend to
spread to the rest of the system, which has led to an explant of the entire system.

2 Development of Bion
�
Microstimulator

In the early 1990s other implantedmagnetically powered systems consisting of a
pacemaker sized device with between 8 and 24 leads were implanted for FES.
Among these were the low-power 24-lead Praxis system (Cochlear Ltd, Lane
Cove, NSW, Australia) designed to stimulate nerves, and the high-power 8 lead
Freehand system (NeuroControl, Cleveland, OH, USA) designed to power
both nerves andmuscle sections [1, 2]. These devices utilized a central controller
typically implanted in the trunk with a number of electrode leads directly
connected to the targets in the limb(s). The central controller also activated
the electrodes directly. Due to the arrangement of the leads, this design is
sometimes referred to as the octopus type of stimulator and worked well but
had several serious problems. For example, every wire had to be planned for in
advance of the surgery, and excessive surgery was required to install or extract
the systems. They were also prone to infection because of the large area of all the
attached leads. By the time infection was detected the entire systemwas affected
and had to be surgically removed.

The company making the Freehand system took it off the market after a few
years due to the extensive surgery required. The company making the 24-lead
Praxis System never went to commercial production after an infection in the
first patient required the entire system to be surgically removed.

Commercial feasibility is essential to get a product to the public. On that
note, the only multichannel stimulators that are commercially successful today
are the nonmultiwire spinal cord stimulator and nonmultiwire cochlear
implant. These systems are implanted in only one or two anatomical locations
in the body, and thus the surgeries are relatively quick.

The Bion� microstimulator was developed to overcome the need to tunnel
leads from a central controller. Each Bion� microstimulator is a self-contained
implantable electrical stimulator that requires no lead. Each device contains at
least one pair of electrodes (cathode and anode) for stimulation. Each device
also contains all of the electronics necessary to deliver electrical stimulation,
including programmable memory so that stimulation parameters may be pro-
grammed and stored. Additionally the devices contain a means of communica-
tion with an external programmer or controller, which is typically some type of
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radiofrequency (RF) telemetry. The Bion� microstimulator contains a means
of receiving RF energy from an applied RF field. The energy received is used to
power the microstimulator. Some Bion� microstimulators also contain a
rechargeable battery, and excess received energy may be used to charge the
battery.

The Bion� microstimulator was designed to have a form factor that allows it
to be implanted in a minimally invasive fashion. Bion� microstimulator devices
thus far have been designed with a cylindrical form factor, in which the diameter
is 2.0–3.3 mm and the length is 16–27 mm. This allows a Bion� microstimulator
to be implanted in tissue in a manner similar to injection.

2.1 First-Generation RF-Powered Bion� Microstimulator

The first-generation Bion� microstimulator (RFB1) was originally proposed by
G.E. Loeb et al. [3] as an RF-powered device. The first devices were designed
and developed by researchers at Queens University (Kingston, ON, Canada),
the Illinois Institute of Technology (Chicago, IL, USA), and the Alfred E.
Mann Foundation (Valencia, CA, USA) with funding from the NIH Neural
Prosthesis Program (Fig. 1). G. Loeb, P. Troyk, J. Schulman, and J. Gord
produced the electrical design and specifications of the Bion�. G. Loeb con-
ceived of the idea of using a tantalum oxide capacitor electrode that also served
as the energy storage capacitor. J. Gord led the team at AMF that designed the
first integrated circuit for the Bion�. P. Troyk designed and constructed the
highly efficient Class Emagnetic field transmitter to power the Bion�. An infra-
red laser welding station was constructed at the AMFby Primoz Strojnik to seal
the glass case. The pulse width digital circuitry in the chip was designed by J.
Wolfe. The RFB1 contained a ferrite wound coil next to the Integrated Circuit
inside the glass case with the Tantalum oxide capacitor electrode outside the
case. Subsequently, the RFB1 was produced by the Alfred Mann Institute for
Biomedical Engineering at the University of Southern California (Los Angeles,
CA).

Fig. 1 Photo of the first version of the glass-encased RF-powered microstimulator Bion�.
From left to right: cylindrical shaped tantalum oxide coated open cell capacitor electrode
attached via a tantalum stem which is hermetically sealed through a glass bead into the inside
of the glass container. To the right of the stem is the 3 mm integrated circuit, followed by the
coil-wrapped ferrite rod. On the right side is the iridium spherical-shaped electrode which is
hermetically sealed to the glass case. (Reproduced from Ref. [4] with permission from IEEE)
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The RFB1 was designed to be injected or implanted directly into a muscle for

direct stimulation of muscle tissue or of the local motor nerves supplying the

muscle (e.g., for stimulation at a motor point). The device encased the electronics

in a hermetically sealed glass capsule. It had a single tantalum capacitor electrode

(cathode) on the front tip of the microstimulator to provide charge-balanced

stimulation. The single anode was an iridium electrode mounted at the other end

of the cylinder. The device had a diameter of 2 mm and a length of 16 mm.
A block diagram of the control circuit is shown in Fig. 2. The RFB1

produced a wide range of possible programmable stimulation parameters,

with a maximum pulse current of 30 mA, a maximum pulse width of 512 ms,

and a maximum frequency of more than 500 Hz [5]. The device was designed to

be powered and controlled by an external controller worn by the patient during

use of the device. Each microstimulator had a unique 8-bit address, which

allowed up to 255 devices to be controlled independently

2.2 Second-Generation RF-Powered Bion� Microstimulator

The first-generation RF-powered Bion� microstimulator encased the electro-
nics in a hermetically sealed glass package and effected stimulation with an
external tantalum capacitor electrode. A second-generationRF-powered Bion�

microstimulator (RFB2), shown in Fig. 3, has been developed by the Alfred
E. Mann Foundation (Valencia, CA, USA). This device encases the electronics
in a hermetic ceramic case, including a decoupling capacitor, and employs a
platinum–iridium stimulation electrode. Themicrostimulator includes an eyelet
through which a suture may be threaded, which facilitates straightforward
explantation of the Bion� within the first week of implant, if necessary. The
diameter of the RFB2 is 2.4 mm, and the length including the eyelet is 17.5 mm.
The electronics core of the RFB2 is very similar to that of RFB1, so that RFB2
has the same stimulation parameters as RFB1 and also has 255 possible device
addresses [6].

Fig. 2 Block diagram of control circuit and glass-encased RF-powered microstimulator.
Reproduced from Ref. [4] with permission from IEEE
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Several changes were made to improve the RFB2 design (see Fig. 4). To

address the high-energy requirement, the compliance voltage of the

RF-powered microstimulator was increased from 9 to 18 V so very high

currents could be delivered. The demodulation circuit was improved so the

Class E power supplies could drive the microstimulators. The RF-powered

microstimulators could now generate greater than 30 mA pulses.

Instead of having the coil side by side with the IC, it was decided to sandwich

the ceramic hybrid and IC in between two half-cylinders of ferrite. The coil was

wrapped around the entire assembly. This made the coil longer and more

efficient in receiving energy from the AC magnetic field. These hybrids and

ICs manufactured at the AMF pilot line were provided to Alfred E. Mann

Institute for Biomedical Engineering at the University of Southern California

Fig. 3 Second-generation
RF-powered Bion�

microstimulator (RFB2)

Fig. 4 Ceramic case microstimulator component arrangement. Reproduced from Ref. [4]
with permission from IEEE
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(AMI-USC) to assist their research and development efforts. AMI-USC
installed them in glass cases with external tantalum oxide capacitors for animal
and human use. Advanced Bionics Corporation (Valencia, CA) also used these
circuits in battery-powered versions that were RF powered to test their insertion
system for the urinary incontinence application.

A ceramic tube was designed to replace the glass case in some versions. Each
end of the tube hadmetal parts brazed on. One end was sealed hermetically with
a metal cap and the other end had a short metal cylinder brazed on. After all the
components were loaded into the open cylinder end and attached electrically,
the unit was vacuum baked for several days to drive all the moisture out, and
then a metal cap was laser welded on. The wall of the ceramic tube was 0.010-in.
thick, making the outside diameter 2.25-mm wide instead of the 2.00 mm of the
glass walled versions. The three-point break strength was measured to be
greater than 30 lb rather than the 5 lb measured in the same way on the glass
case, although whether or not this additional strength is required remains
uncertain.

There was a concern that the external tantalum oxide capacitor slug was
accessible to handling. There was the possibility that a surgeon’s scalpel might
lose a particle of steel on the tantalum slug and short through the thin oxide
coating. This would prevent the capacitor from holding charge and allow the
dangerous condition of permitting continuous direct current to flow directly
into the tissue. The best solution is to place a highly reliable capacitor inside the
ceramic case (see Fig. 4). A counterargument to this is that a piece of steel
breaking from a surgical scalpel is highly unlikely, and for it to then adhere to
the tantalum is an even further unlikely scenario; and finally that a scratch in the
tantalum oxide should immediately heal itself in any event.

Failures that occurred in the pilot production raised concerns about damage
from static electricity due to handling the microstimulators in the operating
room. Therefore, as an added protection, a series pair of opposing zener diodes
were mounted on the ceramic substrate opposite to the side where the rectifier
diode was mounted. The rectifier diode can be seen in the right side of Fig. 4.
These zener diodes are the same as those used for defibrillation protection in
cardiac pacemakers. One could argue that there is a possibility for the micro-
stimulator to be implanted near the chest, and thus, defibrillator protection is
not unreasonable. The production yield increased immediately after the zener
diodes were introduced.

During surgery, the clinician must decide whether the implant is positioned
properly and the threshold is at the desired value. At that point the microsti-
mulator is released and left in the body. Sometimes, a slight last movement that
occurs at the time of release displaces the implant and causes the threshold to be
higher than desired, or there may be an undesired effect and the clinician may
want to repeat the insertion. It is also possible, especially in initial applications
that the desired physiological effect is not what it was supposed to be, and it is
desirable to remove the device within a few days or a week after it has been
installed. An eyelet allows for a simple removal within about a week or more if
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dissolvable suture material was attached to it and left dangling near the

entrance wound. An eyelet of platinum or iridium was welded on the anodic

pulse end of some versions of the device. Also, if the implant needs to be

removed, the eyelet is the safest place to strongly grab the Bion� without

causing damage.
It became clear in the animal studies that a simple method was required for

the clinician to accurately inject the microstimulators. A set of injection tools

was designed to facilitate the device insertion (see Fig. 5). The insertion probe

(A in Fig. 5) is insulated from a few millimeters below the top all the way down

to about 1 mm from the edge of the tip. There are two types of probes available:

one with a sharp point and one with a dull rounded point. The clinician selects

the tip he requires depending on the type of tissue he is going through. The top

of the probe is hooked up to an external portable pulse generator [7].

Another system has been developed for Bion� implantation byH.M.Kaplan

and G.E. Loeb at The Alfred Mann Institute at the University of Southern

California (AMI-USC), who have designed, produced, and tested a single

simple tool for implanting BIONs as an outpatient office procedure [8]. The

implant is preloaded into the tip of the cannula of a two-piece insertion tool

made from non-conductive polymers (Fig. 6). Trial stimulation pulses are

generated by the implant as the tool is manipulated into the desired position.

The implant is released by simply withdrawing the cannula over the implant,

while an internal probe preserves both the relative location of the implant’s

electrodes with respect to the target and its axial orientation (which is important

for implants containing motion sensors). The Bion� insertion tool (BIT) has

been used by that group for over 50 Bion� implants in human subjects to date.

Fig. 5 Insertion tools: (A) insertion probe used for locating nerves, (B) dilation tool used to
spread tissue, (C) microstimulator insertion tool or sheath, (D) microstimulator with
dissolvable suture attached, (E) microstimulator ejector tool with two marks, (F) 3 ml
syringe. (Reproduced from Ref. [7] with permission from IEEE)
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2.3 First-Generation Battery-Powered Bion� Microstimulator

The first-generation battery-powered Bion� microstimulator (BPB1), shown

in Fig. 7, was based on the RF-powered Bion�. It was designed and devel-

oped by Advanced Bionics. The BPB1 was designed to be injected or

implanted adjacent to a peripheral nerve for chronic stimulation. The elec-

tronics of the device are encased in a hermetically sealed ceramic and tita-

nium case. It has a single iridium-stimulating electrode (cathode) on the tip of

the microstimulator. The single anode is an iridium electrode encompassing

the surface of the distal of the cylinder. The device has a diameter of 3.3 mm

and a length of 27 mm.
The BPB1 is capable of producing a wide range of possible program-

mable stimulation parameters, with a maximum pulse current of 12 mA, a

maximum pulse width of 1000 ms, and a maximum frequency of more

than 1000 Hz. The device is designed to be programmed by an external

Fig. 6 Bion� insertion
tool (BIT) developed by
AMI-USC. The Bion� is
preloaded and delivered
in the tip of the polymeric
cannula. (Originally
published in Ref. [8] with
permission)

Fig. 7 First-generation
battery-powered Bion�

microstimulator (BPB1)
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programmer during a fitting procedure with a clinician, and it includes a
memory capable of storing a stimulation program. The system includes
a remote control that allows a patient to adjust the stimulation within a
range programmed by a clinician.

The internal layout of BPB1 with battery and electronics assembly is shown
in Fig. 8. A 10 mW-h rechargeable Li-ion battery developed by Quallion
(Sylmar, CA) is the main power source for the implant. This rechargeable
battery allows the implanted device to operate as a standalone stimulator/
sensor. The patient is given a charging system that allows charging at home.
Charging of the device typically requires 1–2 h when the battery is maximally
depleted. The time between charging depends on the programmed stimulation
parameters and may vary from as long as 2 weeks to less than a day. The total
life of the battery is expected to be up to 20 years [9].

2.4 Second-Generation Battery-Powered Bion� Microstimulator

A second-generation battery-powered Bion� microstimulator (BPB2) is under
development by Advanced Bionics Corporation. That device will incorporate
multiple stimulating electrodes and increased battery capacity in a form factor
that is only modestly larger than the BPB1. Also under development is a
portable battery-powered charger for the second-generation battery-powered
Bion� microstimulator.

3 Clinical Applications of Bion
�
Microstimulator

3.1 RFB1 Applications

The RFB1 has been used in several feasibility clinical studies designed to explore
the efficacy and safety of the device in rehabilitation of hypotrophic muscles. The
clinical applications have included treatment of knee osteoarthritis and

Fig. 8 BPB internal layout showing battery and electronics assembly (reproduced from Ref.
[7] with permission from IEEE)
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rehabilitation of post-stroke shoulder subluxation and post-stroke hand contrac-
ture [5] and are described in more detail below.

3.1.1 RFB1 for Shoulder Subluxation in Post-Stroke Patients

Hemiplegic shoulder pain is common after a stroke. It can impede rehabilitation
and thus may lead to long-term disability. The factors contributing to shoulder
pain include subluxation and contractures. Transcutaneous electrical stimulation
of the shoulder muscles has been demonstrated to reduce existing post-stroke
shoulder subluxation and associated pain, although the effect is not maintained
after discontinuation of the treatment. Intramuscular electrical stimulation of the
supraspinatus, posterior deltoid, middle deltoid, and upper trapezius with a
percutaneous stimulation system has also been shown to be efficacious in redu-
cing hemiplegic shoulder pain at up to 12 months post-treatment. The typical
treatment regimen for transcutaneous or percutaneous stimulation is one ormore
hours per day of stimulation for several weeks [10–13].

The RFB1 devices have been implanted in the middle deltoid and supraspi-
natus muscles (typically one device in each muscle) of post-stroke patients
suffering from shoulder subluxation in two separate clinical studies, one at
Queens University and another at California Rancho Los Amigos National
Rehabilitation Center (Downey, CA, USA). The implanted devices were pow-
ered and controlled by an external controller, which included a coil that was
placed over the affected shoulder. The external controller was programmed to
activate the devices in order to effect stimulation of the muscles in which the
devices were implanted. Each patient activated the external controller daily for
at least an hour a day. Patients used the device for several weeks during the
study, and they were allowed to continue with stimulation after the end of the
study. The outcomemeasures included the visual analog scale (VAS) pain score;
radiographic assessment of subluxation; and clinician assessment of range of
motion, strength, and function [5, 14, 15].

The initial study at Queens University enrolled patients at 3–12 weeks
following the stroke that caused a hemiplegic shoulder. Patients were rando-
mized to an active group that received the implant immediately and a control
group that received no implant (but who were then eligible for implant after the
end of the control period). The outcome measures were assessed in each group
at baseline and after 6 weeks. Fourteen patients were enrolled and nine were
ultimately implanted. When assessed radiographically, subluxation demon-
strated a statistically significant decrease in the active (stimulated) patients
but not in the control patients [5, 14–16].

The study at California Rancho Los Amigos National Rehabilitation Center
enrolled 14 patients, each at 6 months or greater following a stroke that caused a
hemiplegic shoulder. Patients were randomized to an active group that received
the implant immediately and a control group that received transcutaneous elec-
trical muscle stimulation (but who were then eligible for implant after the end of
the control period). The outcome measures were assessed in each group at
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baseline and after 6 weeks. Ten total patients were implanted, and seven received
transcutaneous electrical muscle stimulation. Three of these patients had the
microstimulator implanted and activated following the control treatment of 6
weeks of transcutaneous stimulation. The patients using the microstimulator
showed a significant decrease radiographically in subluxation, while the surface
stimulation patients did not. Additionally, the microstimulator patients reported
greater pain relief during active shoulder movements [5, 17].

3.1.2 RFB1 for Knee Osteoarthritis

In a feasibility clinical study at Istituto Ortopedico Gaetano Pini (Milan, Italy),
the RFB1 was implanted for therapeutic muscle rehabilitation in patients with
severe knee osteoarthritis who were considering total knee arthroplasty.
Patients each received up to two microstimulators, one alongside the proximal
femoral nerve to effect contraction of the quadriceps muscles and the other in
the vastus medialis muscle. Patients were evaluated at baseline prior to implan-
tation and after 12 weeks of stimulation. The outcome measures of the study
included assessment of knee function by the Western Ontario McMaster
(WOMAC) knee test score, the Knee Society Function score, VAS pain score,
and the Knee Society Pain-Free index. Five patients were implanted and were
trained to perform the therapy at home. A statistically significant improvement
was observed in all outcome measures. Additionally, at least one patient was
able to delay total knee arthroplasty surgery for over 3 years [5, 14–16].

3.1.3 RFB1 for Post-Stroke Hand Contractures

Hemiparetic post-stroke patients may demonstrate a flexion contracture of the
hand, which may develop shortly after the stroke due to spastic flexor muscle
activity in the hand. While some patients may recover limited ability for voluntary
extension of the hand, they may remain disabled due to an inability to overcome
the flexors with extensors that became hypotrophic following the stroke.

A feasibility clinical study by Baker et al. [18] of the RFB1 for post-stroke
hand rehabilitation is in progress at California Rancho Los Amigos National
Rehabilitation Center [5]. The microstimulator is being implanted for thera-
peutic muscle rehabilitation in patients with severe post-stroke hand contrac-
ture. Patients may receive up to four microstimulators, each implanted in
muscles or at motor points to effect finger and wrist extension. Patients are
randomized to an active group that received the implant immediately and a
control group that receives transcutaneous electrical muscle stimulation but
who are then eligible for implant after the end of the control period. Patients in
the study are evaluated at baseline prior to implantation and after 12 weeks of
stimulation. Eleven patients have been implanted with microstimulators, and
six patients have completed the control period with surface stimulation. Five of
these patients had the microstimulator implanted and activated following the
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control treatment of 6 weeks of transcutaneous stimulation [17]. Results from
this ongoing trial are not yet available.

In addition to strengthening muscles via open-loop stimulation, the external
controller may be modified to sense the EMG of weak voluntary flexion, and
this sensed signal may be used to trigger the devices to stimulate, thus initiating
stronger flexion. The study may be extended to include evaluation of the
efficacy of such triggered stimulation for hand rehabilitation.

3.1.4 RFB1 for Foot Drop

Foot drop is a significant weakness of ankle and toe dorsiflexion that may
impair gait.When it is a sequela of stroke or spinal cord injury, it may be treated
with electrical stimulation of the peroneal nerve. Transcutaneous electrical
stimulation of the common peroneal nerve may be difficult to perform reliably
in a system applied by a patient, and patients may find transcutaneous stimula-
tion uncomfortable [19]. In a feasibility clinical study at the University of
Alberta (Edmonton, Canada) byWeber et al.15, one patient with an incomplete
spinal cord injury at C6/7 was implanted with three functional RFB1 devices,
one at the motor point of the tibialis anterior muscle, which dorsiflexes and
inverts the ankle; the second at the deep peroneal nerve, which activates tibialis
anterior, extensor digitorum longus, and other muscles; and the third at the
motor point of the peroneus longus muscle, which everts the foot and can
compensate for the inversion action of the tibialis anterior.

The external controller was combined with a modified Walkaide 2 system
(Innovative Neurotronics, a division of Hanger Orthopedic Group, Bethesda,
MD, USA), which was able to sense the tilt of the lower leg (i.e., the angle of the
lower leg relative to vertical). The controller thus initiated stimulation of the
deep peroneal nerve when it detected the onset of the swing phase (i.e., max-
imum positive tilt was detected), and stimulation was turned off when the leg
swung forward (i.e., a negative tilt angle was detected).When activated, the thee
microstimulators were programmed to effect ankle and toe dorsiflexion. Three-
dimensional video motion analysis of the ankle and foot trajectories during
walking with stimulation demonstrated that the toe cleared the ground by
approximately 3 cm, which was comparable to the toe clearance in the less
affected contralateral leg of the patient. Additionally, unlike surface stimula-
tion of the common peroneal nerve by the Walkaide 2 system, stimulation with
the implanted microstimulators produced dorsiflexion without eversion [5, 20].

3.1.5 RFB1 for Pressure Ulcer Prevention

Pressure ulcers (PUs) are debilitating wounds caused by pressure and shear
from unrelieved sitting. About 30% of immobilized patients suffer from PUs,
and despite a multitude of therapies recurrence rates are as high as 60%
annually, even after aggressive surgical repair. Using modern glass-
encapsulated versions of the Bion�, Kaplan and Loeb at AMI-USC have
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investigated the use of BIONs to prevent PUs [21]. BIONs have previously been
demonstrated to activate strong muscle contractions with associated skeletal
motion and increases in muscle bulk, strength, metabolic capacity, and vascu-
larity. These effects counteract three major etiological factors of PUs: immobi-
lity, soft-tissue atrophy, and ischemia. To date three spinal cord injured patients
have each had twoBIONs implanted, during reconstructive flap surgery that they
already required for PUs. In all cases it has been possible to subsequently
stimulate the hamstring and gluteus maximus hip extensors selectively as desired,
with promising early results. Once the efficacy of this novel therapy has been
proven, its broader application is envisioned as a bilateral, prophylactic treat-
ment, for all immobile patients at risk of PUs. BIONs would eventually be
injected percutaneously, controlled, and powered via in-chair antennae.

3.2 RFB2 Applications

3.2.1 RFB2 for Post-Stroke Shoulder Subluxation

The RFB2 has been implanted in a feasibility clinical study at Akita University
Hospital (Akita, Japan) in a 66-year-old male with a 5-year history of post-
stroke shoulder subluxation. The patient’s subluxation resulted in a VAS pain
score of 7 at baseline. Two microstimulators were implanted, one next to the
axillary nerve and the other at the motor point of the middle deltoid muscle. An
external controller was programmed to activate the microstimulators to affect
shoulder flexion. After daily stimulation for 6 months, the patient’s pain
decreased to 0 on the VAS. Stimulation was discontinued for months 6–12,
and the patient reported persistent pain relief at 12 months, suggesting a
significant carry-over effect [22].

3.2.2 RFB2 for Post-Stroke Hand and Arm Rehabilitation

A clinical feasibility study of post-stroke forearm rehabilitation using the RFB2
is in progress at the University of Southampton (Southampton, UK). Five to
seven microstimulators are implanted in each patient at the motor points of the
extensor muscles of the hand, wrist, and elbow. In the lower arm these muscles
include the extensor carpi ulnaris and radialis, the extensor digitorum super-
ficialis, the extensor pollicis longus, the abductor pollicis; and in the upper arm
they include the medial and lateral heads of the triceps.

Seven patients with post-stroke arm and hand contracture (due to spastic
flexion) have been enrolled to date. The external controller has several open-
loop programs that may be triggered by the patient to activate the upper limb
muscles in a coordinated manner, including one that opens the hand through
stimulation of the wrist and finger extensors; another that facilitates voluntary
grasping by switching off the finger extensors but maintaining wrist extension;
and yet another that facilitates reaching through elbow extension. Patients in
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the study use the system to facilitate rehabilitation of intrinsic muscle strength
for aminimum of 2 hours per day for at least 12 weeks [23, 24]. Results from this
ongoing trial are not yet available.

3.3 BPB1 Applications

The BPB1 has been used in two clinical studies designed to explore the efficacy
and safety of the device for peripheral nerve stimulation. The clinical applica-
tions have included treatment of medically refractory overactive bladder and
refractory headaches.

3.3.1 BPB1 for Overactive Bladder

Clinical feasibility studies have suggested that chronic pudendal nerve stimula-
tion may significantly relieve symptoms of urinary urge incontinence (UUI) in
up to 80% of severely affected patients [25, 26]. The BPB1 was designed to
provide stimulation of the pudendal nerve while avoiding the complications
attendant with a leaded system, such as lead migration. The BPB1 may be
placed adjacent to the pudendal nerve at Alcock’s canal via the perineum in
an approach similar to a pudendal nerve block, as illustrated in Fig. 9. Figure
10(A) and 10(B) show the location of the Bion� microstimulator once it has
been implanted adjacent to the pudendal nerve. The perineal incision wound is
usually less than 4 mm wide and typically requires no stitches for surgical
closing of the wound [27].

Fig. 9 Implantation of the Bion� microstimulator adjacent to the pudendal nerve using a
custom blunt dissector and cannula
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All implanted patients are given a remote control and a charging system for

their device. The remote control is a small device approximately the size of a

mobile phone, which allows patients to adjust stimulation amplitude, activate

and deactivate stimulation, and monitor the charge level of the rechargeable

battery of the implanted device. The charging system consists of two compo-

nents. During charging the patient sits on a padded RF coil. The coil is attached

via a cable to an RF generator, which is plugged into an AC outlet. The

charging system is designed for the patient to sit comfortably while charging

for a period of 1–2 h. However, the microstimulator battery lasts for several

days for most UUI patients, which means that most patients charge only a few

minutes per day. The charging system is capable of charging Bion� microsti-

mulators implanted up to 12 cm from the skin.
Initial clinical studies of the BPB1 for UUI were conducted in Europe at the

Erasmus Medical Center (Rotterdam, The Netherlands) and University

Fig. 10(A) Illustration of
the Bion� microstimulator
implanted adjacent to the
pudendal nerve

Fig. 10(B) Radiograph of
the Bion� microstimulator
implanted adjacent to the
pudendal nerve
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Medical Center Schleswig-Holstein (Kiel, Germany). The primary outcome
measure was a decrease in the number of leaks (as recorded in a 5-day patient
voiding diary) at 45 days as compared to baseline. Eight patients were
implanted with the microstimulator and six demonstrated a clinically signifi-
cant response at 45 days [28–30].

A multi-center randomized controlled trial of the BPB1 for pudendal nerve
stimulation for the treatment of UUI is currently in progress in the United
States. Patients complete a baseline 5-day voiding diary that tracks the number
of leaks per day and other associated information (e.g., number of incontinence
pads used per day). The patients are randomized in a blinded fashion to a
treatment group (50%) and a control group (50%), and then all patients are
implanted. The patients in the treatment group are activated within a few days
following implantation. The patients in the control group undergo a sham
activation in which their device is blocked from providing stimulation pulses;
however, they are told that their device has been activated, and their remote
controls and charging systems function in a manner very similar to those of the
treatment patients. At 45 days after the activation (or sham activation) of
stimulation, patients complete a 5-day voiding diary, and then the control
patients are activated. Patients also complete a 5-day voiding diary at 3 months,
6 months, and 1 year. The primary outcome measures are (1) the reduction in
the number of leaks at 45 days as compared to baseline between the treatment
and the control groups and (2) the reduction in the number of leaks at 1-year
post-activation as compared to baseline for all patients. Approximately 80
patients have been implanted, and the trial is ongoing in the United States.

A similar trial for the treatment of urgency frequency syndrome (UF) is also
in progress. The primary difference is that the primary outcome measure is the
number of voids per day instead of leaks per day. Approximately 80 patients
have been implanted in the UF trial as well, and the trial is ongoing in the
United States.

3.3.2 BPB1 for Refractory Headaches

Several feasibility clinical trials have suggested that that chronic stimulation of
the greater occipital nerve may improve symptoms in patients with frequent
medically refractory migraines as well as in other severe headache syndromes
[31–37]. The BPB1 has been implanted for chronic stimulation of the
greater occipital nerve in several feasibility clinical trials for the treatment of
refractory headaches. Using custom designed implant tools, a microstimulator
may be implanted adjacent to the greater occipital nerve through a 4 mm
incision at top of the neck [38]. Figure 11(A) and 11(B) show the location of
the Bion� microstimulator once it has been implanted adjacent to the greater
occipital nerve [39]. The patient is able to recharge by lying down on the same
RF-charging coil as is described above for UUI, only the coil is padded as a
pillow instead of a chair pad.
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Fig. 11(A) Illustration of the Bion� microstimulator implanted adjacent to the greater
occipital nerve

Fig. 11(B) Radiograph of
the Bion� microstimulator
implanted adjacent to the
greater occipital nerve
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Feasibility clinical studies of the BPB1 for refractory headache were conducted
at theMichiganHead Pain andNeurological Institute (AnnArbor,MI, USA), the
Mayo Clinic (Scottsdale, AZ, USA), and the Institute of Neurology and National
Hospital for Neurology andNeurosurgery, Queen Square (London, UK). TheUS
centers included patients with frequent medically refractory migraine and chronic
cluster headache. The UK center included patients with the aforementioned
diagnoses as well as patients with hemicrania continua and SUNCT (short-lasting,
unilateral, neuralgiform headache attacks with conjunctival injection and tearing).
All patients were activated within a few days of implantation.

All of the patients in the feasibility studies completed a 28-day headache diary
and a Migraine Disability Assessment (MIDAS) at baseline prior to implanta-
tion, and another 28-day diary was completed during the third month post-
stimulation. The outcomemeasures included the change in a number of headache
attributes at 12 weeks as compared to baseline including severity, frequency, and
duration as well as the MIDAS as a measure of migraine-related disability.

A case report on one of the microstimulator patients describes a 56-year-old
male with a 10-year history of refractorymigraine prior to implant. At 3months
post-activation, he demonstrated a decrease in MIDAS score from class IV
(severe disability) to class I (minimal or infrequent disability) and a decrease in
average VAS score from 7/10 to 0/10 [39].

3.3.3 BPB1 for GERD (Preclinical)

Programmable stimulation under patient control to increase lower esophageal
sphincter (LES) pressure may be useful in the control of gastroesophageal reflux
disease (GERD). Acute experiments with endoscopic implantation of the BPB1
in the LES and selective stimulation of the LES were performed in three dogs.
Baseline LES pressure prior to implantation was established via manometry.
Once the microstimulator was implanted in the LES, manometry was repeated
with activation and deactivation of microstimulator stimulation to observe the
changes in LES pressure. The mean LES pressures at baseline in the three dogs
were 13.0, 5.0, and 14.9 mmHg, and no significant change was observed imme-
diately following implantation with the microstimulator deactivated. Following
activation of stimulation, the resultant LES pressures were 62.1, 35.1, and
26.8 mmHg, respectively, a statistically and clinically significant increase. Endo-
scopic implantation of a microstimulator represents a novel approach to the
treatment of GERDand possibly to other gastrointestinal motility disorders [40].

4 Summary

The Bion� microstimulator has demonstrated promising results in several
clinical applications, including rehabilitation of hypotrophic muscles and sti-
mulation of peripheral nerves for treatment of overactive bladder andmigraine.
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The novel form factor of the microstimulator allows it to be implanted via a
minimally invasive procedure in a variety of locations in the body, and its small
size allows it to be directly implanted in the limbs, neck, and head. Additionally,
the battery-powered Bion� microstimulator contains a rechargeable battery
that may last up to 20 years, offering a convenient alternative to larger implan-
table neurostimulation systems.
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Brain Control and Sensing of Artificial Limbs

Joseph H. Schulman

Abstract This chapter discusses the possibility of making an artificial limb that
an amputee can control and feel as if it were his own. The technology is now
available to make electrical connections to hundreds or thousands of neurons in
the stump of an amputated limb. The extreme miniaturization that is now
possible in combination with modern digital signal processing in radio commu-
nication and the advances in implantable technology over the last half century
provide sufficient impetus for the development of such an advanced prosthesis.
An approach using the concept of the Utah slanted bed of nails in conjunction
with the subminiturization, high-speed low-power communications, and
advanced biocompatible packaging technology developed at the Alfred Mann
Foundation is described.

1 Introduction

The ability to make artificial limbs that have touch and proprioceptive feeling
and joint movement similar or identical to the natural limb is now possible and
will soon be a common reality. When a limb is amputated, in most cases, all the
neurons that still have attached cell bodies remain viable.With the development
of integrated circuits and digital signal processing, it is now possible to implant
tiny multi-electrode wireless assemblies on peripheral nerves which can detect
or cause neuronal spikes on hundreds or thousands of specific neurons. The
electrical pulse signals on motor neurons can be used to control flexion and
extension of artificial joints. Joint angle position and touch sensors on the
artificial limb can be used to stimulate electrical pulses on the appropriate
proprioceptive and touch sensory neurons.

This chapter describes some of the research and technology development
going on in this field and a proposal to make a commercial version of a
peripheral nerve interface. At the present time there is a large program funded
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by Defense Advanced Research Program Agency (DARPA) to develop high-
quality artificial limbs. A major effort to make a peripheral nerve interface is in
progress at many universities and laboratories. At the University of Michigan
where major research to develop neuronal electrodes using integrated silicon
chip technology has been ongoing for 20 years, there is research attempting to
use this technology for the peripheral nerve interface [1].

Another approach is to redirect the nerves from the stump to another area
such as the chest, so a non-invasive system such as surface electrodes can be
used to detect or stimulate the appropriate neural signals [2]. A major program
is also ongoing at University of Utah to develop a silicone slanted bed of nails
electrode array with electronics built in to wirelessly power and communicate
with prosthetic limbs [3]. This program seems to be the most promising in that
theoretically it can provide the most data channels in and out of the nervous
system with a small number of implantable devices [4].

At the Alfred Mann Foundation (AMF), Valencia CA, a major effort in
miniaturization of neural sensing and stimulating electronics for the battery-
powered injectable micro-devices has been ongoing for the last 10 years [5]. This
includes high speed very low-power multiple channel radio communications [6],
hermetic sealing, and biocompatible long lasting implantable packaging tech-
niques [7]. In this chapter the design of a long-term reliable commercial product
based on the Utah approach, using the AMF technology has been proposed.

2 Limb Loss and Electrical Neural Stimulation

2.1 Limb Loss in the United States

According to the Amputee-Coalition [8] in the year 2007 there were approximately
two million people with missing limbs. They also report a yearly incidence of
185,000 new amputations per year. According to the Amputee-Coalition, Limb
loss can occur due to trauma, infection, diabetes, vascular disease, and cancer. The
majority of these are leg amputations in male patients as can be seen in the Tables
1 and 2. These numbers do not include people with missing fingers and toes.

Table 2 Amputees grouped in years by age and gender in 1996 [8]

Age 18–44 45–64 65–74 75+

Population 293,000 305,000 395,000 223,000

Population

Male 893,000

Female 392,000

Table 1 Limb loss in different amputee groupings [8]

Elbow to shoulder 3%

Wrist to elbow 4.6%

Above knee to lower thigh 32.6%

Ankle to above knee 53.6%
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2.2 Stimulation on Peripheral Nerves, Neurons, and Neuroma

There are four or more nerves controlling each limb depending on the closeness

to the spinal cord (see Fig. 1). Each nerve has hundreds to thousands of

neurons. The peripheral neurons that cause muscles to contract are called

motor neurons and the peripheral neurons that carry information from the

periphery to the central nervous system are called sensory neurons. All neurons

are living biological cells and have a component called the cell body. The cell

body contains organelles within it and normally supplies nutrients to the rest of

the neuron.

When a nerve is cut, the section of each neuron that is separated from its cell

body stops functioning and dies. However the section that remains connected

to the cell body remains viable. At the cut end of the viable part of the nerve,

an irregular shaped end cap called a neuroma is formed to seal the opening. An

oscilloscope attached to an electrode which is near a neuron will detect the

electrical spikes traveling down the neuron. An electrical pulse generator

when attached to the electrode can induce electrical spikes on a nearby

neuron. These facts provide the means to interface peripheral neurons to an

artificial limb.

Fig. 1 The major nerves in the arm and leg. From each major nerve branches spread out to
innervate every group of muscle fibers. Other branches spread out to monitor proprioceptors
for joints and touch sensors
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3 Experiments on Humans and Animals

3.1 Development of the Utah Bed of Nails Electrode Array

In the 1990s Dr. Richard Norman and his group at the University of Utah

developed the bed of nails (BON) electrode array for detecting and studying

signals in the human brain [9], and individual neurons [10].
In other work, the sensed neural signals were above the +/� 20 mV noise

level and were detectable with amplitude window and time window sorting [11].
In September, 2000 the Journal of Neurophysiology received an article from

Branner, Stein, and Normann [12] describing the successful use of a novel

slanted bed of nails (SBON) electrode to stimulate individual neurons in the

cat sciatic nerve. The slanted bed of nails electrode was made using the same

MEMs methods as the bed of nails (BON) electrode array [10] but with varying

electrode length (see Fig. 2).

The slanted bed of nails (SBON) was designed to make electrical contact
with different layers of neurons in a nerve. Maximum stimulation levels
were reported to be less than 200 mA at 200 ms. A comparison between the
BON and the SBON in Fig. 3 shows the position of the electrode tips in
nerves.

3.2 First Human Implant to Control Robotic Devices

In 2002 a studywas carried out by ProfessorKevinWarwick and co-workers. [13]
in England and in the United states in which a Utah BON 100 needle array was
implanted in the medial nerve of Warwick’s wrist. Twenty needles of the BON
plus two indifferent electrodes were connected through a 22 wire cable which was

Fig. 2 Utah slanted bed of
nails (BON): 100 electrodes
in a 4.2 � 4.2 mm array.
(Reproduced from Ref. [12]
with permission from The
American Physiological
Society)
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tunneled under the skin of the arm to a location below the elbow. At that location

the cable was terminated at a connector mounted in the arm (see Fig. 4).

Many experiments were performed, using nerve signals: Among these experi-
ments one was to use his motor neuronal spike signals to control a robotic hand
(see Fig. 5), and another was to use the neuronal spikes to steer and drive a
wheel chair (see Fig. 6).

This prosthesis named ‘‘SNAVE’’ after its designer contains force and slip
sensors in the fingers and palm and uses a microcontroller to co-ordinate the

Fig. 3 Comparison of the Utah Electrode Array (UEA) and the Utah slanted electrode Array
(USEA). The position of the electrodes and their tips in the nerve are shown in both pictures
(from the side and the front). (A) All 100 electrodes of the UEA are 1 mm long. (B) The USEA
has 10 electrode rows of varying length (0.5–1.5 mm). (Reproduced from Ref. [12] with
permission from The American Physiological Society)

Fig. 4 This photo taken
during the implant surgery
shows the electrode passer
used to position the array in
the arm. (Reproduced from
Ref. [13] with permission
from Dr. K. Warwick)

Brain Control and Sensing of Artificial Limbs 279



operation. Joint flexion sensors allow for adaptation of the grip shape and for

the force applied to the object to be modified by the microcontroller such that

the lightest possible touch is applied.

In this study, the integration value from the neural implant was broadcast to

the prosthetic hand in order to set the hand flexion. Two thresholds were set

such that the hand could achieve three set positions, full closed, 50% open, fully

open. The on-board ‘‘intelligence’’ of the SNAVE hand was used to control the

hand grasp function, such that the hand automatically grasped shut, if the

activity was below the lowest threshold. The subject’s ability to control the

hand is shown in Fig. 7.

Fig. 5 Dr. Warwick at
Columbia University in NY
using only nerve signals
operated an artificial hand
prosthesis in Reading
England via the Internet.
(Reproduced from Ref. [14]
with permission from
Wiley-Blackwell)
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Fig. 6 The subject attempts
to adjust the prosthetic hand
flexion to reach the desired
hand position. (Reproduced
from Ref. [14] with
permission from
Wiley-Blackwell)
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The light sequencing box allowed him to rapidly select which motion he
desired (forward, backward, left, or right). Closing his hand was the command
signal to halt the sequence and initiate the movement. He was able to drive and
navigate the wheelchair with this equipment.

The system operated for 3 months as the wires gradually broke, until only
three of the wires were left operating (two indifferent and one electrode). The
system was explanted on June 18, 2002, after an implantation period of 96 days.
Following the explants it was determined that the Utah BON was undamaged.
The breaking of the wires occurred where the cable left the arm. His median
nerve apparently was not damaged. No perceivable loss of hand sensation or
motion control was experienced by Dr. Warwick and was not detected by
comparing tests taken before, during, and after explanation.

3.3 Testing of the Concept in Amputees

In August 2003 the American Society for Surgery of the Hand Journal received
an article by Dhillon, Lawrence, Hutchinson and Horch [15] describing the
residual function in Peripheral Nerve Stumps of Amputees, and its implications
for neural control of Artificial Limbs. In eight amputee patients several

Fig. 7 Dr. Warwick, using only nerve signals, demonstrated the operation of a wheel chair.
On the right is the sequencing indicator and controller box. (Reproduced from Ref. [13] with
permission from Dr. K. Warwick)
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longitudinal intrafascicular electrodes were each implanted in micro-clusters of

neurons in a fascicle. The experiments demonstrated that long-term patients

could reliably generate motor control signals when they attempted to move

their missing limb components. The patients also were able to repeatedly detect

tactile and proprioceptive signals when specific neurons were stimulated. This

and other work has demonstrated that many peripheral nerves in the stumps

remain viable in the long-term amputee. The experimental setup is shown in

Fig. 8. Other similar studies have confirmed these findings [16].

4 Implants: Designing the Ultimate Peripheral Nerve Interface

4.1 The Implant Design

In the human limb there are several peripheral nerves and their branches located

at one or more muscle thicknesses away from the surface of the skin. Any wires

coming from an attachment to the nerves to any location between the muscles

and the skin will be pulled and pushed as the limb is moved and as the muscles

Fig. 8 Experimental setup for an amputee patient with several longitudinal intrafascicular
electrodes implanted in micro-clusters of neurons in a fascicle. The cable from the saddle
connector leads to a stimulating and recording setup controlled by a laptop computer. Motor
signals were recorded in differential mode between a reference and an intraneural electrode.
The signals were sent to a loudspeaker with a noise clipper and fed through an analog-
to-digital converter to a battery-powered laptop computer (Reproduced from Ref. [15] with
permission from Elsevier)
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are contracted and relaxed. This pushing and pulling can damage any nerve the

wires are attached to. The best solution is not to have any wires at all.
This can be accomplished by having a group of electrodes in which each

electrode is in contact with a different neuron, and each electrode is connected

to a small package at the surface of the nerve. This package must contain all

the amplifiers, stimulators, power supplies, and other components. If the

package is small enough and attached securely, limb and muscle movement

should not displace or damage the electrode–neuron interface. This means

Fig. 9 A conceptual design showing three SBONs on different nerve locations, and the
prosthetic with the primary coil in the socket wall of the prosthesis. The prosthetic control
unit (PCU) contains the battery, and the data transceiver that (1) receives spike data from all
of the SBONS on motor neurons and uses this data to control actuators on the prosthesis to
cause flexion and extension and (2) to transmit to the SBONS sensed information from the
prosthesis for touch and proprioception. The clinician’s programmer is used to electrically fit
the prosthesis to the peripheral nervous systems
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that power has to be brought into the package through a wireless method, and

the two-way communication between the limb and prosthetic must also be

wireless.
The plan here is to use the concept of the Utah slanted bed of nails (SBON) in

a totally wireless system. The ‘‘bed’’ of the SBON becomes the small package

containing all the electronics. The prosthesis could contain the battery for

powering the implant. The power should come from a closely coupled magnetic

coil which acts as the primary winding of a transformer with the coil in the

‘‘bed’’ being the secondary winding. If the prosthesis has a socket into which fits

the stump of the amputated limb, the primary coil can be wound in the socket

wall coaxially with the secondary coil in the ‘‘bed’’ for optimum coupling (see

Fig. 9).

4.2 Challenges and Problems in the Development of Implantable
Miniature Peripheral Nerve Interface

There are several mechanical and electronic problems to overcome to develop a

system that will stimulate and sense individual neurons in the peripheral nerves

of an amputated limb. Certain requirements are necessary for miniaturization

and to function without wires or cables.

4.2.1 Packaging Hermeticity

One way to look at the human body is to think of it as a bag of salt water with

tissue suspended in it. Since high impedance integrated electronics would fail in

salt water, all electronics must remain dry inside a container. Also the container

must not be corroded by the salt water fluids of the body, and the container

itself must not damage the body. Themost efficient way to do this is tomake the

bed of the bed of nails one wall of the hermetic package. That means that each

nail must conduct electrically via a hermetic feed-throughs to the inside of the

package.
At the Mann Foundation over the last few decades we have developed

titanium to ceramic feed-throughs technology in a variety of implantable devices.

The brazed parts do not exhibit passive or active corrosion in saline, or any non-

biocompatability effects. A bed of nails can be constructed out of an array of

titanium feed-throughs brazed to a thin ceramic wall (see Fig. 10). This has the

advantage that the ceramic wall with the brazed electrodes can be part of the

hermetic package that contains the electronics. The titanium feed-throughs can

be needle electrodes that are each brazed to a ceramic plate. Each electrode has a

post that protrudes hermetically through the ceramic plate. The other end forms

the needle electrode. Each electrode is coatedwith an insulator having an exposed

platinum or iridium coated surface.
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Another design uses a titanium feed-throughs post which has an iridium or

platinum–iridium metal pin welded to it with a coated insulator except for the

exposed electrode surface (see Fig. 11).

The small space in the SBON package (i.e., ‘‘bed’’) containing all of the

electronics must be hermetic. The ‘‘bed’’ is made out of a ceramic floor

and contains the feed-throughs for the needle electrodes, and a ceramic

roof. The roof may contain feed-throughs for indifferent electrodes. Also

the titanium walls could be used as an indifferent electrode. The roof and

floor are each brazed to a surrounding titanium wall that is about half of

the ‘‘bed’’ thickness. The edges of the walls are designed to fit together.

After the electronics are mounted in the floor and ceiling, the two halves

are fitted to each other and the two titanium walls are welded together.

This ‘‘bed’’ can be tested by sealing the package in a dry argon atmosphere

with about 30% helium gas. After it is sealed it can be tested with a

helium leak detector to confirm hermeticity. To provide a long hermetic

life, it may be desirable to also insert a water absorbent getter inside the

package.

Fig. 10 Photo showing 3�3
titanium to ceramic brazed
pin array in a ceramic plate

Fig. 11 This sequence shows an iridium pin welded to a titanium feed-through
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4.2.2 Implant Size

Nerves vary in thickness depending on location and function. Nerves start
out from the spinal cord relatively thick, between 5 and 10 mm in diameter,
and get thinner as branches divide out to connect to muscles and other
organs on their route to the distal ends of the limb. The thick nerves contain
many hundreds or thousands of neurons. The branching nerves contain
fewer and fewer fibers until very thin branches containing less than a
hundred fibers connect to muscles. Since there is a possibility that the
needles can sever one or more neurons when the BON is inserted into the
nerve, it was decided that the BON should be inserted close to the ampu-
tated end of the nerve. The original BON designed by Dick Norman and his
team was designed specifically for a flat area on the cortex of the human
brain. We decided that since our bed of nails is designed for peripheral
nerves close to the stump, we could make it more rectangular since it will lie
parallel to the axis of the nerve. It was decided to take advantage of the
nerve geometry and make an 8 by16 electrode array fitting on a foot print
of about 5 � 10 mm. A diagonal view of the planned SBON design, with a
3 mm thick package forming the bed of the bed of nails is shown in Fig. 12.
Figure 13 shows an internal view of the ‘‘bed’’.

4.2.3 Internal Construction of the Implant

The electronics needs to have the ability to either monitor or stimulate each of
the 128 electrodes on the SBON simultaneously. The stimulation requires that

Fig. 12 Planned slanted bed of nails (SBON) showing a three millimeter thick electronics
package in the form of the ‘‘bed’’. The needles are brazed through a floor composed of a
ceramic plate. The sides are titanium walls brazed to the side of the ceramic floor and ceramic
ceiling. The titanium walls of the floor and ceiling are welded together
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each electrode have a capacitor electrically in series with it to protect the tissue
from direct current during stimulation. These capacitors are too large to be part
of the integrated circuit. Each electrode needs its own isolated capacitor. A
major design requirement for miniaturization is to reduce the amount of wires
and connections as much as possible.

The integrated circuit will contain at least 64 amplifiers and 64 stimulator
circuits that can be hooked up to any electrodes in unipolar or bipolar mode. To
reduce the number of wires and wire bonds, it was decided to have the 128
capacitors required for stimulation electrodes mounted in an 8�16 array
matching the needle post array to which they would be bumped. Bumping is
an industrial process in which a precise machine aligns the electrical pads on one
surface of a component with a matching set of pads on the surface of another
component, and then simultaneously connects each pair of matching pads by
using conductive epoxy, welding or some other means.

The capacitor array will be bumped to the electrode posts, and the integrated
circuit will be bumped to the capacitor array. This eliminates the 128 connec-
tions between the IC and the cap array, and the 128 connections between the
cap array and the bed nails. In Fig. 13 one can see the IC chip sitting on the
capacitor array, and the capacitor array sitting on the ceramic plate which
contains the posts of the electrode needles. Each needle post is bumped to one
side of a specific capacitor in the array, and the other side of that capacitor is
bumped to a pad on the IC chip.

4.2.4 Components on the Hybrid Circuit

On top of the chip will be a thin ceramic hybrid circuit with additional compo-
nents which require wire connections to the large IC chip. These components
are described in following sections.

Fig. 13 Cross section of the
SBON showing where the
various components will be
located
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4.2.5 Coil and Antenna

A ferrite wound coil is used to pick up the 125 kHz magnetic field energy for
powering the device. A pole or loop antenna is designed to radiate and receive
the propagated 400 mHz radio signals communicating with the prosthetic
control unit (PCU).

4.2.6 Chip and Crystal Oscillator

An integrated circuit chip is used for converting the 125 kHz to a regulated dc
voltage and a capacitor acts as a battery to store this energy for powering. A
crystal provides an accurate frequency clock for timing and radio frequencies.

4.2.7 Indifferent Electrodes

At each end of the cap array there will be eight extra pads connected to eight
extra bumped pads from the large IC chip. These 16 pads are used for wire-
bonding between the large IC chip and the hybrid. This is the path for the IC to
connect to the hybrid circuit. At this time only 10 wires are needed connecting
the hybrid to the large IC chip.

When in unipolar mode there will be a requirement for several selectable
indifferent electrodes in case there is a muscle generating a large EMG potential
adjacent to one of the indifferent electrodes. Besides the metal band going
around the sides of the bed, there will be four other indifferent circular electro-
des mounted on the ceramic roof (cover).

4.2.8 Wireless Power

The power will be wirelessly transferred to the SBON via a 125 kHz magnetic
field. The efficiency of the ferrite pickup coil is on the order of 1% or less. The
circuit in the SBON is designed to protect the SBON from overheating if the
field gets very large. The circuit reduces the excessive undesired power by
causing the coil to be detuned. The low efficiency and the method of self-
regulation permit the use of over 20 SBONs to be safely powered simulta-
neously from a single primary coil. The axis of the ferrite coil is aligned with
the nerves which are aligned with the limb axis. The prosthetic wall of the socket
contains a coil which has its axis aligned with the axis of the limb.

4.2.9 Wireless Communication

Each SBON must be able to communicate all spike data detected by its ampli-
fiers connected to the motor neurons to the actuator circuits controlling the
appropriate joint, and simultaneously transmit all the sensory signals detected
by the sensors in the prosthesis to the stimulators connected to the appropriate
sensory neurons (see Fig. 14).
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The communication channel used is a UHF channel in the Medical Micro-
power Band presently being presented to the FCC and NTIA for approval by
the Alfred Mann Foundation (AMF). It consists of four 5 MHz wide bands in
the 410–460 MHz region. Each band can simultaneously communicate in both
directions to 850 electrode channels each at a rate of about 100 communications
per second for each electrode. Each SBONwill only use the number of channels
that it needs. The communication method uses Time Domain Multiplexed
Access (TDMA). There are 850 receive time slots and 850 transmit time slots
in each 10 ms frame. Fifteen bits of data are sent and 10 bits of data are received
in the form of Quad-Phase modulation 100 times per second. Each electrode
channel is assigned a specific 5 ms time slot. Each electrode channel receives the
15 data bits plus 15 forward error detection bits during its receive 5 ms time slot
and sends back 10 data bits plus 10 forward error detection bits in a 5 ms
transmitting time slot. These propagated UHF radio signals will travel through
about four inches of tissue and be reliably detected. Each 5 ms RF energy burst is
about 1 mW of effective radiated power.

4.2.10 Prosthetic Master Control Unit (PMCU)

The PCU is a computerized battery-powered device that is used to co-ordinate
the artificial limb for the patient by properly routing the sensor and actuator
signals between the motor and the sensory neurons.

The prosthesis contains a PCU that has five operational functions:

1. Generate a 125 kHz magnetic field to power the SBON.
2. Transmit a UHF radio signal to the SBON using the Medical Micropower

Band protocol.
3. Receive a UHF radio signal from the SBON using the Medical Micropower

Band protocol.

Fig. 14 Communication
path between the three
SBONs mounted on the
nerve and the prosthetic
control unit (PCU)
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4. Send command signals from the patient’s motor neurons to the actuators in
the artificial limb.

5. Send sensor signals from the artificial limb to stimulate the appropriate
patients sensory neurons.

4.2.11 Clinicians Fitting Unit

The clinicians fitting unit is a notebook computer designed to permit the
clinician to fit each sensor on the artificial limb to the proper sensory neuron,
and to fit each motor neuron to the proper actuator. It will permit oscilloscopic
recording of individual sensory units with a resolution of 30,000 samples/
second, and adjust the data reduction circuit in the SBON to permit the patient
to control his limb.

Each voltage amplifier has a programmable data reduction circuit. The
circuit has a spike peak height window detection circuit for positive and
negative spikes and a time window circuit for the spike width. The thresholds
to the positive and negative spike window circuits and the time window can be
adjusted by the clinician to select out a specific spike. If the electrodes pick up a
great many spikes within the 10 ms windows, the clinician can use a rectify and
integrate mode to get a high and low figure of merit acceptance value. From a
review of the signals picked up with the BON devices, it appears that these two
selection routines will always be sufficient to select the proper spikes or group of
spikes required to control the actuators.

5 Conclusion

This study indicates that it is possible to construct a robust SBON peripheral
nerve interface with a bed that is between 2 and 3 mm thick that contains all the
electronics for a completely wireless implantable system. Based on BionTM test
data [4–7], it appears that a lifetime in excess of 80 years will be possible for such
a device. The titanium or iridium metal electrode nails in such a device is very
sturdy and will bend without breaking if accidental lateral forces are applied.
This method of packaging is now used successfully in many implantable
devices.

Acknowledgment The author wishes to thank the Alfred Mann Foundation for funding this
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Magnetic Stimulation of Neural Tissue:

Techniques and System Design

Eric Basham, Zhi Yang, Natalia Tchemodanov, and Wentai Liu

Abstract Magnetic stimulation of neural tissue is an attractive technology
because neural excitationmay be affected without the implantation of electrodes.
This chapter provides a brief overview of the technology and relevant literature.
While extensive magnetic stimulation modeling and clinical experimentation
work has been presented, considerably less quantitative in vitro work has been
performed. In vitro experiments are critical for characterizing the site of action,
the structures stimulated, and the long-term tissue histological effects. In vitro
systems may also facilitate the development of novel magnetic stimulation
approaches. To demystify magnetic stimulation systems, this chapter presents
an in vitro experimental system using a systematic design methodology. The
modeling methods are designed to aid experimentation. Circuit schematics, test
rigs, and supplier information are given to support practical implementation of
this design methodology. Example neural preparations and their modeling and
use are also covered. Finally, as an alternative to pulsed discharge circuits for
magnetic stimulation, this chapter shows how to use a circuit to deliver asym-
metric current pulses to generate the magnetic field.

1 Introduction

Magnetic stimulation of neural tissue is an intriguing technology because stimulation
may be affected without direct contact to the tissue under study. Magnetic stimula-
tion has advantages over electrical stimulation in biocompatibility, bioresistance,
and operational biotoxicity. Rather than creating an electric field via the injection of
current, as in electrical stimulation, magnetic stimulation arises as a result of the
induced fields created within the tissue. A conceptualized system is shown in Fig. 1.
In short, a time-varying current flowing through a coil generates a time-varying
magnetic field. The time-varying magnetic field induces an electrical field within
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the tissue. During magnetic stimulation, the stimulating coil may be sealed and

remain completely isolated from the target tissue. Since there is no metal–electrolyte

interface, as is the casewith electrodes used for electrical stimulation, issues of charge

transfer, electrode surface modification, and corrosion are mitigated. In addition,

magnetic fields penetrate unattenuated through non-conductive tissue because the

permeability of tissue at low frequencies (<50 kHz) is near unity.
Since no direct electrical connection between the target tissue and the device

is required, magnetic stimulation applied externally may be used to stimulate

neural tissue without surgical implantation of electrodes. One of the most

important applications of external excitation of neural tissue is transcranial

magnetic stimulation (TMS). TMS is used for mapping functional areas of the

brain, sleep studies, and the treatment of depression. External magnetic stimu-

lation has also been used as an alternative to functional electrical stimulation

(FES) to mitigate incontinence, treat pain [1], evaluate spinal function, and as

a diagnostic tool for evaluation of nerve damage [2]. Reviews of magnetic

stimulation and TMS in particular are available in [3–8].
Magnetic stimulation with traditional methods confounds in vitro experi-

mentation as the area of effect is quite large and interferes with standard electro-

physiology recording equipment. The resulting electromagnetic interference and

mechanical constraints are especially evident in adherent cell electrophysiological

studies of magnetic stimulation. Typically, only large and long neural prepara-

tions (centimeters in length) can be used for experimentation. A properly scaled

system also facilitates the study of the histological effects of magnetic stimulation

Time Varying
Current Source

Magnetic Field

Coil (ur, L)

Axon

Electric Field (δEx//δx)

Action Potential

z

di/dt

Fig. 1 Magnetic stimulation conceptual system overview. Critical system design parameters are
the current ramp rate of change di/dt, the coil relative permeability ur, inductance L, and the coil
distance from the nerve z. The spatially varying electric field @Ex/@x produced depolarizes the
axon, shown as the shaded area along the axon, and leads to the initiation of an action potential
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and aids in the investigation of pulsed electromagnetic fields on nerve regrowth.
These are both active areas of investigation [9–11]. Currently, commercially
available systems or system descriptions are lacking for important neuroscience
animal models such as rat or mouse. Scaled magnetic stimulation systems may
also facilitate animal model experimentation and lead to insight not available
through clinical experimentation.

While extensive magnetic stimulation modeling work has been presented
[12–17], considerably less quantitative in vitro work has been performed [18–20].
In vitro experiments are critical for characterizing the site of action, structures
stimulated, and the long-term tissue histological effects of magnetic stimulation.
The disparity in experimental versus modeling research is predominantly due to
the difficulty in understanding the electromagnetic interaction with neural tissue
during experimentation. For example, inserting electric probes into the tissue
during stimulation alters the fields produced and thus the experimental results.

There is still some debate about the exact nature of the interaction of magnetic
fields with nervous tissue [21–23], exemplifying the need for flexible, quantitative
experimental systems. In a recent clinical evaluation of repetitive TMS (rTMS),
the key difference in efficacy was found to link closely with the manufacturer
model (and thus the specific waveform) generating the biphasic pulse [24].

Modifying full-scale magnetic stimulation systems in a clinical environment
presents significant challenges to proof of concept experimentation. As an exam-
ple, there is little data that covers co-stimulation (pairing electrical stimulus with
magnetic stimulus) and paired pulse protocols. Rapidly reconfigurable in vitro
systems can be invaluable for developing better predictive models, correlating
effects of clinical experiments [25], and developing proof of concept systems.

In the following chapter, we outline amethod that relies on the use of first-order
estimates to facilitate experimentation.We hope to demystifymagnetic stimulation
experiments by simplifying the modeling methods and describing the experimental
apparatus. Since magnetic stimulation systems are more complex than electrical
stimulation systems, both from the perspective of modeling and apparatus, we
touch on design techniques for the modeling, computer control, data acquisition,
coil design, circuit design, and recording methods. We then use a scaled magnetic
stimulation system to investigate a new approach to magnetic stimulation circuit
design. Two example neurological preparations and the reasoning for their use are
also covered. While at some points the discussion may appear oversimplified or
pedantic, the focus of this chapter is to facilitate lab experimentation and offer a
conceptual starting point for further experimentation.

2 Field-Based Comparison of Electrical and Magnetic Stimulation

Compared to magnetic stimulation of neural tissue, electrical stimulation is well
understood andwell characterized. In 1947, Hodgkin andRushton reported the
first experimental application of passive cable theory to axons [26]. A significant
review of experimental results of extracellular electrical stimulation later
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occurred in [27], and the author presented an instructional chapter oriented
toward laboratory practice and qualitative analysis in [28]. In [29], Rattay
introduced an efficient quantitative approach for modeling the response of an
axon to extracellular stimulation. The method introduced the concept of the
‘‘activation function’’ for prediction of extracellular stimulation response. For
extracellular electrical stimulation, the second derivative of the external potential
in the direction of the axon is responsible for activation of the axon. Rattay’s
work focused on the derivation of a modified form of the cable equation that
included a source term shown on the left-hand side of Equation (1)

l2m
@2Veðx; tÞ

@x2
¼ �l2m

@2Vmðx; tÞ
@x2

þ t
@Vmðx; tÞ

@t
þ Vmðx; tÞ; (1)

where the length and time constants of the neural membrane (lm and tm,
respectively) are defined as

lm ¼
ffiffiffiffiffi

rm
ri

r

and tm ¼ cmrm (2)

Vm is the transmembrane voltage defined as the voltage difference between
the intracellular and the extracellular fluid (Vm=Vintracellular-Vextracellular), rm is
membrane resistance times unit length (kO �cm axon length), ri is intracellular
resistance (O �cm�1), cm is membrane capacitance per unit length (F �cm�1). Ve

is the stimulating electrode voltage and the axon lies along the x axis as depicted
in Fig. 2. Both Ve and Vm are functions of location and time. Setting Vm to zero
leads to the definition of the ‘‘activating function’’, l2�@Ee/@x, which is useful
for determining the initial change in Vm.

The activating function allows estimation of stimulation based on the

membrane length constant and the spatially varying electric field [30]. The

activation function provides a method to quantitatively predict the behavior

of the axon to external electrical fields. Regions of the cable where @2Ve/@x
2

Ie

z r

x
D

σe

σi

Fig. 2 Geometric description of stimulation of a long uniform fiber by a point source.
An extracellular point current source Ie is located a distance z from the cylindrical fiber of
diameter D and intracellular conductivity si. Fiber and source are immersed into an unbound
extracellular medium of uniform conductivity se. The geometrical representation is used to
derive the electrical field distribution along the fiber
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Fig. 3 Diagrammatic comparison of fields induced by a cathodal point source (a–d) and a
squaremagnetic stimulation coil (e–g). (a) nerve lies above the point source and the shaded area
represents the magnitude of the spatially varying electric field. With the nerve fiber placed as
shown in (a), (b) shows the magnitude of the extracellular potential Ve along the fiber, (c) shows
the magnitude of the electric field along the fiber, and (d) shows the derivative of electric field
along the fiber for cathodal electrical stimulation. (e) nerve lies above the coil and the shaded
area represents the positive magnitude (light shading) and negative magnitude (dark shading) of
the spatially varying electric field. With the nerve fiber placed as shown in (e), (f) shows the
magnitude of the electric field along the fiber, and (g) shows the derivative of electric field along
the fiber for magnetic stimulation. Comparing the two methods, cathodal electrical stimulation
generates a single depolarizing peak and two much smaller hyperpolarizing peaks, while
magnetic stimulation generates a hyperpolarizing and a depolarizing peak of approximately
equal magnitude. As a note: the situation for anodic electrical stimulation varies slightly as a
strong hyperpolarizing peak and two small depolarizing peaks are generated. Excitation occurs
when the small depolarizing peaks reach the necessary magnitude to fully depolarize the fiber.
Typically 5–7 times as much current are required to stimulate anodically as cathodically
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were greater than zero were shown to be depolarized. Regions where @2Ve/@x
2

are less than zero are predicted to be hyperpolarized, as depicted in Fig. 3.

Ve ¼
Ie

4psðx2 þ z2Þ (3)

The electric field is equal to the gradient of the scalar potential, Ve, from the
point source electrode

~Ee ¼
@Ve

@x
¼ Iex

4psðx2 þ z2Þ
3
2

(4)

where Ie is the current injected by the point electrode, s is the extracellular
medium conductivity, and z is the distance between the point source and the
axon. The spatially varying electric field from a point source electrode at a
height, z, above the axon is

@~Ee

@x
¼ Ieð2x2 � z2Þ

4psðx2 þ z2Þ
5
2

: (5)

Thus, we can directly calculate dEe/dx from Equation (5) given the electrode
input current, extracellular conductivity, position of the electrode, and the cable
equation. With the source term modified to reflect the spatially varying electric
field the cable equation is

l2
Ieð2x2 � z2Þ
4psðx2 þ z2Þ

5
2

¼ l2
@~Ee

@x
¼ �l2m

@2Vmðx; tÞ
@x2

þ t
@Vmðx; tÞ

@t
þ Vmðx; tÞ: (6)

There is some debate in the literature as to whether the activation function
is more conveniently defined as @Ee/@x or as l2�@Ee/@x [31], but here we use
activating function to refer to l2�@Ee/@x, and define the spatially varying electric
field as dEe/dx, that is, the rate of change of the electric fieldwith respect to thex axis.

The cable model provides insight into the interaction between the electric
fields and the neural tissue, but it does not completely describe the dynamics of
the system. The peak spatially varying electric field and the length of time the
electric field is maintained are both essential components to understanding the
generation of an action potential in neural tissue. For example, the activating
function fails to correctly predict the depolarized or hyperpolarized regions
for longer time periods or wider areas of stimulation (p. 214, [32]). Vexing
questions about the validity of the activation function remain [33, 34]. These
inconsistencies have led to efforts to improve the passive cable model’s pre-
dictive capability via simulation [23, 35–40].

Several time points should be collected to facilitate the correlation of modeling
and experimental data. The plot of time point versus stimulus strength is called a
strength-duration curve. The strength-duration curve is an invaluable experimen-
tal metric. Analysis of experimental data can be used to obtain an estimate of tm
through fitting of Equation (7). The curves can also be qualitatively compared and
the comparison can provide some insight into physiological conditions.
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Ith ¼
Irheobase

1� e
�

tduration
t

� �

0

@

1

A

: (7)

In this equation, Ith is the current stimulus threshold sufficient to generate a
neural response (action potential) in 50% of the trials. tduration is the length of
the experimental stimulus pulse, and tm is the membrane time constant as
defined in Equation (2). Irheobase is the minimum current stimulus that produces
any response as t!1. Chronaxy is defined as the duration at which stimulus
occurs at twice the rheobase. During actual experimentation, the rheobase is
estimated at approximately 10� the chronaxy of the nerve. More information
on the derivation and application of the strength–duration curve may be found
in [41].

Using Ith as the dependant variable of the strength–duration curve for
characterization of nerves and axons discards important information about the
actualmechanismof excitation.An improvedmethod is theuseofdEe/dx, asderived
in Equation (5). Further verification is possible by measuring strength–duration
curves at several distances above the nerve. However, the range at which stimulus
will occur at any input current will vary as a function of the membrane constants,
pulse polarity, and diameter of the axon as shown in Fig. 4.

Using dEe/dx as the ordinate of a strength–duration curve allows the
comparison of electric fields generated by sources other than a point source
electrode. For example, an equivalent cable expression to the cable equation
with an electrical source term (Equation 8) for magnetic stimulation was
presented in [15]. The spatially varying electric field was derived from funda-
mental electromagnetic principles.

l2m
@~Exðx; tÞ

@x
¼ �l2m

@2Vmðx; tÞ
@x2

þ t
@Vmðx; tÞ

@t
þ Vmðx; tÞ (8)

where Ex is the x component of the magnetically induced electric field. The
derivation of (Equation 8) assumes the fiber lies along the x axis parallel to the
plane of the coil. Early reports of magnetic stimulation used a magnetic field
strength term to report strength–duration curves (e.g., [42]). However, comparing
the values of electrically and magnetically induced spatially varying electric fields
(dEe/dx and dEx/dx) allows a first-order comparison between magnetic and
electrical stimulation.

There is still some debate as to whether the magnetically induced dEx/dx is
applicable to neural stimulation [43]. A controlled, quantitative, experimen-
tal approach allows the investigation of conflicting clinical and experimental
evidence and should provide insight into the discrepancy between simulation
and experimental data. Cable equation modeling seems to lend itself to
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certain neurological preparations, notably long, relatively uniform nerve

fibers. Scaling a magnetic stimulation system to allow the use of smaller

and more varied preparations with varying axonal diameter and membrane

constants can further facilitate modeling. Several candidate neural prepara-

tions are well characterized and include information on the membrane

constants and the diameter of individual axons. For dynamic modeling, the

active properties of the membrane must be solved or simulated [15, 44].

Using well-characterized preparations allows simulation of the cable equa-

tion and several freely available packages are designed to assist with cable

modeling, including NEURON (http://www.neuron.yale.edu/neuron/) [45]

and GENESIS (http://www.genesis-sim.org/GENESIS/) [46]. Neurocal is a

simplified package written in MATLAB that is very easy to use and modify

[47]. Combining easily modeled, well-documented neurological preparations

with simple lab experiments and accurate, easy to use active cable equation

simulators is a powerful application of the engineering methodology of

simulate, design, fabricate, and test.
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Fig. 4 Current-distance relationship for unmyelinated fibers. Excitation occurs for points lying in
the shaded region. For cathodal stimulation, aminimumdistance arises at the point where anodal
block prevents the escape of the action impulse. For anodal stimulation, block does not occur;
thus there is no lower limit on the source-fiber distance. The inner scales are for a fiber diameter of
9.6 mm, and the outer for a diameter of 38.4 mm. Scaling the excitationwith respect to both current
strength, source-fiber distance, and fiber diameter leaves the solution unchanged (from [29])
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3 Magnetic Modeling

There are several different approaches to determining the source term in the cable
equation for magnetic stimulation. In any case, the goal is the same: determine the
unknown experiential variables from the known experimental parameters. For
magnetic stimulation, the unknown terms are the induced electrical field and the
spatial variation of the induced electric field, while the design parameters are the
time-varying input current, coil shape, turn number, and expected depth of stimula-
tion. The required excitation threshold may be determined using methods outlined
in the prior section, but to some degree may also be considered an experimental
variable. In the final section, we will cover selection of neural preparations with
widely varying membrane properties which are useful for testing the same experi-
mental set-up with neural preparations having differing excitability thresholds.

Finite Element Methods (FEM) can provide answers directly by solving the
fundamental electromagnetics problems at each point of a finely discretized
physical model. Ansoft, COMSOL, Quickfield, and MATLAB are finite element
analysis software packages that have been applied to magnetic stimulation model-
ing. All of these packages also have a free or low-cost student version. Texts that
introduce the software concurrently with electromagnetic principles include for
Ansoft [48], for Quickfield andMATLAB [49], and forMATLAB specifically [50].
Magnetic stimulation modeling becomes complex quickly as realistic models are
developed. These packages also have a significant learning curve to master and
apply appropriately. In addition, finite element models can be computationally
time consuming to evaluate. These reasons make finite element methods applied
to magnetic stimulation more appropriate for design verification than design.

Analytical solutions address these concerns. Derivation of the fields involved in
magnetic stimulation can be daunting for those less experienced with electromag-
netics. In many reviews of magnetic stimulation the authors skim the general
approach and leave the reader without the tools necessary to aid experimentation.
Weoutline the general approach to the derivation of the fields involved inmagnetic
stimulation and subsequently provide the reader with analytical formulas that can
provide first-order estimates of the source term in the passive cablemodel equation.
For readers with advanced electromagnetic understanding, there are alternate
approaches to determining the relevant electrical fields. We have provided one
example in the appendix covering scaling and the use of ferrite solenoid cores.

While the goal is to model the induced electric field ~E directly from the input
current and physical coil parameters, the magnetic vector potential ~A is a more
convenient way of deriving the induced electric fields. While the electric field, ~E,
can be described as the gradient of the scalar potential V (as outlined in the
section above on cable modeling), there is no generalized scalar potential for
magnetic field. However, the magnetic field, ~B, can be obtained by taking the
curl of the magnetic vector potential, ~A.

~B ¼ r� ~A (9)
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The electric field, E, is related to the time-varying magnetic field by

r� ~E ¼ � @
~B

@t
(10)

Substituting and solving, we obtain

~E ¼ � @
~A

@t
�rV (11)

Since there is assumed to be no charge on the coil and the current distribution
in the coil is determined to be uniform (i.e. quasistatic conditions), Equation
(11) reduces to

~E ¼ � @
~A

@t
(12)

Themagnetic vector potential is related to the physical dimensions of the coil
according to Fig. 5.

Much of the challenge in determining the electrical field induced by time-

varying magnetic fields arises in accounting for the charge accumulation at the

boundary interface between air and tissue. Several articles are available that

address boundary condition modeling [51–56]. The interested reader is referred

to them for more information. In the method presented in [57], for experimental

conditions where the tissue interface is parallel to the plane of the coil, the

electric field ~Ex can be calculated by numerically integrating along the line:

@~Ex ¼ �
m0N

di

dt

� �

4p
dlx
R
þ ðx� x0Þdlz

r2
� 1� z0 � z

R

� �

� �

x̂þ dly
R
þ ðy� y0Þdlz

r2
1� zo � z

R

� �

� �

ŷ

	 


(13)

where the coil element lies at (x0, y0, z0), the electric field is calculated at (x,y,z),

N is the number of coil turns, di/dt is the rate of change of the coil input current,

m0 is the permittivity of free space and

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� x0Þ2 þ ðy� y0Þ2
q

(14)

A

r
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dl
∫=

r

dldt
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4

0

Fig. 5 Geometrical derivation of the magnetic vector potential A. The lower loop is the coil
and the upper loop the region around which the magnetic vector potential is calculated
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R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� x0Þ2 þ ðy� y0Þ2 þ ðz� z0Þ2
q

: (15)

The problem can be significantly simplified if the coil is planar and square. If
the coil is in the x–y plane with zo=0, and if no coil element lies in the z axis, that
is, all coil elements are parallel to the air–tissue interface, then Equation (13)
simplifies to Equation (16). We omit the derivations of ~Ey and dEy/dy because
they are similar in form. While all elements in a square coil are parallel and
assumed to be tightly packed, the width of the coil has finite dimensions with
respect to the coil diameter, even more so for coils with small diameter. These
assumptions introduce error, in some cases significant, but suffice for deriva-
tion of first-order design equations.

@~Ex ¼ �
m0N

di

dt

� �

4p
� 1
R
dlx (16)

Integrating the expression with respect the x component of the line yields the
general form

~Ex ¼ �
m0N

di

dt

� �

4p
� ln x� x0 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� x0Þ2 þ ðy� y0Þ2 þ ðz� z0Þ2
q

� �

�

�

�

�

�

�

�

�

x02

x01

(17)

A square coil has a side length of (a) and is oriented such that one corner of
the coil is at (0,0) and the opposite corner is at (a,a). Two elements of the coil lie
along the x axis. The first element starts at (0,0) and ends at (a,0). The expres-
sion is evaluated from 0 to a as

~Ex ¼ �
m0N

di

dt

� �

4p
� ln x� x0 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� x0Þ2 þ y2 þ z2
q

� �

�

�

�

�

�

�

�

�

a

0

(18)

and simplifies to

~Ex ¼ �
m0N

di

dt

� �

4p
� ln

x� aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� aÞ2 þ y2 þ z2
q

xþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ y2 þ z2
p

2

4

3

5

x

(19)

For the side of the coil at y=a, the second element that lies along the x axis,
with current moving from a to 0
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~Ex ¼ �
m0N

di

dt

� �

4p
� ln x� x0 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� x0Þ2 þ y� a2 þ z2
q

� �

�

�

�

�

�

�

�

�

0

a

(20)

and similarly simplifies to

~Ex ¼ �
m0N

di

dt

� �

4p
� ln

xþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ ða� yÞ2 þ z2
q

x� aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� aÞ2 þ ða� yÞ2 þ z2
q

2

6

4

3

7

5

(21)

For the full expression for the electric field around the coil, the expressions
are summed to produce

~Ex ¼ �
m0N

di

dt

� �

4p
� ln

x� aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� aÞ2 þ y2 þ z2
q

� �

� xþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ ða� yÞ2 þ z2
q

� �

xþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ y2 þ z2
p

� �

� x� aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� aÞ2 þ ða� yÞ2 þ z2
q

� �

2

6

6

4

3

7

7

5

(22)

Evaluation of the above expression on an x and y plane for a fixed z (height
above the coil) will graph the electric field that an axon lying along the x axis will
be exposed to during a current pulse.

As seen in Fig. 6b, a maximum rate of change of the electric field occurs at
each corner of the coil and a minimum rate of change occurs in the center of
each winding. It becomes useful to have an expression for the spatially varying
electric field. This is the source term, or excitation function, for long straight
axons. As before, the spatially varying electric field may be evaluated by
numerically integrating along the length of the coil

(a) (b)

z

xy

Fig. 6 Fields generated above a unit sized square coil. Square coils are shown in grey. (a) the
z axis shows the relative magnitude of the e field generated above the coil (b) the magnitude of
spatial distribution of @Ex/@x maxima and minima generated by square coil. Compare with
alternative views in Fig. 3. and Fig. 7
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As before, Equation (23) is simplified for the case where the elements of the
coil lie in the zo=0 plane and for square coils with elements lying only along the
x axis to
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� x� xo
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Alternatively, we can directly evaluate the derivative of the closed form
analytical solution for the electric field from Equation (22). The resultant
expression after simplification is

@~Ex

@x
¼ �

m0N
di

dt

� �

4p
�

1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ða� xÞ2 þ y2 þ z2
q þ 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ ða� yÞ2 þ z2
q � 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ða� xÞ2 þ ða� yÞ2 þ z2
q � 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ y2 þ z2
p

2

6

4

3

7

5

(25)

The plot of the spatially varying electric field is shown in Fig. 6b for the unit
coil case (a=1) at a height (¼*a) above the coil. The figure shows four loci of
excitation. The peak electric field and locus of excitation for long straight nerves
will occur at the corners of square coil windings as shown in Fig. 3. By setting
y=0 in Equation (25), the dEx/dx can be plotted for nerves lying along the
x axis. An example at a height of 1/4a is shown in Fig. 7. The production of a
symmetrical anodic and cathodic pulse is consistent with clinical results from
the stimulation of myelinated nerves. This demonstrates the possibility of nerve
impulse blocking as a function of coil orientation [58].
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Fig. 7 Planar slice view of
the spatially varying electric
field magnitude along the
fiber. Fiber is assumed to lie
along the x-axis
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Square coils are employed for three reasons. First, the experimenter can align
the nerve tissue with the predicted maximum field. Round coils typically have
peaks at the top third and bottom third of the coil, which can be challenging to
repeatably locate during experimentation. In square core coils, the peaks
align with the corners. Second, a square core coil with no winding elements
along the z-axis and winding elements parallel to the x and y axis allows an
analytical solution to Equations (13) and (23). Third, square coils have been
shown in simulation to have approximately 20% larger effect per unit current
than properly aligned round coils [57].

The closed form analytical Equation (25) ( dEx/dx) provides a design tool for
magnetic stimulation. Given the depth of stimulation (z) and threshold of
stimulation (dEx/dx), requirements for current rise time (di/dt), coil size (a),
and number of turns (N) can be directly evaluated. Rapid evaluation of coil and
circuit designs and guidance for determining current requirements are possible
using this equation.

The stimulus efficiency of different combinations of stimulation depth to coil
diameter can be evaluated with the closed form solutions. Setting the x to 0 (the
peak dEx/dx field), y=0, and making the substitution with the unitless term z,
which defines the ratio between coil side length and depth of stimulation [59] as

a ¼ z

B
(26)

Equation (25) reduces to
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Similar equations may be derived for double square coils and quad square
(or butterfly) coils and show that additional windings at the locus of excitation
multiply the effect by either 2 (double square coils) or 4 (quad square coils).
In Fig. 8, the results have been plotted. The energy required for magnetic
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Fig. 8 Efficiency of
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stimulation of nerves increases dramatically as the coil is moved further away
from the tissue. The area of effect also increases, leading to less focused area of
stimulation. A similar approach is used to analyze quad coil cores with variable
intercoil spacing [60].

The value of the load inductance is important for current source design, and
in the case of a pulse discharge stimulator system directly affects the stimulus
pulse width. An approximation for the inductance of a flat circular coil is [61]

L ¼ m0N
2r 0:48 ln 1þ p

r

h

� �

þ 0:52 � r sinh r

h

� �h i

(28)

where h (the height of the coil) is approximated as the thickness of one turn, r is
the coil radius, N is the number of turns, and mo is permittivity of free space.

Similarly for a flat square coil, inductance is calculated as [61]

L ¼ m0N
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3:64þ 4 h
aþ 4:51 h
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where h (the height of the coil) is approximated as the thickness of one turn,
a is the coil side length, N is the number of turns, and mo is permittivity of free
space. An alternate calculation method for planar square and round coils is
found in [62] and an online calculator is available at http://smirc.stanford.edu/
spiralCalc.html.

The peak B field is often reported as a figure of merit, and so formulas
are included for comparative and design estimation. B field formulas allow com-
parison to clinical experimental systems when B is the reported value. However,
a more relevant comparison is the induced electric field or the spatially varying
induced electric field.

To calculate the B field of a ring coil at height of z=0, i.e., the x–y plane of
the coil

B ¼
X
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(30)

where R is radius of the ring coil in cm, N is number of windings, and I is
current in mA. The magnetic induction B = mH will be calculated in nT. To
calculate the B field at a height above the center of the round coil along the z axis

BzðzÞ ¼
62:83NI
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(31)

where z is the distance from the coil center along the coil axis.
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To calculate the B field of a planar square coil at z=0, i.e., the x–y plane of
the coil

B ¼
X

i

moI
a
� moNI

a
(32)

where a is the coil side length in cm, N is number of windings, and I is current
in mA. The magnetic induction B = mH will be calculated in nT. To calculate
the B field at a height above the center of the square coil along the z axis

BzðzÞ ¼ 40NI

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a2 þ z2
p

2þ 2
z

a

� �2
(33)

Other coil and nerve arrangements have been presented and have been
shown to have advantages over parallel nerve–coil arrangements. Bent nerves
are exposed to different extracelluar electric field distributions than straight
nerves in the same electric field. If the bend is at the peak electric field, a
maximum electric field gradient is induced and the source term is more accu-
rately described as a function of Ex than of dEx/dx [18]. The peak electric field
and locus of excitation for bent nerves occur midway along the coil windings
oriented along the x axis. A perpendicular coil–nerve arrangement has a very low
threshold for stimulation in vitro for relatively long periods of sinusoidal excitation
and is also modeled in a simplified manner in [51]. In a perpendicular orientation,
however, a comparative application of an electrically induced dEe/dx can be
challenging. Other coil shapes such as the cone [63], crown [64], HESED [65],
and Slinky [66] coils used primarily to improve the depth of effect in transcranial
magnetic stimulation systems present similar challenges to simple first order
modeling. With FEA modeling design verification and careful manufacture,
there is no reason alternate coil topologies could not be applied to an in vitro
magnetic stimulation system.

4 Core

One approach to decreasing the current requirements is to increase the flux in
the inductor loop. A core is a very effective way of increasing the magnetic flux.
There are several examples in the literature of ferrite and iron cores used for
clinical magnetic stimulation [51, 67–71] and in vitro experimentation [51, 70,
72–75]. An alternate method of including a core is in [69] where FEA simulation
showed a 50% increase by incorporating a cylindrical plate twice the thickness
and 30% larger than the coil diameter. Cores function essentially as flux
concentrators, and electric field is related to flux density as described by
Faradays law
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The inclusion of a core is analogous to increasing the number of windings
and thus the magnetic field capable of generating an electric field for magnetic
stimulation

B / mrm0nI (35)

where mr is the relative permeability of the core, n is the turn density, and I is
current. A straightforward algebraic method to estimate the equivalent perme-
ability, meq, is to employ the reluctance path method (also called the reluctance
method, magnetic circuit method, or permeance method). Two excellent
resources for further information on this approach are [48, 76]. The reluctance
path method employs an analogy for electric circuits where current (A) is
analogous to flux (Wb), electromotive force (V) is analogous to magnetomotive
force (A-turns), and resistance (O) is analogous to reluctance (<). Figure 9a
shows the equivalent magnetic circuit.

<ttl ¼
lg

m0Ac
þ MPL

m0mrAc
(36)

For purposes of estimation, the core becomes a gapped inductor with an
equivalent distributed permeability, meq, defined by

meq ¼
mr

1þ mr
lg

MPL

(37)

where lg is distance the magnetic flux travels through (gap length), and MPL is
the total length of the flux path. Using the estimated equivalent permeability,
the closed form analytical coil equations allow quick estimation of the spatially

Reluctance Method

mmf

Rl

Rl

Φ (flux) 

(a) (b) (c)

Fig. 9 Reluctance path method for estimating relative permeability. (a) is the reluctance path
model abstraction (b) and (c) are examples of square solenoid coils
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varying electric field component at any point using a variety of core dimensions
and core types. For topologies with large air gaps, an improved estimate of
inductance is obtained by approximating the fringing flux [77], according to

F ¼ 1þ lg
ffiffiffiffiffiffi

Ac

p ln
2 � G
lg

(38)

where L is the inductance, F is the fringing flux, lg is the summation of the gap
lengths, Ac is the core area, and G is the height of the winding. The load
inductance is then estimated as

L0 ¼ LF (39)

A further improved method of estimating the fringing flux for more complex
geometries is found in [78].

Using cores in stimulation coils allows the reduction of the coil size while
maintaining the necessary flux to induce excitation. Two important details
come to light using this approach. First, from Equation (25), field focality
improves as z is reduced and the dimensions of the coil are reduced. The
resultant scaling allows the interaction of the system with precise structures in
the neural tissue under study. Second, the current requirements to generate a
dEx/dx of the correct magnitude fall significantly with the inclusion of a core.
Comparable in vitro magnetic stimulation experiments employ di/dt ramps
greater than 10 A/ms. By reducing the size of the coil and moving the site of
stimulation closer to the coil, the current ramp requirement can be reduced to
on the order of 0.16 A/ms (see appendix). Thus, for in vitro experimentation, an
improvement in both field focality and significant reduction in energy required
is obtained by moving the tissue under study closer to the stimulating coils.

One caveat to using a core as a flux concentrator is that the core must have an
operational frequency above the highest frequency component of the driving
waveform to reduce power losses due to the core. For single pulse magnetic
stimulation systems, iron, steel, and permalloy cores can be used provided they
do not saturate. The frequency range for multiple pulse magnetic stimulation
requires operation in the 200 kHz–1Mhz frequency. Multiple pulse stimulation
uses consecutive pulses, as opposed to rTMS, which is a single pulse system at a
repetition rate of about 1Hz. The rapid rise timesmandate the use of ferrite cores
as the high-frequency operation exceeds most steel core and permalloy core
performance specifications. The cores tested in the multiple pulse experiments
presented later employ cores from Fair-Rite Products Corporation (www.fair-
rite.com) of material 77. Performance up to 3 MHz is possible with alternate
materials, such as material 61. Custom machining for many shapes is available
from several manufacturers such as ElnaMagnetics (www.elnamagnetics.com). I
cores, E cores, and squareU cores can be used providing they have a square cross
section. If the cross section is rectangular, slight modification of the design
equations is required. Ferrite cores are essentially a ceramic, and often shatter
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or split when cut. Use diamond bit rotary tool bits and saw blades when cutting

E or U cores and avoid cutting the wound part of the core.
Further improvements in the resistance loss due to high-frequency effects

are possible by using litz wire as opposed to solid core wire or standard

stranded wire. Litz wire is a bundle of individually insulated wire woven

together to reduce the skin effect and proximity effect losses in conductors.

For a closed form design approach to wound components using solid and litz

wire, please see [79]. As the current pulse delivered from the magnetic stimu-

lator changes from an undamped and nearly sinusoidal waveform to a

damped and less harmonic waveform, core losses become more challenging

to estimate. In reality, the processes of energy dissipation in a core under

transient non-sinusoidal excitation are considerably more complex. Applying

transient currents to ferrite core inductors results in losses from magnetic

diffusion time and generation of eddy currents [80-83]. These effects may be

severe and challenging to estimate. Since these small core coils are relatively

easy to fabricate and few are needed, it is reasonable to estimate their perfor-

mance, build, test, and tune the inductors.
An impedance analyzer can be an invaluable tool to characterize the fabri-

cated inductors. Since the tissue properties naturally vary so widely from

preparation to preparation, the components of a magnetic stimulation systems

must perform over a wide range. As long as the stimulation core is properly

characterized, analytical evaluation of the data collected is possible. We used

a Hewlett Packard 4192A impedance analyzer with a custom interface

written in Lab View (code available upon request from the authors) to verify

the self-resonant frequency of the coil was above the operating frequency of the

circuit, see Fig. 10. The Agilent 4194A and the new 4294A include a built-in

equivalent circuit calculator. The impedance analyzers are also helpful for

characterizing the pulse discharge capacitors equivalent series inductances

and resistances.
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In circuit operation was confirmed by analyzing the Vin/Iout waveform

phase shift and shown to have a roll-off frequency above 1 MHz. In this

manner, the low current and pulsed high-current performance of the cores

may be verified. These two techniques were used because the 4192A cannot

source high currents and because instrumentation for low frequency, high-

current inductance measurement is not typically available and would likely

overheat the coil as these coils are designed for a pulsed circuit topology, not

continuous operation.

5 Systems for Magnetic Stimulation

One option for performing magnetic stimulation experiments in the laboratory

is to purchase a commercially available system. Commercially available systems

can deliver currents and voltages capable of stimulating neuronal tissue centi-

meters away from the coil, but are expensive because of the necessary interlocks

and the inclusion of high-power components. Commercially available systems

also are challenging to modify when working with smaller scale systems. Due to

their intended use, they may be less configurable for a wide range of pulse shapes

and pulse protocols.
Constructing a smaller scale system allows the inexpensive evaluation

of new coil excitation circuit topologies. The critical component of a

magnetic stimulation system is the power switch used to control current

through the load coil. New power devices and pulse capacitors are con-

tinually under development [84–86] and supply the need for such devices

in industrial applications. Switching strategies and circuit topologies can

be tested in a smaller scale system before full power devices become

commercially available. For readers interested in the details of full-scale

magnetic stimulation system construction, descriptions are available in

[64, 87]. Both of these sources present relatively detailed circuit sche-

matics and application notes. Overviews of magnetic stimulation system

design are presented in [68, 88].
In the following sections two complete, documented, magnetic stimu-

lation systems suitable for laboratory scale experiments and in vitro

magnetic stimulation experiments are presented. The described systems

are very dangerous, even though they are reduced in scale. Discharges

may reach 100 J. Proper expertise with power electronics and safety

protocols are compulsory. The most significant technical standard is

IEC-601 Medical Electrical Equipment and there is an excellent approach

to safety in laboratory practice in [87, 89]. Minimally, systems must have

appropriate lockouts and the power components must be enclosed. Cat-

astrophic failure of pulse discharge capacitors and the load coil is of

particular concern.
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6 Pulsed System

Maintaining a current ramp for the length of time required to stimulate neural

tissue can confound the design of a current amplifier output stage. Depending

on the tm and lm of the tissue under study, stimulation times range from

hundreds of microseconds to a few milliseconds. The common strategy is to

use thyristor triggered pulse discharge circuit, as in Fig. 11. The tuned LCR

pulse discharge circuit is used to produce a waveform with a damped sinusoidal

pulse. The pulse shape is a function of the stimulating coil, the capacitor bank,

and the parasitic resistance of the system according to Equation (40).

I tð Þ ¼ V

bL
e�at sin bt (40)

where

b ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

LC
� R2

4L2

r

and a ¼ R

2L
(41)

Shorter pulses have been shown to bemore energy efficient in pulse discharge

circuits [59], while the most energy efficient time point to electrically stimulate

Stim
ulating C

oil

Voltage 
Source

Trigger Circuit

Rpar

Cstorage

SCR Trigger

t

Critically Damped

UndampedI (A)

t

I (A)

(a)

(b)

Fig. 11 Typical circuit implementation of a magnetic stimulation circuit. Circuit. (a) A SCR
triggered pulse discharge circuit implementation of a time varying current source as in Fig. 1.
(b) Resulting current waveform output (b). The system produces different current waveforms
and thus different electric fields with varying shape, pulse width and magnitude as a function
of the parasitic resistance Rpar in the system, the storage capacitance Cstorage and the
inductance of the stimulating coil
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neural tissue is at the chronaxy of the nerve [90]. Due to losses in the stimulation

coil and restrictions on the circuit design window, pulse discharge circuits often

operate on much shorter timescales than the chronaxy of the nerve under study.
Undamped systems are called rapid rate stimulators, and up to 40% of the

stimulation energy may be returned to the capacitor bank. While damped

systems induce a pair of rectangular electric field pulses, an undamped system

produces a set of triphasic pulses [91]. Although the exact mechanism is not

known, there is some evidence that stimulus thresholds are lower than the

equivalent damped system [88]. This is a conundrum because biphasic electrical

stimulation is generally less efficacious than monophasic stimulation.
Recently, a well-documented pulsed discharge system using a novel applica-

tion of a power device was presented in [64]. The pulsed system we employ in

our lab is a modification of this full-scale experimental TMS system. Hopefully,

a detailed example will provide insight for users constructing their own systems.

A complete system diagram is shown in Fig.12.

A standard switching AC to DC converter (Mean Well LPS-100-12) with

isolated outputs provides power to a custombuilt high-voltageDCpower supply.

There are several options to provide an adjustable high voltage for capacitor

charging, such as a rectified output variac, but flyback transformers [92] have

significant advantages for small-scale systems. In contrast to line transformers,

flyback transformers utilize relatively small, high-frequency cores so 60 Hz noise

Fig. 12 Block diagram of a pulsed discharge magnetic stimulation and recording system. The
grey border shows the electrical isolation area, however, extreme caution must be exercised
when using these systems as lethal high voltages are present
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near the recording apparatus is mitigated. The LT3750 (Linear Technology,

Milpitas, CA) capacitor charger controller is a discontinuous mode flyback

transformer intended to charge flash capacitors for consumer applications.
The photoflash capacitors we used leaked significantly until they were held

at voltage for several hours. Reforming capacitors is less of a problem than in the

past but pulse discharge capacitors can be exposed harsh operating conditions.

An auto refresh circuit or regulated charger can also be useful for conditioning

capacitors. Linear Technology offers several flyback-based regulated capacitor

chargers that employ secondary side sensing, but these do not isolate the primary

and secondary parts of the circuit. By adding refresh circuitry, the primary and

secondary side can be completely isolated. Auto refresh provides primary–se-

condary isolation but differs significantly from secondary side sensing in that a

runaway condition may occur where charging occurs after the target voltage is

reached. To avoid a runaway condition, the capacitor bank leakage should be

characterized and the component values for Rt and Ct should be set such that

RtCt4
2IPKLPr imary

ILkVinput
(42)

where IPK is the leakage current, LPrimary is the transformer primary inductance,

ILK is the capacitor bank leakage current, Vinput is the primary side voltage

supply, Rt is the resistance, and Ct is the capacitance shown in Fig. 13. The

adjustable flyback-based high-voltage DC power supply can deliver a peak

current of 7 A. Voltage is controllable from 20 to 320 V. Several LT3750 devices

can be paralleled to provide faster charge rates for higher current charge rates

and/or larger capacitances.

Fig. 13 High voltage power DC power supply. Output voltage is controlled by a refresh
circuit. A refresh circuit has an isolation advantage, but runaway conditions can occur.
Alternatively a circuit based on the LT3751 can be used to charge the capacitor bank. Flyback
power supplies are well suited to laboratory scale magnetic stimulation systems because they
provide isolation and be employed in parallel to provide increased current
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Commonly available photoflash capacitors are adequate for energy storage in
small-scale magnetic stimulation systems. These typically have an upper voltage
limit of 320 V and are designed for high-current discharge, usually by the
designation ‘‘photo’’ on the component markings and specified by the manufac-
turer for pulse discharge or photoflash applications. It is incredibly important not
to exceed the voltage or polarity of photoflash capacitors. Doing either may
result in catastrophic failure. Capacitor manufacturers recommended by Linear
Technology for the LT3750 include Rubycon, Cornell-Dublier, and NWL. For
higher voltage requirements, capacitors can be placed in series or specialized
pulse discharge capacitors may be obtained from General Atomics Energy
Products, San Diego, CA (www.gaep.com).

Mechanical switches are used to toggle banks of capacitors with values of
100, 200, 400, 800, and 1600 uF. This arrangement allows for variable capacitor
storage from 100 to 3100 uF. Each capacitor bank includes a discharge circuit
to be used before mechanical switching or to safely discharge the storage bank.
Mechanical switches are less appropriate for full-scale systems. Full-scale sys-
tems that employ banks of capacitors switched by power devices have been
presented [93, 94], but these systems can be bulky, complex, and expensive.

A silicon-controlled rectifier cannot stop current flowingonce it has been triggered.
Only one stimulation pulse width is available for a particular capacitance and load
inductance. The controllable pulse-width (cTMS) system employs an insulated gate
bipolar transistor (IGBT) to truncate thepulse.Truncating thepulse allows the testing
of several timepoints alonga fictive strength–duration curvewithout a largehardware
overhead,which can interrupt experiments. Since thedi/dt slope, andultimately theEx

anddEx/dx, is set by the voltage storedon the capacitorbankand the load inductance,
longer pulse widths can be obtained with a larger capacitance. It is critical to
completely discharge the capacitor bank before switching or destructive welding
may occur. For both SCRs and IGBTs, it is important not to exceed the maximum
pulse voltage, maximum pulse current, or the di/dt and dv/dt ratings. While IGBTs
can tolerate some current pulses exceeding their operational specs, the maximum
collector emitter voltage must never be exceeded. For a comfortable margin of error
for flyback conditions, use devices with a greater than required Vce rating.

In any high-voltage circuit driving a nearly pure inductive load transient
suppression is important. The discrete devices used to shunt inductive spikes,
i.e., snubber components, can be mounted directly to the terminals of the
IGBT to reduce stray impedance. A diode snubber is available as an integrated
component from Cornell–Dublier in the SCM line. WIMA and EPCOS both
supply snubber capacitors that mount directly to IGBTmodules as well. Use of
these devices further reduce terminal impedances. For pulse discharge systems,
snubbers and flyback protection are critical. For information on the practical
applications of subber circuits, see [95–97].

IGBTs are best operated using gate driver circuits [98]. Gate driver circuits
provide sharp transition pulses of the required current to drive the large capaci-
tive gate in an IGBT. IGBT driver circuits can be constructed according to the
application notes available on the PowerEx website www.pwrx.com. For lower
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voltages (<1400 V) and lower current (<1200 A), PowerEx has made several
development kits available, such as the BG2A. A driver board for the CM600
series is also available from Eastern Voltage Research Corporation (http://
www.easternvoltageresearch.com). Voltages exceed 2500 V in the full-scale
cTMS system and a high-voltage optically isolated IGBT driver (AP-1318) is
available fromApplied Power Systems (Hicksville, NY).All of these IGBTdriver
systems optically isolate the gate from the input signal. Isolation is important for
safety reasons and to protect the computer-controlled TTL outputs. In the scaled
system, the high-power components are optically or mechanically isolated from
the data acquisition and control unit. Trigger timing is controlled and recorded
simultaneously with the output response by a software/hardware data acquisition
system. Further information on data acquisition and control for is covered later
in the chapter.

As interest in magnetic stimulation rises and new power devices become
available, look to sources which cover high-energy pulsed magnetic discharge
and circuit design, such as [99, 100]. An alternate approach is presented in [101].
Essentially, the ramp decay rate is controlled by an H-bridge. The transistors in
the high-power H-bridge are switched on and off to create a stepped ramp decay.

6.1 Scaling

Scaling issues are of particular concern in a pulsed discharge magnetic stimulation
system. For a critically dampedRLC circuit, (Vo/L)max= (di/dt)max and as a result

@Ex

@x max
/ Vo

L
(43)

So the scaling limits formagnetic stimulation depend on inductance and dEx/dx.
Inductance scales by ur, N

2, Ac
2, while dEx/dx scales by di/dt, ur, N, z. As shown in

Fig. 8, Ac directly impacts the optimal z, i.e., the ratio of coil diameter to stimula-
tion depth. Setting Vo to a maximum fixed value, as radius increases for a fixed
number of turns, L increases and di/dt and thus dEx/dx falls. Scaling is covered in
depth in the appendix and [102]. dEx/dx and pulse width are both functions of C,
Vo, and L andRparasitic . A simple spreadsheet can be a valuable way to explore the
design space. Analysis should include effects of coil heating. The upper limit to the
peak current discharge is often the cross sectional area of the fine wire used in
construction of the load coil. Temperature change in a wire is measured by

DT ¼ r
I

A

� �2
PW

1x106
� c

rden
(44)

whereDT is the temperature change inKelvin, c is the specific heat (0.385 J/gmK),
rden is the wire density (copper is 8.96 g/3), I is the current in Amps, PW is the
pulse time duration, and A is area in meters. Coil heating and destructive failures
are a function of the time the current flows in a wire according to (pp. 4–74 to
4–79 [103]).
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Imax ¼
A

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

log
1þ Tm � Ta

234� rden

� �

s

33
PW

100000

� � (45)

where Imax is current in Amperes, Tm is the melting point in Celsius (10838C for
copper), and Ta is the ambient temperature in Celsius.

7 Current Source System

7.1 Overview

Stimulating at the chronaxy of the nerve is the most energy efficient method of
stimulation [64, 104]. However, by stimulating near the rheobase of the axon,
significant simplification of the electronics is possible. According to Equation
(25), the di/dt scales linearly with the dEx/dx for a fixed coil topology. Reducing
the di/dt by half has the effect of reducing the current peak by half. Since
V=L �di/dt is the peak voltage required to obtain that current ramp (ignoring
the resistive losses in the circuit for simplification), then this in turn reduces the
system voltage requirements by half as well. Power device switching speed
varies greatly with the required peak voltage and current rating, which makes
a wider array of higher speed semiconductor devices available for different
pulsing strategies.

One approach to create longer pulses is to use a sawtooth to generate several
concurrent current ramps as in Fig. 14. The asymmetric sawtooth (long rise
time, short fall time) also allows a significant reduction in the power dissipated
in the inductor as P=I2R, provided the waveform has no DC component.
Reducing current and extending the stimulation time should result in significant
energy savings, since power is consumed to the square of the current. The

Fig. 14 Sawtooth current waveform and the resultant asymmetric biphasic electric fields
produced by coil excitation. The dotted line is the induced E field, the solid line is the current
waveform through the inductor
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current supplied to the load is a function of the inductance of the coil when
using pulse discharge circuits. In contrast, the current supplied to the load
with an asymmetric current source is independent of the load. Decoupling the
load from the system performance provides the opportunity to test different
inductances without having to redesign the stimulus system or make it overly
complex to support a wide experimental range.

Using the sawtooth current driver approach also decouples the induced
waveform from the coil electrical properties [38] allowing easier investiga-
tion of wave shape variation effects on neural responses. Significant effects
of waveform shape have been shown in electrical stimulation modeling
[104], confirmed in our lab experimentally and shown clinically for magnetic
stimulation in peripheral nerves [105]. Control over waveform shape also
enables the evaluation of pulse shape-mediated nerve recruitment [106, 107].
Current driver topologies can deliver much more linear di/dt ramps than
a pulse discharge system. The more linear the current ramp is, the more
uniform the electric field throughout the course of the pulse, since the
induced electric field is a function of di/dt. In clinical functional magnetic
stimulation experiments, a constant current ramp has been shown to have
lower stimulation thresholds than the commonly used damped sinusoidal
waveform [108].

The effects of the polarity of the dEx/dx waveform may be observed by
changing the polarity of the input waveform. A series of pulses also creates an
opportunity to test magnetic stimulation effects at longer durations than in the
typical pulse discharge circuit. The ability to test the effects of waveform shape
on stimulation threshold is a necessary component of a quantitative magnetic
stimulation system.

7.2 Circuit Design

An analysis of scaling (see Appendix) shows that the current required for small-
scale magnetic stimulation (about�0.16A/ms) is well within the range of a power
amplifier topology. It is critical that the transition edge of a sawtooth waveform
be as short as possible to prevent hyperpolarizing effects on the neural mem-
brane, or worse, inactivating theNa+ ion channels, thereby increasing the energy
requirements for stimulation. A grounded load V–I converter, such as an
improved Howland VCCS (Fig. 15) [109], is typically used in this application.
For a typical Howland current source, the output impedance falls as the signal
frequency increases. According to Equation (46), the output impedance appears
capacitive as the effects of finite open loop gain come into play [110]

Ceq ¼
R1 þ R2

2pfoR3R4
(46)

where fo is the gain bandwidth product of the amplifier, and R1, R2, R3, and
R4 are resistances as in Fig. 15. When driven with a sharp transition pulse past
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the unity gain bandwidth frequency, the lowered output impedance of the

amplifier and the nearly pure inductance of a magnetic stimulator coil form

anLC tank. The driver circuit becomes unstable as evidenced by high-frequency

oscillations at the output (see Fig. 16). The drop in amplifier output impedance

is often further degraded by the desire of the designer to employ low-value

resistances in the feedback path to improve frequency response. Small feedback

resistance values reduce the output impedance and degrade accuracy due to

component tolerance variation.
The more appropriate approach is to include the reactive load inside the

feedback loop. The floating load current source topology, Fig. 17, is particularly

Fig. 16 Ringing at output of inductively loaded current source. Typical results obtained by
loading a current source with a nearly pure inductive load and a sawtooth input waveform.
The effective output capacitance can be estimated by measuring the frequency of the ringing
waveform when the inductor is excited with a step input

–

+

R1 R2

R5

R4

R3

Vin C
oil

Iout

Fig. 15 Improved howland
current source (inverting).
R3 functions as the sense
resistor. The coil is not part
of the feedback loop
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appropriate for magnetic stimulation as the coil is always isolated from the
preparation (and the patient in clinical applications). Both terminals of the
inductor are available and it may be placed into the feedback loop and compen-
sated. The floating load current source is insensitive to component tolerance
mismatch that plagues the improved Howland current source. In Fig. 17, Rs
functions as a sense resistor, thus the current across the load is defined as

Iload ¼ �
Vin

Rs

Rf

Rin
(47)

7.3 Rate of Closure Stability Analysis

Themethod used to analyze this circuit uses rate of closure feedback loop analysis
[111]. The open loop gain of the amplifier is plotted. The feedback factor, ß=Vfb/
Vout, of each independent feedback path is calculated and then the inverse (1/ß) is
plotted. The closed loop gain follows the lowest feedback path, as in Fig. 18. The
difference between the closed loop gain and the open loop gain is the circuit’s loop
gain and graphically equivalent to the area between the feedback plot and the
open loop gain. For the case of the floating load current source, the DC loop
response is calculated when the inductor is shorted as

Vfb ¼ Vout
Ri

Rfþ Ri
� RsðRfþ RiÞ
RlRsþ RfðRlþ RsÞ þ RiðRlþ RsÞ (48)

–

+

Current Buffer

Rs

Rf

Cf

S
tim

ulating
C

oil

OpAmp

FB#2 FB#1

Rd

Ri

Fig. 17 Floating load current source topology. The operational amplifier and the current
buffer function as a composite amplifier. By including the load coil in a feedback loop current
waveforms can be supplied to the load while maintaining stability. A second feedback path
provides additional high frequency stability and improved step transition response
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The first feedback loop (FB#1 in Fig. 18) is through the inductor and the

zero in the feedback path is defined by the inductance and parasitic resistance

of the load as

fzðLÞ ¼
Rs� Rl

2pfLload
(49)

If a second feedback path is not in place, the feedback loop and the ampli-

fier’s open loop gain plot intersect with a closure rate of 40 dB. A rate of closure

of 40 dB corresponds to a phase shift of 1808 and oscillatory behavior. To

compensate, a second feedback path with a feedback path zero (capacitor) is
added to the circuit (FB#2 in Fig. 18). The value of the capacitor is set below the

feedback path of the load feedback path and the resistance is set to provide a

rate of loop closure of 20 dB and also at least 20 dB greater than the DC gain

[110, 112]. The second feedback loop zero is defined by the feedback capacitor
and the feedback resistance as

fzðCÞ ¼
1

2pRdCf
(50)

Rate of closure is a powerful technique, but for a complete analysis it is

important to check the open loop phase shift throughout the gain bandwidth.

This may be estimated using hand plots or spreadsheets [113], but the use of
Tian’s method [114] for feedback loop analysis is more accurate and handily

implemented in SPICE.

Fig. 18 Beta feedback Analysis for multiple feedback paths. The dashed line is the feedback
path formed by the inductor, Rf and Rs. Fz (L) denotes the zero created by including the
active load in the feedback loop. The dotted line is the feedback path through the Rd and Cf
high frequency shunt. The solid line represents the open loop gain of the amplifier and the
buffer stage. The arrow denotes a loop closure rate of 40 dB when the second feedback path is
not present indicating an instability condition. By including a second feedback path with
a zero the closed loop response (i.e. following the lowest line across the bode plot) splits the
40 dB loop closure rate into 2, 20 dB loop closures
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SwitcherCAD from Linear Technology bears mention [115]. SwitcherCAD
is a free SPICE program available from Linear Technology. It is well supported
by an active internet community (LT SPICE at yahoo groups), which includes a
wide variety of uploaded test jigs and component SPICE models. For example,
Tian’s andMiddlebrook’s methods for feedback loop analysis are implemented
directly in examples. It uses a compact description for component parasitic
modeling that greatly improves both accuracy and speed, and improves con-
vergence for simulation of pulsed systems.

7.4 Output Stage Design Details

There are a few implementation caveats to the floating load current source
topology approach. Inductance of the sense resistor must beminimized to prevent
peaking and oscillation. The value of Rs impacts the loop gain and larger values
improve both the power bandwidth and the settling time according to Equation
(49). In this topology, the entire current flows through the current sense resistor
and larger values will increase the voltage drive requirement. Unfortunately,
monolithic operational amplifiers that have the necessary gain bandwidth and
drive current in the ampere range are not available. To meet this need, we built a
composite amplifier using a commercially available current feedback amplifier
(LT1468) and implemented a discrete power output stage. Current feedback
amplifiers are ideal for this application as they provide moderate gains and a
high unity gain bandwidth frequency with excellent drive capabilities.

The power output stage bipolar junction transistor (BJT) power devices
were selected because of their low output resistance, reduced drive requirements,
and immunity to inductive kickback spikes, which can destroy field effect metal
oxide semiconductor transistors. However, it is generally difficult to find radio
frequency (RF) power PNP devices. The lack of high-speed PNP devices can
be resolved by using composite devices [116]. Careful design is important because
composite devices may develop local oscillations and have bandwidth
limitations.

Composite devices (Darlington or composite PNP) are required because the
gain of power RF BJT devices is generally low. RF devices are used because the
current booster stage must be significantly faster than the driving operational
amplifier. Figure 18 shows the speed requirement of the current booster stage.
If the current booster stage has a 3 db roll off below the unity gain bandwidth
of the amplifier, it will introduce an additional pole and invite oscillation.
If the current feedback stage cannot respond to the output control signal from
the amplifier, then the output will oscillate while the current booster continually
tries to catch up to the feedback signal measured at the sense resistor. To prevent
the addition of poles in the feedback loop, the midband gain of the power stage
must extend past the unity gain frequency of the amplifier [117, 118].

Placing a reactive load inside the feedback loop requires particular atten-
tion when switching currents. Switched currents result in sharp flyback
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pulses from the inductive load. Flyback voltage pulses can damage compo-

nents and create intermittent failures. The most effective way to dissipate

flyback voltage pulses is to include discrete ultrafast recovery flyback diodes

(Fig. 19, clamping diodes shown on the right). With proper selection of

components the parasitic capacitance added to the output is negligible.

Additional protection from flyback pulses is achieved by using unidirec-

tional zener diodes on the power supply rails [119].

Vcc

Vss

Q1

Q2

Q7

Q8

Q5

Q6

Q4

Q3

0.22

0.22

Vcc

Vee

1.5k

1.5k

100

1k
100

100

100

10

10

100

1k

– +

1k

2

10

22k

Vee Vcc

Vee Vcc

coil

47u

10p

LT1468 10p

Vin

Fig. 19 Reactive load driver circuit. Example of a complete linear current source circuit
with the reactive load inside the feedback loop. Circuit is capable of delivering 4App. Transistors
are Advanced Semiconductor Q1,Q8¼ 2N2907 Q2,Q7¼ 2N2222 Q3¼ 2N3866 Q5¼ 2N5160 Q4,
Q6¼ 2N3632, input diodes are 1N4148, clamping diodes are BAV99, zener deiodes are 1.5KE16A,
electrolytic caps are low ESR, 2200uF. Vcc and Vee are+16V and�16 V respectively
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7.4.1 Scaling

The advantage to using a controlled current source rather than a pulse dis-

charge circuit is that the waveform delivered is nearly independent of the load

coil. Different coil topologies may be directly compared, and waveforms

reversed in polarity and changed in shape and duration during experimentation.

7.5 Circuit Testing

In the following, we present several methods of testing and evaluation of the

sawtooth current generator. Hopefully, examples of testing will help users

characterize and debug their systems quickly.

7.5.1 Verification of the Current Waveforms

The entire system was tested with a range of inductances from 5 to 100 mH, with

and without cores, to verify whether system was stable. The test inductors

ranged from low parasitic resistances of 10s of milliohms to 1 Ohm. Figures

20, 21, and 22 show typical simulation and measurement results from a 20 mH
coil. It is important to use precise probing techniques as the inductance of the

probe placed on the output terminal to the coil can influence the measured

waveform for this circuit topology.

Fig. 20 Increasing current
waveform response of
reactive load driver circuit.
Measured responses of ramp
pulse swept in increasing
input voltage for the reactive
load driver circuit. (a) input
voltage waveforms
(b) measured voltage across
the 2 ohm sense resistor,
similar to line C2 in Fig. 21
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Fig. 21 Simulated and measured responses of a single ramp pulse for the reactive load driver
circuit. (a) Waveforms from LT Spice simulation (b) measured response. C4 is the input
waveform, C1 is the voltage at the load, C2 is the voltage across the sense resistor

Fig. 22 Frequency
performance of reactive
load driver circuit. Sine
wave sweep of increasing
frequency at half power
measured at the sense
resistor. The 3 db roll off
was measured at 129 kHz,
indicated by bold arrow
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7.5.2 Verification of the Electric Field

To verify that the electric field was generated by the time-varying current pulse

as predicted, a pickup coil was placed over the coil as the circuit generated single

current sawtooth waveforms. The signal from the pickup coil was amplified

using an INA111 instrumentation opamp (Texas Instruments, TX) with a gain

of 10X. The TI INA111 has a very high-frequency response and an adjustable

gain. Users should carefully consider the peak amplitude of the induced poten-

tial and include an input protection network for testing their coils if necessary.

The electric field produced from a triangular current ramp should be a square

wave as shown in Fig. 23. While [120-122] discuss probe construction for

measuring electric fields above and inside solenoid inductors, probe construc-

tion, accurate measurements, and proper alignment on the submillimeter scale

proved unreasonable.

8 Neural Preparations

Required excitation threshold is determined from the physiological parameters of

the neural model under study. As previously discussed, the spatial rate of change of

the electric field along the length of the axon (@Ex/@x) has been shown to predict

extracellular neural electrical stimulation (see review in [30]). Clearly, the spatial

rate of change of the electric field along the length of the axon is one experimental

variable.However, the space and length constants of the tissue under study are also

Fig. 23 Measurement of electric filed generated in situ. Ramp output waveform andmeasured
response from pickup coil area shown
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experimental variables. Little study has been completed to investigate the effect of
waveform shape and pulse-width variation on preparations with varying time and
length constants. Both the length and the time constants are functions of passive
membrane properties rm, ri, cm (Equation 51), which depend onmembrane surface
area as well as its intrinsic resistive and capacitive characteristics such as density
of ion channels and membrane thickness and determine both the variation of
excitability of the cell and the propagation speed of the action potential.

lm ¼
ffiffiffiffiffi

rm
ri

r

and tm ¼ cmrm (51)

In Equation (52) Cm, Rm, Ri are the size-independent-specific membrane
properties in (F �cm�2), (kO �cm2), and (O �cm�2), respectively; a (cm) is the fiber
radius:

cm ¼ Cm2pa F cm=½ � rm ¼
Rm

2pa
kO � cm½ � ri ¼ Ri pa2

�

O cm=½ � (52)

In the absence of myelination, diameter variations control the efficacy of
neural signaling by determining the length constant, which is proportional to
the square root of the radius of the process [123]. Larger processes have both
lower thresholds for extracellular stimulation and faster propagation velocities,
resulting in longer length constants. In the ideal case where the cell can be
modeled by a lumped rmcm model, the time constant tm is independent of axon
diameter, since cm and rm are reciprocally dependent on the size of the cell.
In this idealized case, tm is a measure of the excitability of the cell that depends
on its intrinsic properties rather than size. Thus, both different cell types (motor
neuron versus sensory neuron) and different areas of the cell (axon hillock
versus soma) may have different time constants, and thus different excitabil-
ities, with shorter time constants corresponding to faster signaling.

Experimentally, lm and tm can be elucidated from published or directly
measured passive membrane properties as well as the strength–duration
curve. Membrane capacitance depends on the intrinsic properties of the phos-
pholipid bilayer, with the specific capacitance per unit area of all biological
membranes, Cm, equaling approximately 1 mF/cm2. A useful tool for measuring
membrane properties in the lab is Neurofit [124], a MATLAB-based software
package that allows the extraction of active as well as passive properties of the
membrane from voltage-clamp experiments.

Experimental derivation of a strength–duration curve using a point source
electrode is the first step to magnetic stimulation experiments, because it allows
the extraction of a series of stimulus magnitudes and durations that are suffi-
cient to stimulate tissue at a specific distance between fiber and current source.
Additionally, qualitative analysis of the curve shape can tell important things
about passive properties of the neural preparation. At rheobase, the membrane
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is essentially voltage-clamped at just below threshold voltage, and the stimulus
current is equal to ionic current. According to Equation (53), Irh is dependent on
and will increase with the size of the cell:

Vth ¼ lim
t!1

Ithrmð1� e�t=tmÞ
h i

¼ Irhrm (53)

Thus, rheobases of cells with a larger diameter will be shifted up on the
strength–duration curve.

The chronaxy, or the minimum pulse duration needed to reach Vth

when pulse strength is twice the rheobase, estimates a pulse length with
a reasonably low stimulus. With some limitation chronaxy provides a
relationship between an experimentally derived strength–duration curve
and the time constant:

tchronaxy ¼ tm ln 2 (53a)

Thus, while rheobase is dependent on the surface area of the cell, the
chronaxy depends on the specific membrane resistance, and thus on density
of ion channels, rather than size of the cell. However, Equation (53a) is derived
from the isopotential lumped rm cm model, where the stimulus is expressed in
terms of transmembrane current. In axons, and cells with non-spherical
morphologies, as well as experiments where the stimulus is a change in extra-
cellular potential gradient, this relationship is not as clear, and chronaxy does
exhibit some dependence on fiber shape, size, as well as distance of point current
source from fiber [125]. However, this variation is much less significant than the
variations we see in rheobase and the space constant [125]. Generally, the
chronaxy estimates a pulse length with a reasonably low stimulus that is
sufficient to depolarize the cell. In general, faster-signaling fibers exhibit shorter
chronaxy values.

In the case of extracellular stimulation of an axon trunk, this variation in
passive properties leads to the recruitment order where larger diameter axons
are recruited at lower stimulus magnitudes than smaller diameter ones.

While this recruitment order may be convenient in terms of experimentation,
since it allows the excitation of a small subgroup of large axons while stimulat-
ing an entire nerve trunk, it alsomakes it difficult to selectively stimulate smaller
axons without stimulating larger ones. It is possible to suppress the extracellular
voltage gradient for fibers within a specific diameter range, by using arrays of
multiple electrodes [126], however, for magnetic stimulation this would require
a number of closely spaced coils.

Having neural preparations with a variety of fiber diameters, as well as a
spatially defined distribution of axon diameters, facilitates recruitment studies
by enabling the selection of axon fiber by distance from stimulus source as
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well as by fiber diameter. The medial and lateral giant axons in the crayfish
abdominal nerve cord are an excellent example. Table 1 displays some useful
cable parameters for two neural preparations discussed in the following
section.

9 Selection

In selecting a neural preparation, several factors should be considered. Specific
structures must be repeatably and reliably located to allow testing of similar
structures from experiment to experiment. The preparation should be asym-
metric – offering both large and small axons for study of recruitment and
different stimulus thresholds. Spatially defined nerve morphologies allow the
experimenter to explicitly determine the distance from source to fiber. Stability
under a wide temperature range allows alteration of the temperature-dependant
length constant. Preparations that are pH insensitive permit short-duration
charge-imbalanced stimulation, which greatly simplifies modeling of electric
fields used for control experiments. Invertebrate preparations meet these criteria
and have proved to be an invaluable neurobiological model [134]. In addition,
axons of these organisms are unmyelinated, which further simplifies correlation
betweenmodeling and experimental data.Unmyelinated nervesmay also serve as
a model of human pain afferents in pulsed electromagnetic field pain therapy [1]
and for studies on unmyelinated axons in the human brain and organs [135].

The use of a stimulating coil with cores allows the use of physically smaller
neurobiological preparations. Here we use two neural preparations to evaluate
the effects of magnetic stimulation on unmyelinated nerves and demonstrate
magnetic stimulation with a ferrite core stimulation coil.

The abdominal nerve cord from P. clarkii makes an excellent neurobiologi-
cal preparation because it is extensively studied. The nerve cord has several
structures that are easy to locate and allow the orientation of known morpho-
logical structures. The lateral and medial giant axons are easily located
(Fig. 24). In addition, crayfish have several sensory non-spiking afferents that
may permit the study of magnetic stimulation effects on non-spiking neurons.

The circumesophageal ring fromH. aspersa (Fig. 25) is another useful model.
H. aspersamakes an excellent model because the circumesophageal ring contains
individual cells and nerves that can be located repeatably [136]. Specifically, the
pedal and optic nerves serve as excellent material for relatively long, uniform
nerves. Moreover, the snail eye stalk containing both the olfactory and the optic
nerve is susceptible to tactile stimulation [137]. The length and time constants of
H. aspersa and P. clarkii are also greatly different, permitting a range of experi-
mental conditions to test the validity of Equations (6) and (8).

Both of these neurobiological preparations are thoroughly documented as
part of a laboratory curriculum [138, 139], and specimens are inexpensively
obtained from biological supply houses. The space constant may be varied by
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changes in external salt concentration or temperature because the preparations
are robust. In both H. aspersa and P. clarkii oscillatory structures have been
located that produce rhythmic repeatable patterns [140, 141]. These structures
offer the opportunity to study subtle effects of magnetic fields on structures
with a strong intrinsic behavior.

10 Methods

10.1 Data Acquisition and Control

While it is beyond the scope of this chapter to discuss an entire electrophysiology
recording and stimulation system, we will include a few resources. It is probably
best to learn techniques and about the equipment from users in an active lab. If this

a.

b.
c.

Fig. 25 Helix Aspersa morphological details. (a) dorsal view of circumoesophageal ring
showing eye stalks. The black spots at the 10 o’clock and 2 o’clock positions are the eyes.
Preparation is shown in a 30 mm Petri dish with the neural preparation pinned to a sylgard-
184 substrate. (b) diagrammatic cross section of the eye stalk, reprinted with permission from
[159] (c) Cross section of the intestinal nerve, ovotestis branch [133]. The densely packed small
(0.2 mm – 0.5 mm) axons typical of H. Aspersa nerves are clearly seen

dorsal

posterior

ventral
anterior

Fig. 24 Transverse section
of the crayfish abdominal
nerve cord. Lateral Giant
neuron (LG) and Medial
Giant neuron (MG) are
clearly seen near the top
(dorsal side) of the figure.
Black bar is approximately
100 mM. Reprinted with
permission from [158]
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is not possible, several excellent resources exist. Details of construction of an
electrophysiology station are reviewed in [142] and exhaustive details on methods
of recording and stimulation are covered in [143, 144]. A computer-controlled data
acquisition system is a must for magnetic stimulation systems. Computer control
provides some measure of safety for the operator during discharge and enables for
precise measurement. Exact timing information is required to determine when the
magnetic stimulation pulse was generated and when and where the neural signal is
generated. This requires tens of microseconds timing accuracy to correctly infer
propagation velocity and thus the locus of excitation for small neural preparations.
An excellent resource for data acquisition systems is [145].

Given time, equipment can be constructed in the lab or purchased second
hand. An inexpensive recording amplifier described in [146] and stimulators are
described in [147-149]. The current and voltage compliance of the stimulator
increase significantly as the distance increases from the point source to the
neural cable. Telescoping amplifier methods [150] are easily employed to extend
the operating range of stimulators.

MATLAB has gained wide acceptance as a development platform for the
acquisition and analysis of electrophysiological data. Notably among these
tools are several free packages. Gprime is a free package for data acquisition
and control that works with a wide range of National Instruments data acquisi-
tion cards, can perform rudimentary spike sorting, and supply a synchronized
signal to a stimulator [151]. SigTool is a suite of processing tools for the analysis
of neural data with a wide range of import capabilities for commercial data
acquisition systems [152]. SigTool calls wave_clus to perform spike sorting and
clustering and wave_clus is also a standalone analysis package [153]. Wave_clus
has both tutorials and sample data available at http://www.vis.caltech.edu/
�rodri/Wave_clus/Wave_clus_home.htm.

10.1.1 Electrophysiological Recording and Stimulation

To record electrophysiological signals, we employ both suction electrodes and
custom designed recording chambers based on a cuff electrode recording appa-
ratus. Suction electrode recordings from nerve trunks yield compound action
potentials from a group of neurons, however, due to diameter-based recruit-
ment the recorded CAP constitutes of spikes from only a small subgroup of the
larger axons, while offering a relative ease of handling and robust experimental
protocol. Suction electrodes can be easily constructed [149]. Significant
improvements in recording stability and signal fidelity are possible with the
use of glass suction electrodes made from smooth wall micropipette glass,
flamed to form a smooth hourglass shape opening (as shown in Fig. 26).
A successful recording will produce very stable, reproducible signals over
several hours. We have been able to successfully apply spike sorting to extra-
cellularly recorded action potentials using these suction electrodes.

The cuff electrode recording chamber is based on the apparatus presented in
[154]. The chamber is constructed by tying fine gauge electrode wire around a
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Teflon tube of the approximate diameter of the nerve under study. Teflon

sleeving assortments are available from Sparky Electronics, Fresno, CA and

Fry’s Electronics, San Jose, CA 95112. Gold and silver are appropriate wires

for the recording and a significant decrease in noise is observed when the silver

wire is chlorided. Platinum wire can be stiff even at very fine gauge sizes. Fine

gauge preciousmetal wire is available fromA-MSystems,MWSWire Industries,

Westlake Village, CA 91362 and California FineWire, Grover Beach, CA 93483-

0446. The assembly is taped or pinned down over a sheet of polyimide roughened

to facilitate adhesion. Insulted wires to interface with the recording amplifier are

silver epoxied to the free end of the recording wire. The entire assembly is then

covered with SYLGARD1 184 (Dow Corning) silicone elastomer and cured.

After curing, the apparatus is trimmed to size and the Teflon tube is removed.

The resulting device is shown in Fig. 27. A hole is drilled in the bottom of a Petri

dish and the whole apparatus glued to the bottom of the Petri dish. Since the

KAPTON is a known thickness, and an excellent insulator, small nerves can

placed with reasonable repeatability close to the coil.
In our set-up electrophysiological signals were recorded using glass suction

electrodes filled with bath saline. Signals were amplified by an A-M Systems

model 1700 amplifier (www.a-msystems.com) set at a gain of 1000� and hardware

filtered at 10 Hz and 5 kHz. Axon Instruments pClamp (http://www.molecularde-

vices.com) was used for data collection and triggering of both magnetic and

electrical pulse generators. Data were digitally filtered at 100 Hz and 5 kHz.
Electrical stimulation was performed using a S8800 Grass Technologies stimu-

lator (http://www.grasstechnologies.com). A custom designed modified Howland

current source triggered directly form the output of the Grass S8800 provided the

current pulse to the preparation. Magnetic stimulation was accomplished using an

Agilent 33120A arbitrary waveform generator driving a high-power V–I converter

or a thyristor triggered pulse discharge circuit. Further details on the circuits may

glass electrode
(–) electrode

(+) electrode

nerve

glass pipette

stimulating 
electrode

Coil wire Arrows denote 
current flow 

Fig. 26 Top view of magnetic stimulation and suction electrode rig
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be obtained from [155]. Axon Instruments Clampfit was used for threshold win-
dowing and peak alignment.

10.1.2 Tissue Culture

Snails can be obtained from biological supply houses. Adults with shells 2–3 cm
in diameter are used for recording. Snails are fed a diet of cornmeal or bird seed
and provided oyster shells as a calcium source. Light, maintained at 12 h cycles,
can be inversed such that the snails are active during the day. Individual speci-
mens were anesthetized with 2 ml cold (108C) 50 mMMgCl2 and prepared as in
[138]. The nerves in the eyestalk as well as the pedal nerves located on the ventral
surface of the subesophageal ganglia are good targets for magnetic stimulation
because of their length as well as readily recordable CAPs.

Crawfish adults are 7–11 cm in length. Specimens should be kept in individual
tanks andmaintained on amixed diet of vegetable and proteinmatter. Dissection
can be performed by anesthetizing the animal in an ice bath and cutting off the
tail (abdomen). The abdomen is pinned ventral side up and bathed in crawdad

+
–

+
–

Suction Electrode

Unipolar

Tripolar

(a)

(b)

(c)

Fig. 27 Modified nerve
cuff recording apparatus.
(a) system diagram and
recording hook up to
amplifier. (b) end view
(c) top view
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saline prepared as in [138]. Swimmerets need to be removed and the cuticle cut

along the sides of the carapace of the abdominal section. The cuticle can then be

carefully removed, the abdominal nerve cord freed from the surrounding muscle

tissue, and lifted into clean crawdad saline solution.

11 Results

A large shift in the chronaxy of the strength–duration curve would be expected

from the difference in physiology and morphology between H. aspera and

P. clarkii. As shown in Fig. 28, the chronaxy of H. aspersa and P. clarkii vary by

approximately 20 times. The rheobase varied much less, by approximately two.
Initial testing results of magnetic stimulation appear promising. Figure 29(a

and b) show magnetic stimulation of single action potentials using ferrite cores.

For Fig. 29a, the core used was a 22 mH coil stimulated with a linear saw tooth

current ramp of 0.1 A/ms for 250 mS. For Fig. 29b, the magnetic pulse was
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Fig. 28 Comparison of strength-duration curves of invertebrates. Experimentally derived
strength-duration curves using electrical stimulation and suction electrodes. (a) shows a
log-linear plot and (b) shows a linear-linear plot. Similar rheobase, but the chronaxy varies
by as much as an order of magnitude. Curve fitting was performed using a non-linear fit to
the exponential strength-duration equation
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trace is the current delivered to the coil. Lower 5 traces are recorded responses from repetitive
sweeps. The stimulus artifact aligns with the spike in the upper trace. (b) set of individual action
potentials generated by magnetic stimulation with ferrite core using P. Clarkii neurobiological
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Fig. 30 Variation in spiking frequency and action potential shape induced by magnetic
stimulation. (a) 19 neural spikes recorded without stimulus (b) 36 neural spikes recorded
with stimulus (c) Aligned action potentials from (a) (d) Aligned action potentials from (b).
Data is 15 sweeps 30s apart. Arrow in (b) denotes magnetic stimulation stimulus artifact
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generated with a thyristor triggered circuit using a bank of 1000 mF flash
capacitors charged to 200 V. The coil was a rectangular coil 2.2 mm by
4.4 mm of material 73 wound to an impedance value of 24 mH.

Subthreshold stimuli will not elicit an action potential but should alter the
intrinsic behavior of oscillatory firing patterns. The effect of subthreshold
magnetic stimulation alters both the firing frequency and the shape of the
recorded action potentials in Fig. 30b and 30d. The change in spiking frequency
and the variation of action potential shape are clear evidence of subthreshold
interaction of magnetic fields with neural tissue.

12 Conclusion

Magnetic stimulation of neural tissue has a wide range of clinical applica-
tions. However, the future development of the field depends upon devel-
opment of improved technologies and quantitative models are a part of
this development. To further this goal we outlined a complete approach to
developing small-scale magnetic stimulation experiments and showed how
it could be applied to novel circuit topologies. The use of ferrite cores has
allowed magnetic stimulation to be scaled to the point that a wide variety
of neurobiological preparations are available for study. With new prepara-
tions comes new opportunities for investigation and understanding. Using
a wide array of neurobiological preparations offers the opportunity to
investigate the finer details of magnetic stimulation including magnetic
stimulation nerve recruitment, blocking studies, and long-term histological
effects.
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Appendix: Modeling Magnetic Stimulation with Solenoid Coil

The circular E field generated by a solenoid coil with core (shown in Fig. 31) can
be approximated as

E �
a
r

2
uru0n

dI

dt
; r5r; z55r

a
r2

2r
uru0n

dI

dt
; r4r; z55r;

8

>

>

<

>

>

:

(54)
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where a (0 < a < 1) is a parameter to compensate the distance between

the coil and the neural tissue, r denotes the radius of the inductor, and

r represents the distance from the point of interest to the center of the current

loop.
Within the circular loop, the E field derivative can be evaluated in x–y

coordinates as

E ¼ Exx̂þ Eyŷ ¼ �
y

2
auru0n

dI

dt
x̂þ x

2
auru0n

dI

dt
ŷ: (55)

From Equation (55), the spatial derivative of the E field is almost zero,

given r 	 r
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(56)

Equation (56) shows that a neuron directly above a solenoid coil is difficult

to stimulate. This property is irrelevant to the geometry variation of neurons

and it indicates potentially improved spatial selectivity compared with func-

tional electric stimulation, where neurons close to the electrode are all

stimulated.
If a part of the neuron or the whole neuron is located outside the current loop

(shown in Fig. 32, the right upper neuron), the E field derivative can be derived

from (54) as

E ¼ Exx̂þ Eyŷ ¼ �a
y

2

r2

r2
uru0n

dI

dt
x̂þ a

x

2

r2

r2
uru0n

dI

dt
ŷ: (57)

I I

B = unIFig. 31 Illustration of
magnetic field flux
generated by long
sinusoid coil
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In this case, the spatial derivative of the E field is non-zero, as r is a function

of both x and y, thus
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¼ �
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(58)

According to Equation (58), the maximum spatial derivative is obtained

when

jxj ¼ jyj ¼
ffiffiffi

2
p

2
r

The maximum spatial derivative of the E field over both x and y axes are
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2
auru0n

dI

dt
: (59)

Equations (58) and (59) suggest an optimal coil–axon configuration, this

shown in Fig. 33. To achieve, two conditions should be satisfied: (1) the

membrane segment should be close to the current loop and (2) the axon’s

direction is approximately 458 deviated from the radius.
Other configurations, e.g., neuron inside the coil radius (Fig. 32), or the axon

crossing the coil center (Fig. 34a), or neuron completely outside the coil radius

(Fig. 34b), introduce a smaller E field derivative compared with the optimal

configuration. In all cases, the spatial derivative of E field can be evaluated

using Equation (58).

Er2

Er1

r2

r1

Fig. 32 Illustration of nerve
location and orientation
referred to the stimulating
coil that is indicated by the
circle
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Current Slew Rate and Power Consumption

14.1 Slew Rate

A magnetically induced spatially varying E field of about 10 kV/m2 is

required for a duration near the chronaxy of the nerve to stimulate

neurons [59, 156, 157]. Given a conventional air–core coil with diameter

on the order of a few cm, a current slew rate greater than 10 A/us is

required for excitation of neural tissue placed with a few mm. According to

Equation (59), the maximum spatial derivative of E field generated by a

solenoid coil is

π/4

π/4

Fig. 33 Optimal nerve
location and orientation
that maximizes the induced
E field derivative

(a) (b)

Fig. 34 (a) Not excitable
coil nerve geoemtry
Configuration. (b) excitable,
but less preferreable
configuration compared
with Fig. 33.
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1

2
auru0n

dI

dt
:

Given u0 ¼ 4p� 10�7 and the required current slew rate is

dI

dtThreshold
¼ 1:6� 1010

L

amrN
(60)

where N is the number of turns, L is the coil height and

dE

dxThreshold
¼ 1010V=m2:

Using values reasonable to implement experimentally; N=100, mr=20,
a=0.5, and L=1 cm, we have

dI

dtThreshold
¼ 1:6� 105A=S ¼ 0:16A=mS: (61)

According to Equation (59) and numeric examples shown in Equations (60)
and (61), the loop diameter of a solenoid coil does not influence the required
current slew rate to activate neurons.
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Fig. 35 Illustration of
magnetic field flux
generated by a current loop
or N superimposed current
loops
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14.2 Power Consumption

The required energy per pulse to active a neuron is

Z

0:5I2Rresdt ¼
Z

0:5
dI

dtThreshold
t

� �2

Rresdt ¼ 0:17
dI

dt

2

Threshold
RresT

3; (62)

where T is the current pulse width and Rres is the coil resistance. For a 100 mS
pulse with a 1 O coil resistance, the dissipated energy is only 4 mJ. The
technique of using biphasic sawtooth waveform can further reduce power
dissipation by half.

15 Scaling with Planar Coil

Similar to Equation (54), the E field generated by a circular planar coil is
approximated as

E �
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(63)

For Case I, where r5r, following Equation (63), neurons inside the coil
radius are less excitable. It is important to note that Equation (63) is
approximate and a small E field spatial derivative still exists.

For Case II, wherer4r, the field is approximated as

E ¼ Exx̂þ Eyŷ ¼ �a
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where the spatial derivative of E field can be obtained from Equation (64) as
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The maximum E field spatial derivative is achieved when jxj ¼ jyj ¼
ffiffi

2
p

2 r
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Comparing Equation (66) to (59), the spatial derivative is related to the loop
radius r. With planar coils, reducing the loop radius can increase the E field
spatial derivative. A few numeric examples are included below to describe the
scaling effect.

CaseA: 20 turns, r=4 cmand ur=1, the requiredminimal current slew rate is

dI

dt
¼ 3� 107A=S ¼ 30A=mS

Case B: 20 turns, r =4 mm and ur=1, the required minimal current slew
rate is

dI

dt
¼ 3� 106A=S ¼ 3A=mS
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Regulatory Approval of Implantable Medical

Devices in the United States and Europe

Mike Colvin

Abstract There has been explosive growth in the medical device arena in the
last decade with over 9,000 major medical device submissions received by the
FDA in 2007 alone. This has affected the timing, approval speed, costs, and
strategies used for regulatory approval. Important differences have evolved in
the clinical and regulatory environment between the United States and Europe
regarding the costs, timeliness, clinical trials, and commercial availability of
medical devices. This chapter gives a brief overview of the similarities and
differences in the process of obtaining regulatory approval in the United States
and Europe.

1 Introduction

Important differences have evolved in the clinical-regulatory environment
between the United States and Europe. These differences have impacted the
locations of clinical testing and consequently the timing of commercialization of
medical devices in these countries. US regulatory requirements are usually more
extensive and require additional time and resources compared with those of
other countries [1]. This chapter summarizes the major similarities and differ-
ences between the regulatory, clinical processes, and regulatory approval that
occur in the United States and Europe.

2 Regulatory Affairs Approval Process in the United States

Medical devices are regulated in theUnited States by the Center for Devices and
Radiological Health (CDRH) of the FDA. The charter of the FDA/CDRH is
to facilitate and protect the public health by making safe and effective medical

M. Colvin (*)
Boston Scientific Neuromodulation Corporation, Valencia, CA 91355, USA
e-mail: michael.colvin@bsci.com

D.D. Zhou, E. Greenbaum (eds.), Implantable Neural Prostheses 1,
Biological and Medical Physics, Biomedical Engineering,
DOI 10.1007/978-0-387-77261-5_11, � Springer ScienceþBusiness Media, LLC 2009

353



devices available in a timely fashion. The metric for measuring safety and

efficacy is determined in part by the risk associated with the device in question.

Devices are classified according to their perceived risk using a three-tiered

system (i.e., class I, II, or III).

2.1 Classification Panels

Most medical devices can be classified by finding the matching description of

the device in Title 21 of the Code of Federal Regulations (CFR), parts 862–892.

FDA has classified and described over 1,700 distinct types of devices and

organized them in the CFR into 16 medical specialty ‘‘panels’’. These panels

are found in Parts 862 through 892 in the CFR. For each of the devices classified

by the FDA the CFR gives a general description including the intended use, the

class to which the device belongs (i.e., class I, II, or III), and information about

marketing requirements. Devices should meet the definition in a classification

regulation contained in 21 CFR 862–892. The classifications are as follows:

868 Anesthesiology
870 Cardiovascular
862 Clinical Chemistry and Clinical Toxicology
872 Dental
874 Ear, Nose, and Throat
876 Gastroenterology and Urology
878 General and Plastic Surgery
880 General Hospital and Personal Use
864 Hematology and Pathology
866 Immunology and Microbiology
882 Neurology
884 Obstetrical and Gynecological
886 Ophthalmic
888 Orthopedic
890 Physical Medicine
892 Radiology

2.1.1 Class I Devices

These devices (lowest risk) are subject to general controls, which are published

standards pertaining to labeling, manufacturing, post-market surveillance, and

reporting. Devices are placed into class I when there is reasonable assurance

that general controls alone are adequate to assure safety and effectiveness.

Devices in this category include tongue depressors, bedpans, elastic bandages,

examination gloves, hand-held surgical instruments, and other similar types of

common equipment.
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The general controls that typically apply to class I devices include prohibi-
tions against adulteration andmisbranding, requirements for establishing regis-
tration and device listing, adverse event reporting, and good manufacturing
practices. Furthermore, FDA has jurisdiction including product seizure,
injunction, criminal prosecution, civil penalties, and recall authority. Formal
FDA review is not required for most class I devices before their market intro-
duction [2].

2.1.2 Class II Devices

These are higher risk devices for which general controls alone have not been
found to suffice in order to provide reasonable assurance of safety and efficacy,
but for which there is adequate information available to establish special con-
trols. Special controls may include performance standards, design controls, and
post-market surveillance programs. Devices in this class are typically non-
invasive and include X-ray machines, powered wheelchairs, infusion pumps,
surgical drapes, surgical needles and suture material, and acupuncture needles.
In addition to special controls, most class II devices require FDA clearance of a
premarket notification application [(510(k)] before the device may bemarketed.
In the 510(k) application, themedical device manufacturer must provide data to
demonstrate that the new device is ‘‘substantially equivalent’’ to an existing
approved marketed device.

A device is substantially equivalent if, in comparison to a predicate (1) it has
the same intended use as the predicate, (2) it has the same technological
characteristics as the predicate, or (3) it has the same intended use as the
predicate. If the device has different technological characteristics it is also
considered substantially equivalent if the information submitted to FDA: (1)
does not raise new questions of safety and effectiveness and (2) demonstrates
that the device is at least as safe and effective as the legally marketed device.

A claim of substantial equivalence does not mean the new and predicate
devices must be identical. Substantial equivalence is established with respect to
intended use, design, energy used or delivered, materials, chemical composition,
manufacturing process, performance, safety, effectiveness, labeling, biocom-
patibility, standards, and other characteristics, as applicable. A device may not
be marketed in the United States until the submitter receives a letter declaring
the device substantially equivalent.

Although substantial equivalence can usually be demonstrated on the basis
of bench and animal testing alone, approximately 10% of 510(k) applications
have included clinical data [3]. If clinical data are to be obtained, approval may
only require an Institutional Review Board (IRB). No investigational device
exemption (IDE) may be required. An investigational device exemption (IDE)
allows the investigational device to be used in a clinical study in order to collect
safety and effectiveness data required to support a premarket approval (PMA)
application or a premarket notification [510(k)] submission to FDA. Clinical
studies are most often conducted to support a PMA. Only a small percentage of
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510(k)s require clinical data to support the application. Investigational use also
includes clinical evaluation of certain modifications or new intended uses of
legally marketed devices. All clinical evaluations of investigational devices,
unless exempt, must have an approved IDE before the study is initiated.

Clinical evaluation of devices that have not been cleared for marketing
requires the following:

� an IDE approved by an Institutional Review Board (IRB). Refer to clinical
trials section below. If the study involves a significant risk device, the IDE
must also be approved by FDA;

� informed consent from all patients;
� labeling for investigational use only;
� monitoring of the study and;
� required records and reports.

A device that has not been cleared or approved for marketing cannot be
legally provided to a user for its intended human use unless several ordinarily
applicable rules are waived. An approved IDE provides for exemption from
these rules in order for a sponsor to distribute the device and conduct human
clinical studies.

2.1.3 Class III Devices

These include devices (highest risk) such as heart valves, coronary stents,
silicone gel-filled breast implants, implanted cerebral stimulators, implantable
pacemaker pulse generators, and endosseous (intra-bone) implants. These
devices are either life-sustaining/supporting, of substantial importance in pre-
venting impairment of human health, or present a high risk of illness or injury.
Consequently, general and special controls alone are not adequate to provide
reasonable assurance of safety and efficacy. Most class III devices require FDA
approval of a premarket approval application (PMA) before they can be legally
marketed. Approval of the PMA generally requires clinical data demonstrating
a reasonable assurance that the device is safe and efficacious, i.e., the benefits
outweigh the risks for the intended target patient population [4].

The first and debatably most important step in this process is the pre-IDE
meeting, in which the organization meets with FDA/CDRH to present data
about the device, its clinical development program, and its intended patient
population/use after approval. The number of patients/samples to be enrolled
should be determined ahead of time on sound statistical analysis. The pre-IDE
meeting is free to the sponsor; it provides greater assurance of a well-prepared
submission, shortened review times, and has the potential to save research
dollars. The FDA/CDRH staff will review the existing bench and animal
studies that have been conducted. They will also review any relevant clinical
data on similar use devices or clinical data obtained abroad. They then will give
informal non-binding suggestions regarding any further animal or bench data
that should be performed. They will also comment andmake suggestions on the
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proposed future clinical study design. With this input, the sponsor will prepare
and then submit an IDE application to FDA/CDRH for formal review.

The pre-IDE meeting is quite controversial in many companies. On one side
of the argument the sponsor may not want to disclose confidential information
so early on with the FDA. There may also be concern that the FDAwill suggest
additional bench and/or animal studies that they had not been planned.
Although these suggestions are informal and non-binding, they would none-
theless be on the table. If they are not performed this could lead to future issues
between the company and the CDRH, unexpected delays, and increased costs.
Also the FDA might feel that the company has something to conceal if they
keep their data too ‘‘close to their vest.’’

The other side of the argument is that it is best to be upfront with the FDA as
early as possible. The idea is to have open discussions with the FDA and
negotiate any future testing to be performed. With this approach, both parties
have had plenty of time to discuss and come to agreement on outstanding issues
prior to IDE submittal. Thus, the potential for surprises that could impact the
development schedule has been greatly minimized. The author strongly sup-
ports the latter approach; it has savedmuch time tomarket, kept testing costs to
a minimum, minimized delays, and increased trust between the two parties.

2.2 Clinical Phase

Clinical development of a new class III device is typically divided into two
phases: a pilot and a pivotal trial.

2.2.1 Pilot Trial

The first clinical assessment of a device after bench, in vivo biocompatibility
testing, and animal testing is a pilot trial. The purpose of the pilot trial is to
establish the basic safety of the device in human subjects and to demonstrate
initial indications of effectiveness. It also serves to assist in the design of the
subsequent pivotal trial phase. The pilot phase testing is normally limited to a
smaller subject population (typically less than 100 subjects at several different
centers). The pilot trial will typically last from 3 months to a year depending on
the complexity of the device.

2.2.2 Pivotal Trial

The purpose of the pivotal trial is to generate data to establish that the device is
safe and efficacious in the patient population for which the device is indicated.
During the pivotal trial, the dialogue increases between the FDA/CDRH and
the company. The specifics of the pivotal trial are well defined; this includes
choosing the patient population, the type of control group to be used, and how
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the control group will be measured against the device group under evaluation.
For first-use devices, e.g., cerebral drug delivery, where there is minimal data
regarding short- or long-term safety and efficacy, the FDA/CDRH usually will
require prospective randomized controlled studies.

Most devices under evaluation with the FDA/CDRH are similar to pre-
existing approved devices, e.g., an angioplasty balloon/stent system or a spinal
cord stimulator. If the FDA/CDRH has substantial data on the device class,
comparisons may be made with historical data or objective performance cri-
teria. When little data on the existing device class are available, the FDA
typically requires a randomized rather than a single-arm study. The new device
will be compared against simultaneous controls treated with the best known
current medical practice. That comparison may be designed to show that the
new treatment/device is superior to the best known current medical practice.
For new indications, the new device must have equivalent or better outcomes
when compared with a previously approved device utilized for an older
application.

The specifics of the study design may have a profound impact on the time
and cost of getting a new device to market. The primary endpoint of a pivotal
trial for a new-class, class III device is usually a clinical endpoint. Depending on
the endpoints negotiated, the pivotal trial typically requires enrollment of large
patient populations at multiple centers with appropriate follow-up over a
period of 1–2 years. The trial must be conducted according to good clinical
practices standards with approval of the IRB at each participating center.

2.3 Clinical Trials

Once the FDA/CDRH has approved the IDE, the sponsor must formally begin
the subject recruitment process to ensure study enrollment in a timely manner.
Each site has its own regulations regarding participation in clinical studies,
which typically can be divided into three sections:

(1) Human research
(2) Contract
(3) Conflict of interest.

Every medical device trial clinical site is federally mandated to have an
Institutional Review Board (IRB) responsible to ensure the protection of the
rights, safety, and welfare of research subjects. The FDA has regulatory over-
sight approval of the IRB protocols involving medical devices. The Office of
Protection from Research Risks (OPRR) is responsible for the regulatory over-
sight approval regarding all human research and is in direct communication
with the FDA/CDRH. Products not regulated by the FDA that involve human
subjects fall under the regulations and oversight of the OPRR. Both the FDA
and the OPRR are in the Department of Health andHuman Services. Each IRB
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must meet the standards for the requirements, leadership, and processes set

forth by the Department of Health and Human Services. IRBs are subject to

periodic audits by the FDA to ensure that records, processes, and procedures

are in compliance with regulations [5, 6].
Working with the sponsor, the principal investigator prepares an application

to the IRB at his/her institution that includes the consent form describing in lay

language the device, the inclusion and exclusion criteria for the trial, the

proposed clinical study, and a draft consent form describing the risks and

benefits of participation in the study. The IRB then formally reviews the

application. The IRB typically requests changes, usually to the informed con-

sent documents. The IRB process from start to finish usually takes around 3

months, although this can take considerably longer.
The company must also negotiate agreements with each clinical site addres-

sing the many issues associated with the clinical trial. This includes the study

costs/reimbursement, e.g., cost per patient enrolled and overhead. These agree-

ments typically include an indemnification clause and the assignment of intel-

lectual property ownership rights of new discoveries made over the course of the

study.
The resources and efforts required at each clinical site to comply with the

high-quality research necessary during the IDE study are formidable. The

clinical site must dedicate additional resources, including physicians and

nursing staff to ensure high-quality clinical research. The role of the research

director is critical to the success of all phases of the trial, including general

study management, IRB process, patient recruitment, and accurate comple-

tion of the case report forms. The sponsor is responsible for ensuring that each

clinical site has the necessary resources in place to fulfill the requirements of

the study protocol. The clinical research staff is not part of the hospital’s

salaried nursing staff. The per-patient costs include any charges the patient

incurs to complete the study, including any diagnostic procedures and studies,

clinic visits and travel, and research nurses’ salaries. It frequently takes

approximately 3–6 months to complete the patient recruitment for each

clinical site.
Pivotal studies required for a PMA application are typically large multi-

center randomized trials and often represent the largest commercial risk and

expense in the development process of a new device.

2.4 Types of Domestic Applications

2.4.1 Premarket Notifications or 510(k)s

These are applications used when the intent is to market a type of device that

may be substantially equivalent to a legally marketed device that was not

subject to premarket approval.
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2.4.2 Expedited PMAs

These are used when FDA has granted priority status to an application to
market a medical device because it is intended to treat or diagnose a life-
threatening or irreversibly debilitating disease or condition and to address an
unmet medical need.

2.4.3 Premarket Reports

They are applications required for high-risk devices originally approved for a
single use (i.e., use on a single patient during a single procedure) that a manu-
facturer has reprocessed for additional use.

2.4.4 Panel-Track Supplements

They are applications used to supplement approved PMAs or premarket
reports. These supplements typically request approval of a significant change
in the design or performance of a device, or for a new purpose for using a device.

2.4.5 180-Day PMA Supplements

These are also used to supplement approved PMAs or premarket reports. These
supplements typically request approval of a significant change in aspects of a
device, such as its design, specifications, or labeling, when demonstration of
reasonable assurance of safety and effectiveness either does not require new
clinical data or requires only limited clinical data.

2.4.6 Real-Time PMA Supplements

They are a supplement to an approved premarket application or premarket
report that requests a minor change to the device, such as a minor change to the
design of the device, software, sterilization, or labeling, and for which the
applicant [PMA holder] has requested and the agency has granted a meeting
or similar forum to jointly review and determine the status of the supplement.

2.4.7 Original Premarket Approval (PMA)

These applications are generally required when the device is new or when the
risks associated with the device are considerable (as would be the case if the
device is to be implanted in the body for life-supporting purposes).

2.5 The 510(k) Review Process

Under the 510(k) review process, FDA reviews applications to market a device
that may be substantially equivalent to a legally marketed device that was not
subject to premarket approval.
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The information required in a 510(k) submission is defined 21 CFR 807.87.
A 510(k) submission includes (1) device trade or proprietary name, common or
usual name or classification, class of the device (class I, II, or III); (2) submitter‘s
name and address, contact person, telephone number and fax number, repre-
sentative/consultant if applicable; (3) name and address of manufacturing/
packaging/sterilization facilities, registration number of each manufacturing
facility; (4) action taken to comply with the requirements of the special controls;
(5) proposed labels, labeling, and advertisements to describe the device, its
intended use, and the directions for its use; and (6) a 510(k) summary or a
510(k) statement.

For Class III medical device, the following are included: (1) a Class III
certification and a class III summary; (2) photographs of the device, engineering
drawings of the device; (3) identification of the marketed device(s) to which
equivalence is claimed including labeling and description of the medical device;
(4) statement of similarities and/or differences with marketed device(s); (5) data
to show consequences and effects of a modified device, performance data
(bench, animal, clinical).

The following are also included: (1) sterilization information (as applicable);
(2) software development, verification, and validation information; (3) hard-
ware design and development information; (4) information requested in specific
guidance documents (as applicable); (5) kit certification statement (for a 510(k)
submission with kit components only); and (6) truthful and accurate statement.

Depending on the complexity of the new or modified medical device, the FDA
Review of a 510(k) submission takes between 20 and 90+ days. The more
complex the changes or comparison required to support the safety and effective-
ness of the new or modified medical device, the longer the FDA review process.

First the FDA staff conducts a scientific review of the application (refer to
Fig. 1). When a 510(k) application lacks information necessary for FDA to
reach a decision, the agency may issue an ‘‘additional information’’ letter that
indicates that the information is insufficient. The manufacturer may then sub-
mit additional information. Once FDA has obtained sufficient information
from the manufacturer, FDA may make one of three decisions: FDA may
decide that (1) the device is substantially equivalent and therefore may be
marketed, (2) the device is not substantially equivalent and may not be mar-
keted, or (3) a 510(k) application was not required because the product is not
regulated as a device or the device is exempt from the requirements for pre-
market notification.

2.6 The PMA Process

Under the PMA review process, FDA reviews applications for new devices or
those for which risks associated with the device are considerable. Applications
reviewed under this process include original PMAs, expedited PMAs, premar-
ket reports, panel-track supplements, and 180-day PMA supplements.

Regulatory Approval of Implantable Medical Devices 361



The PMA application content includes (1) full reports of all information,

published or known to or which should reasonably be known to the applicant,

concerning investigations which have been made to show whether or not such

device is safe and effective; (2) a full statement of the components, ingredients,

and properties and of the principle or principles of operation of such device; (3)

a full description of the methods used in, and the facilities and controls used for,

the manufacture, processing, and, when relevant, packing and installation of

such device; and (4) an identifying reference to any performance standard under

Section 514 which would be applicable to any aspect of such device if it were a

class II device, and either adequate information to show that such aspect of such

device fully meets such performance standard or adequate information to

justify any deviation from such standards.
The PMA application content also includes (1) such samples of such device

and of components thereof as the Secretary may reasonably require, except that

where the submission of such samples is impracticable or unduly burdensome,

the requirement of this subparagraph may be met by the submission of com-

plete information concerning the location of one or more such devices readily

available for examination and testing; (2) specimens of the labeling proposed to

be used for such device; and (3) such other information relevant to the subject

matter of the application as the secretary, with the concurrence of the appro-

priate panel under Section 513, may require.

510(k) application received by FDA from manufacture

Staff evaluation

Flow of review process

Action is repeatable

Decisions

Device is substantially
equivalent and may

be marketed

Device is not substantially
equivalent and may not

be marketed

A 510(k) application
was not required

If information is insufficient, issue
“additional information” letter
indicatingwhat information is needed

Scientific
review

Manufacturer
may submit
additional
information

Fig. 1 510(k) Review process (United States accountability Office-GAO-05-1042
Note: This flow chart presents the typical review process to determine whether a 510(k)
application is required and, if so, whether a device is substantially equivalent to a legally
marketed device that was not subject to premarket approval
Source: GAO.
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After an initial screening of an application and determination that the review

should proceed (this initial screening is called a filing review), FDA multi-

disciplinary staff conduct a scientific review of the application. The scientific

review can include reviews of results from clinical investigations of the device

that involve human subjects. FDA also reviews nonclinical studies of the device,

and studies that may include microbiological, toxicological, and engineering

tests (see Fig. 2). If FDA determines that it needs significant additional infor-

mation to complete its scientific review, FDA issues a ‘‘major deficiency letter’’

to the manufacturer identifying the information that is required. The manufac-

turer can respond to FDA’s request by submitting an amendment to the

PMA application received by FDA from manufacturer

Multidisciplinary staff evaluation

Flow of review process

Action can be repeated

Decisions

Order
approving
application

“Approvable”
letter pending

GMP
inspection

“Approvable”
letter pending

minor
corrections

or clarifictations

“Not
approvable”

letter

Order
denying

the application

If information is insufficient, issue
“major deficiency” letter indicating
what information is needed

May refer to external advisory
committee for evaluation

Committee provides input on
safety and effectiveness

Issue letter indicating what
information is needed

Manfacturer
may submit
an amendment

Manufacturer
may submit
an amendment

Manufacturer
may submit a
new application

Scientific
review

Fig. 2 The PMA review process (United States accountability office-GAO-05-1042
Note: This flow chart presents the typical review process for application for which FDA has
conducted an initial screening and determined that the review should proceed
Source: GAO.
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original application. FDA then proceeds with its review of the amended appli-
cation. FDA can issue additional major deficiency letters and review additional
amendments until FDA determines that it has sufficient information to make a
decision.

As part of its review, FDA may refer applications to an external advisory
committee for evaluation. FDA takes this step when a device is the first of its
kind or when the agency believes it would be useful to have independent
expertise and technical assistance to properly evaluate the safety and effective-
ness of the device. For example, approximately 22% of PMAs and expedited
PMAs were referred to external advisory committees in fiscal years 2002 and
2003. The percentage in fiscal year 2004 was closer to 40%. FDA does not refer
180-Day PMA Supplements to external advisory committees. For applications
referred to an advisory committee, the committee provides input to FDA on the
safety and effectiveness of the devices.

The FDA has a statutory 180-day review cycle for PMA applications. Often
PMA applications require medical advisory board review prior to the FDA
granting approval to market the medical device. A facility inspection verifying
the manufacturing systems present to manufacture the medical device is usually
performed prior to FDA PMA approval. FDA approval of a PMA often
requires significantly more than 180 days.

2.7 Humanitarian Device Exemptions (HDEs)

AnHDE application is essentially the same as a PMA in both form and content
but is exempt from the effectiveness requirement of a PMA. Even though the
HDE is not required to contain the results of scientifically valid clinical inves-
tigations demonstrating that the device is effective for its intended purpose, the
application must contain sufficient information for FDA to determine, as
required by statute, that the device does not pose an unreasonable or significant
risk of illness or injury to patients and that the probable benefit to health
outweighs the risk of injury or illness from its use. An HDE application must
also contain information that will allow FDA tomake the other determinations
required by the act. In order to submit anHDE application for amedical device,
the medical device must first meet the definition of a humanitarian use device
(HUD) under 21 CFR 814.3(n). AHUD is a ‘‘medical device intended to benefit
patients in the treatment or diagnosis of a disease or condition that affects or is
manifested in fewer than 4,000 individuals in the United States per year.’’ An
approved HDE authorizes marketing of the humanitarian use device (HUD).

FDA Performance/Timeliness (Tables from Office of Device Evaluation
Annual Report)

The number of major FDA submissions received from 1997 to 2007 is shown
in Table 1. As shown in Table 1, during FY 06, ODE received 9,415 major
submissions, up from 8,690 in FY 05. Of the 25 original PMAs and 21 panel-
track supplements received in FY 06, 2 were granted expedited status.
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Of the 31 original PMAs and 4 panel-track supplements received in FY 07, 2
were granted expedited status. Similarly, two original and PMA panel-track
supplements received expedited status in FY 06. In FY 07, 18 of the 31 (58%)
original PMAs were submitted as modular PMAs as compared to 11 (44%)
modular PMAs submitted in FY 06.

The major submissions completed from 1997 to 2007 are shown in Table 2.
The table summarizes the actions that ODE completed in fiscal years
1997–2007. Note that decisions may be made in one fiscal year for an applica-
tion that was submitted in a previous fiscal year.

ODE & OIVD in Table 2 are included in 1997 through 2003; 2004 through
2007 include ODE only.

3 European Regulatory Approval Process

Although there are many similarities in the regulatory process in the United
States and countries within the European Union, there are important differences
that impact the time and cost associated with the introduction of a new medical
device. Below, three illustrative examples are outlined: use of Notified Bodies,
criteria for approval, and local site (Ethics review board/site negotiation).

3.1 European Union (EU) Regulatory Approval

The EU system relies heavily on Notified Bodies, which are independent com-
mercial organizations to implement regulatory control over medical devices.
Notified Bodies have the ability to issue the CE mark, the official regulatory
approval marking required for medical devices. Notified Bodies are designated,
monitored, and audited by the pertinent member states via the national compe-
tent authorities. Many functions performed by the FDA/CDRH within the
United States are performed by Notified Bodies, including medical device certi-
fication, assessment and verification of quality systems, device type designation,
and the review of the design history files for high-risk devices [7, 8].

3.1.1 Competent Authority

Each member state has a national regulatory oversight agency, which is known
as the competent authority. The main responsibilities of the competent author-
ity are as follows:

� The maintenance of a register of devices manufacturers and the medical
devices that they place on the market.

� Ensure only CE marked devices are on the market.
� The establishment and administration of a vigilance system for incidents

attributable to devices including the withdrawal of unsafe devices.
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� The examination and approval (if acceptable) of applications for perfor-
mance evaluation including clinical investigations.

� The designation and monitoring of Notified Bodies.
� Ensuring that the applicable directives and any modifications are ratified

into national law.

3.1.2 Notified Bodies

Currently, there are more than 75 active Notified Bodies within Europe. A
company is free to choose any Notified Body selected to cover the particular
class of device under review. After approval, post-market surveillance functions
are the responsibility of the member state via the competent authority. Notified
Bodies typically function in a confidential manner, providing little visibility on
their criteria required for approval. This flexibility allows for a high degree of
variation as well as competition among Notified Bodies. They act indepen-
dently of each other and it is not uncommon for the criteria required for product
approval to vary. Therefore, a company should be encouraged to choose a
notified body that is best suited for their particular device.

Notified Bodies are perceived by commerce to be less bureaucratic organiza-
tions that can respond more quickly and efficiently than the FDA. However,
the flexibility granted to Notified Bodies can be offset by a system that is
inherently more fragmented and highly variable. This has resulted in the
approval and continued marketing of devices in Europe that failed efficacy
trials in the United States.

Criteria for approval of high-risk devices are different in the European
Union. To receive approval to market a class III high-risk (and some class II)
device in the United States, the manufacturer must demonstrate the device to be
reasonably safe and efficacious, which typically requires a prospective, rando-
mized controlled clinical trial. To receive approval to market a device in the
European Union, the manufacturer must demonstrate that the device is safe
and that it performs in a manner consistent with the manufacturer’s intended
use. This difference has a profound impact on the size and scope of the clinical
studies for regulatory approval.

3.2 European Device Classification

There are four main classes of devices in Europe: classes I, IIa, IIb, and III. Like
in the United States class I devices are the lowest risk and class III devices are
the highest.

3.2.1 Class I

Class I devices are low risk and manufacturers are often self certifying. Exam-
ples are stethoscopes, scalpels, hospital beds, and wheelchairs. The manufac-
turer has to produce a technical file, including product test results to relevant
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standards. In addition, manufacturers of sterile products and devices with a
measuring function must apply to a Notified Body for certification of the
aspects of manufacture relating to sterility or metrology.

3.2.2 Class IIa

Class IIa are low-medium risk devices. Examples include hearing aids, electro-
cardiographs, and ultrasonic diagnostic equipment. Clinical safety prior to CE
marking is often demonstrated by reference to other similar CEmarked devices.

3.2.3 Class IIb

Class IIb are medium-high-risk devices. Examples include surgical lasers, infu-
sion pumps (non-implantable), ventilators, and intensive care monitoring
equipment. Clinical safety prior to CE marking may have to be demonstrated
by clinical investigation.

3.2.4 Class III

Class III devices are considered to be of highest risk. Examples are balloon
catheters and prosthetic heart valves. Such devices may employ new materials
or components, have no established history of performance or target a new
indication or where a significant change in the original intended use of the
product is planned.

Class III devices require that a design dossier be prepared that must be
reviewed by the Notified Body prior to CE marking. Clinical safety prior to
CE marking is typically demonstrated by clinical investigation. CE marking
clinical investigations must meet the minimum acceptable requirements.

4 Conclusion

As this chapter highlights, the demonstration of safety and efficacy for a new
medical device is an extensive, arduous, and an expensive developmental path
that spans early feasibility work to introduction of a device into the market-
place. By understanding this path and its complexities we can make most
efficient use of this overall process, minimize cost, and have a streamlined and
timely approval process. This brief review outlines the overall process and
highlights some of the main differences in the clinical and regulatory pathways
in the United States and Europe.

Considering these differences helps us understand why much early device
clinical testing takes place outside of the United States. It also explains why the
introduction of new devices into the market place is usually significantly faster
in Europe when compared to the United States. This is a result of the intrinsic
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differences in the criteria for approval and the process required to obtain
approval. In particular, the CE Mark process requires the demonstration of
safety only (and not efficacy). It relies a great deal on independent Notified
Bodies to regulate the approval and post-approval process. By comparison, in
the United States the approval of a high-risk device requires demonstration of
both safety and efficacy and is more highly regulated (by a governmental agency
CDRH/FDA). Integrated together, these factors account for the 1- to 3-year
delays in the introduction of a new device into the clinical market place in the
United States as compared with Europe.

Each system has its own strengths and weaknesses that must be evaluated
within the framework of the different health systems. Through better under-
standing of these systems, we can make improvements toward improving speed
and efficiency in obtaining both US and European device approval, without
compromising the safety and efficacy of the device.
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