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Preface 

The advancement of key technologies in communication, such as optical and 
radio transmission, coding schemes, switching mechanisms etc., has meant 
that communication networks are quickly growing to a larger-scale and higher 
speed than was ever anticipated. In terms of usage, Internet and real-time ap­
plications are expected to share a significant portion of the bandwidth in the 
next-generation of communication networks. Therefore, in order to achieve 
seamless and Quality of Service (QoS)-guaranteed transmission, regardless of 
source characteristics, extensive research into networking technologies is es­
sential. For the proper design, development and operation of emerging ideas 
on networking, further studies on the performance modeling and evaluation 
of networking are also encouraged. 

The International Conference on the Performance and QoS of Next Gen­
eration Networking (P&QNet2000) is being held from November 27 to 29, 
2000, in Nagoya, Japan (Seto Campus of Nanzan University). This is the 
sixth international conference on the performance and other aspects of com­
munication networks. The conference is held once every three years in Japan 
(1985 in Tokyo; 1988, 1991, and 1994 in Kyoto; 1997 in Tsukuba). The confer­
ence is sponsored by the International Federation of Information Processing 
(IFIP) Working Group (WG) 6.3 Performance of Communication Systems, 
6.4 High Performance Networking, and 7.3 Computer System Modelling. Fi­
nancial supports are given by Commemorative Association for the Japan­
World Exposition (1970), Support Center for Advanced Telecommunications 
Technology Research, and Nanzan University. 

The three-day conference consists of the symposium of 2.5 days, and a 
half-day tutorial. In response to our call for papers for the symposium, we 
received 33 submissions. Each paper was distributed to three program com­
mittee members, each of whom was asked to provide a review report. Based 
on their recommendations, we accepted 18 papers for presentation at the 
symposium. In addition, Professor Erol Gelenbe of the University of Cen­
tral Florida, Dr. Philip Heidelberger of IBM Thomas J. Watson Research 
Center, and Mr. Hajime Amano of Toyota Motor Corporation presented in­
vited speeches. A tutorial was also given by Professor Kishor S. Trivedi on 
Stochastic Petri Nets and Their Applications. 
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We are grateful to the members of the international advisory board and 
program committee, the authors of papers submitted to the symposium, the 
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Invited Paper 



Towards Networks with Cognitive Packets 

Erol Gelenbe!, Ricardo Lent!, and Zhiguang Xu! 

School of Electrical Engineering and Computer Science 
University of Central Florida 
Orlando, FL 32816 
{erol,rlent,zgxu }@cs.ucf.edu 

Abstract. We discuss packet networks in which intelligent capabilities for rout­
ing and flow control are concentrated in the packets, rather than in the nodes and 
protocols. This paper describes a possible test-bed to test and evaluate their capa­
bilities, and presents an analytical model for the worst and best case performance 
of such systems. 

1 Introduction 

We propose packet networks in which intelligence is constructed into the 
packets, rather than at the nodes or in the protocols. Such networks are called 
"Cognitive Packet Networks (CPN)". Cognitive packets route themselves, 
they learn to avoid congestion and to avoid being lost or destroyed. They 
learn from their own observations about the network and from the experience 
of other packets. They rely minimally on routers. CPNs carry three major 
types of packets: smart packets, dumb packets and acknowldegments (ACK). 

This paper reviews the basic concepts of CPNs, and proposes techniques 
for packet-based autonomous learning for routing and discuss flow control 
using adaptive finite-state machines and random neural networks to support 
these concepts. We describe a possible test-bed to test and evaluate their 
capabilities, and present analytical models for the worst and best case per­
formance of these networks. 

1.1 Networks with Packet-Based Processing Capabilities 

Much attention has been devoted recently to networks which offer users the 
capability of adding network executable code to their packets. Some of these 
ideas can be used to support a CPN. 

A recent survey article [8] is devoted to the Active Network concept; dis­
crete (programmable switches) and integrated (capsules) approaches to the 
realization of active networks are discussed, and a summary of recent research 
on active networks is given. The potential impact of active network services on 
applications and how such services can be built and deployed, are discussed 
in [10]. It is argued that Active Network Transport System (ANTS) solves 
the problem of slow network service evolution by building programmability 

K. Goto et al. (eds.), Performance and QoS of Next Generation Networking
© Springer-Verlag London Limited 2001



4 Erol Gelenbe et al. 

in the network infrastructure without sacrificing performance and security. 
Network services provided by ANTS are flexible in that besides providing 
IP-style routing and forwarding, applications can introduce new protocols. 
The packets are in the form of capsules as in integrated active networks. 
Capsule types that share information are grouped together into protocols, 
while we group Cognitive Packets which share goals and algorithms. Some 
specific nodes within the network execute the capsules of a protocol and 
maintain protocol state, similarly to the manner in which CPN nodes exe­
cute the code for each CPo The capsule processing routines are automatically 
and dynamically transferred to the nodes where they are needed. Contrary 
to CPNs where the code is a field of the CP, in ANTS this is done by a code 
distribution mechanism. 

In [11], Active Congestion Control (ACC), a system which uses Active 
Networking technology to reduce the control delay that feedback congestion 
control systems experience, is introduced. Every packet in the system includes 
the current state of the endpoint's feedback algorithm. When a router expe­
riences congestion, it calculates the new window size and deletes the packets 
that the endpoint would not have sent and informs the endpoint about its 
new state. Contrary to CPN where the packets change their behavior accord­
ing to the state of the network, in ACC the nodes change their behavior. 
A practical framework which enables the addition of user code to the net­
work element as part of the normal operation of the network is presented in 
[12], allowing new functionality to be rapidly introduced into the network. 
Advanced and conventional control architectures can exist together, solving 
the problem of retaining existing network solutions while at the same time 
creating innovative control systems for new services. 

In [13]' the authors describe an object-oriented transport architecture 
that allows for dynamically binding a variety of protocol stacks on a per-call 
basis. The architecture, in which the atomic processing entity is based on 
the consumer/producer model, consists of the model's transport abstraction, 
called an engine, its control and management abstraction, called front-ends, 
and a set of controllers implementing network services. In [14], a reference 
model is defined which separates control intelligence from control mecha­
nisms. The IEEE P1520 standard aims to establish an open architecture in 
network control, and provide the capability to program the network through 
the programming interface. 

The basic concepts and nomenclature for talking about active networks, 
and various aspects of the architecture being developed in the Defense Ad­
vanced Research Agency (DARPA) program are described in [15]. The func­
tionality of the active network node is divided between the execution environ­
ments (EEs) and the node operating system (NodeOS). The EE is responsible 
for implementing the network API, while the NodeOS manages access to local 
node resources by EEs. Protocol Booster in [16] is a novel methodology for 
protocol design aimed at overcoming the slow evolution and inefficiencies as-
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sociated with general-purpose protocols. It incrementally constructs protocols 
from elements called protocol boosters on an as-needed basis. Protocol boost­
ers are transparent to the protocol being boosted. They can reside anywhere 
in the network or end systems and are designed to improve the performance 
or features of an existing protocol. Safety and security are major concerns in 
[17]. The Secure Active Network Environment (SANE) architecture, which 
provides a means of controlling access to the functions provided by any pro­
grammable infrastructure, is illustrated in this article./indexSecure Active 
Network Environment (SANE) 

The JAVA programming language and virtual machines combined with 
the Web as a platform for implementing and deploying protocols offers en­
ticing features including portability, security and object-oriented capabilities 
[18]. The Common Object Request Broker Architecture (CORBA) and the 
Distributed Component Object Model (DCOM) [19] are chosen as two exam­
ples of Distributed Object Technology that facilitate open network interfaces. 
The benefits are abstraction, location independence, modularity, and software 
reusability. In [9], the impact of mobile agent technology on telecommunica­
tion service environments, influenced by the Intelligent Network architecture 
is discussed. The research concentrates on the discrete approach of active 
networking where service deployment and service processing are separately 
performed. In contrast to the traditional way of Intelligent Network service 
implementation in centralized service nodes which control the switching nodes 
via a dedicated outband telecom signaling network, here the Intelligent Net­
work services are implemented by means of service agents which are software 
components performing specific tasks, and are divided into parts according 
to their functionality. Similar to the Cognitive Packets which make their own 
decision on their routing to choose the best way to reach their destination, 
agents try to find the best location inside the network to provide the service 
with minimum usage of the signaling network by moving from one system to 
the other or cooperating with other agents when they find it necessary. 

Much attention has been devoted recently to networks which offer users 
the capability to add network executable code to their packets. Some of these 
ideas can be used to support a CPN. A recent survey article [8] is devoted to 
the Active Network concept; discrete (programmable switches) and integrated 
(capsules) approaches to the realization of active networks are discussed, and 
a summary of recent research on active networks is given. The potential im­
pact of active network services on applications and how such services can 
be built and deployed, are discussed in [10]. It is argued that Active Net­
work Transport System (ANTS) solves the problem of slow network service 
evolution by building programmability in the network infrastructure without 
sacrificing performance and security. Network services provided by ANTS 
are flexible in that besides providing IP-style routing and forwarding, appli­
cations can introduce new protocols. The packets are in the form of capsules 
as in integrated active networks. Capsule types that share information are 
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grouped together into protocols, as we group Cognitive Packets which share 
goals and algorithms. Some specific nodes within the network execute the 
capsules of a protocol and maintain protocol state, similar to the manner 
in which CPN nodes execute the code for each CPo The capsule processing 
routines are automatically and dynamically transferred to the nodes where 
they are needed. Contrary to CPNs where the code is a field of the CP, in 
ANTS this is done by a code distribution mechanism. 

2 Cognitive Packets and CPNs 

Learning algorithms and adaptation have been suggested for telecommuni­
cation systems in the past [4,7]. However these concepts have not been fully 
exploited in networks because of the lack of an adequate framework allowing 
decentralized control of communications. 

In Cognitive Packet Networks (CPN) smart packets serve as "explorers" 
for different source-destination pairs; they rely minimally on routers, so that 
network nodes only serve as buffers, mailboxes and processors. We use the 
term Cognitive Packet (CP) an smart packets interchangeably. Smart packets 
can also be hierarchically structured so that a group of packets share the 
same goals, and make use of each other's experience. Upon arrival of a smart 
packet at its destination, the destination node creates an acknowledgement, 
which will follow the inverse of the route recorded by the smart packet on its 
way to the destination. The acknowledgement informs the source about the 
path that should be followed by dumb packets on their way to this specific 
destination. Dumb packets are given the path to follow to their destination 
by the source. 

CPs store information in their private Cognitive Map (CM) and update 
the CM and make their routing decisions using the code which is in each 
packet. This code will include neural networks or other adaptive algorithms 
which will be decribed below. Figure 1 presents the contents of a Cognitive 
Packet and the manner in which Cognitive Memory at a Node is updated by 
the node's processor. 

MiIboI(MB) 

llmifill' 
DATA ~ltMap ~ 

lleId 
CognIiveMap 

i----t Cede ---t 
Upliol 

(eM) CognIive Map 

Fig.!. Representation of a CP (left), Update of a CP by a Node CPN (right) 
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In a CPN, the packets use nodes as "parking" or resting areas where 
they make decisions and route themselves. They also use nodes as places 
where they can read their mailboxes. Mailboxes may be filled by the node, 
or by other packets which pass through the node. Packets also use nodes 
as processors which execute their code to update their CM and then execute 
their routing decisions. As a result of code execution, certain information may 
be moved from the CP to certain mailboxes. The nodes may execute the code 
of CPs in some order of priority between classes of CPs , for instance as a 
function of QoS requirements which are contained in the identification field). 
A possible routing decision may be simply to remain at the current node until 
certain conditions in the network have changed. However, routing decisions 
will generally be result in the CP being placed in some output queue, in 
some order of priority, determined by the CP code execution. A CPN and a 
CPN node are schematically represented in Figure 2. CPs are grouped into 

CP 

Fig. 2. Schematic Representation of a CPN Node (left), Schematic Representation 
of a CPN (right) 

"CP classes" which share similar characteristics such as quality of service 
requirements, sets of internal states, control rules, input and output signals, 
etc .. These "signals" are units of information which CPs use to communicate 
with each other via mailboxes in the nodes. These signals can also emanate 
from the environment (nodes, existing end-to-end protocols) toward the CPs. 
Cognitive packets (CP) contain the following fields: 

1. The Identifier Field (IF) which provides a unique identifier for the CP, 
as well as information about the class of packets it may belong to, such 
as its quality of service (QoS) requirements. 
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2. The Data Field containing the ordinary data it is transporting. 
3. A Cognitive Map (CM) which contains the usual Source and Destination 

(S-D) information, as well as a map showing where the packet currently 
"thinks" it is, the packet's view of the state of the network, and informa­
tion about where it wants to go next; the S-D information may also be 
stored in the IF. 

4. Executable code that the CP uses to update its CM. This code will con­
tain learning algorithms for updating the CM, and decision algorithms 
which use the CM. 

A node in the CPN acts as a storage area for CPs and for mailboxes which 
are used to exchange data between CPs, and between CPs and the node. It 
has an input buffer for CPs arriving from the input links, a set of mailboxes, 
and a set of output buffers which are associated with output links. Nodes in 
a CPN carry out the following functions: 

1. A node receives packets via a finite set of ports and stores them in an 
input buffer. 

2. It transmits packets to other nodes via a set of output buffers. Once a 
CP is placed in an output buffer, it is transmitted to another destination 
node with some priority indicated in the output buffer. 

3. A node receives information from CPs which it stores in Mailboxes (MB's). 
Mailboxes may be reserved for certain classes of CPs , or may be spe­
cialized by classes of CPs. For instance, there may be different MB's for 
packets identified by different Source-Destination (S-D) pairs. 

4. A node executes the code for each CP in the input buffer. During the 
execution of the CPs code, the CP may ask the node to decline its iden­
tity, and to provide information about its local connectivity (i.e. "This 
is Node A, and I am connected to Nodes B, C, D via output buffers) 
while executing its code. In some cases, the CP may already have this 
information in its CM as a result of the initial information it received at 
its source, and as a result of its own memory of the sequence of moves it 
has made. As a result of this execution: 

• The CM's of the packets in the input buffer are updated, 
• Certain information is moved from CPs to certain MB's, 
• A CP which has made the decision to be moved to an output buffer 

is transfered there, with the priority it may have requested. 

An important issue in the Internet and in future networks is security and 
dependability, in particular with respect to malicious threats such as viruses, 
worms, and other types of information warfare threats which may develop in 
the future. We plan to address these issues in relation to Cognitive Packet 
Networks in future work. CPs themselves act as autonomous agents and there­
fore are robust to various forms of network degradation. However our current 
thinking is that nodes within a CPN could have the power to "clear, or encap­
sulate, or destroy" packets in a CPN. Each CP could be chacked and cleared 
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if it did not represent a threat. A packet which would seem to represent a 
threat would be "encapsulated" inside a secure packet and routed to its de­
clared destination or to some specific receiving host. In the extreme case, a 
packet could be simply destroyed or eliminated by the node. 

All CPs have the same packet format, which consist of four sections: a 
header carrying administrative information for handling the packet, such as 
quality of service (QoS) requirements, the type of packet and the source 
and destination addresses; a Cognitive Map (CM), which is used to com­
pute CP routing based on the packets QoS needs; finally executable code, 
and a payload section. Smart packets make their routing decisions using the 
executable code which will include neural networks or other adaptive algo­
rithms. The manner in which a CP's Cognitive Memory is updated by the 
node's processor is shown in Figure 3. Dumb packets follow the paths discov­
ered by the CPs. In a CPN, the packets use nodes as "parking" areas where 

M~oox(MB) 

Co~~veM~ 

(C~ ----- Cooe ---
U¢aloo 

CO~liveM~ 

Fig. 3. Update of a CP by a Node 

they stop to make decisions and route themselves. They also use nodes as 
places where they can read their mailboxes. Mailboxes are updated by pack­
ets which pass through the node, and in particular by ACKs. Packets use 
nodes as processors which execute their code to update their CM and then 
execute their routing decisions. The nodes may execute the code of CPs in 
some order of priority between classes of CPs, for instance as a function of 
QoS requirements. Routing decisions will generally result in the CP being 
placed in some output queue, in some order of priority, determined by the 
CP's code Each CP entering the network is assigned a Goal before it enters 
the network, and the CP uses the goal to determine its course of action each 
time it has to make a decision. We have tested use two learning paradigms 
for CPs :Learning feed forward random neural networks (LFRNN) [6]; these 
networks update their internal representation (the weights) using gradient 
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based algorithms to improve either their predictive capabilities, or to im­
prove their ability to reach decisions which elicit the maximum reward, and 
Random neuml networks with reinforcement learning (RNNRL) [6,22]. In the 
latter case, a recurrent network is used both for storing the CM and making 
decisions. The weights of the network are updated so that decisions are rein­
forced or weakened depending on how they have been observed to contribute 
to increasing or decreasing the accomplishment of the declared goal. 

3 Implementation of a CPN test-bed 

We are currently implementating a test-bed to show the effectiveness of the 
CPN concept in a realistic environment. The test-bed will consist of a network 
of CPN nodes where we may run current applications and further develop 
the capabilities of CPN. The CPN code is being implemented in the latest 
Linux kernel (version 2.2.13). The Linux kernel support for low cost PCs and 
a growing number of platforms, the freely availability of its source code, and 
the module support in the kernel, makes Linux an attractive system for the 
development of a project of this nature. A clear separation between network­
ing protocols in the implementation will make the CPN code independent of 
the physical layer and the data-link layer, providing flexibility in the interop­
eration with other existing communication protocols in the kernel. The goal 
is to produce a simple and compact code that can be easily ported over a wide 
variety of platforms, ranging from small single-board machines to supercom­
puters. The networking code in the Linux kernel, and many other operating 
systems, consists of three layers of software: device drivers, network interface, 
and protocol layer (see Figure 4). Device drivers perform the I/0 operations 
in physical devices, providing a simplified interface to the protocol layer in 
the kernel. The network interface is compatible with the popular BSD4.3 
socket layer in Linux, and provides a single application program interface 
(API) for the programmer to access all the protocols in the system. Sockets 
can be viewed as pipes where information that go into one end, come out 
at the other end. The socket concept support several types of services under 
the client-server model. The two principal are either connection-oriented, i.e. 
allowing the flow of data going orderly in both directions; or connectionless 
(also known as datagram sockets) allowing the transmission of only one mes­
sage at a time. The protocol layer consists of several families of protocols: 
INET for TCP /IP, UNIX for Unix interprocess communications, etc. Data 
that arrive at this level either from a user application through the socket 
interface, or from the physical network via a device driver, have an identifier 
specifying which network protocol they carry. The core of the CPN protocol 
is being implemented in this layer, and it is able to receive, rewrite, discard 
and create new packets according to the CPN algorithm. Packets addressed 
to the local host are passed up to the socket interface. Packets addressed 
to a remote site are sent to the appropriate device driver for transmission. 
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The communication between the ePN layer with the socket interface and the 
device drivers is performed using skbuff data structures. A skbuff structure 
contains pointers to a certain buffer area where packets are processed. Using 
this structure, the headers for each layer can be added or removed as needed 
while the packet goes up or down in the networking protocol stack. Incoming 
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Fig. 4. CPN code in the Linux Kernel 

ePN packets are tagged with a unique identifier so that the receiving device 
driver can use this number to identify the ePN packets. Arriving ePN pack­
ets are delivered to the ePN receiving function where the routing decision is 
performed based on the information stored in the MBs and the eM. When 
a ePN node receives a new packet it checks the type of packet. If the packet 
is dumb and the destination local, then an upper layer protocol process the 
packet. If the destination if not local then the packet is delivered using the 
information stored in its eM. When a Smart packet is received with a desti­
nation address different to the local node, the code stored in the data section 
is executed. The Smart packet stores information about the current node in 
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its private CM and then takes a path to another node. On the other hand if 
the current node is the final destination for the Smart packet, then an Ack 
packet is generated and sent back to the origin with all the information col­
lected by the Smart packet. Each time a CPN node receives an Ack packet 
the internal MB is updated with the new information. 

4 Modeling and Simulation of CPN behavior 

The purpose of our modeling and simulation work is to compare and evaluate 
a variety of CP learning algorithms. Both very simple decision algorithms 
(such as the Bang-Bang algorithm described below), and more sophisticated 
algorithms using learning, were tested. CPs used three different paradigms 
for adaptation, under identical traffic conditions. A single network simulation 
program representing a rectangular 100 node network was simulated, and 
three different learning algorithms were used by the CPs. Throughout the 
simulations, we vary the arrival rates of packets to each input node between 
0.1 and 1. All simulations compare the CPs with controls of different kinds, 
against a static routing policy (marked "No Control" on the figures) where 
the packet is routed along a static shortest path to the output layer of nodes, 
and then horizontally to its destination. In our simulations, lost packets are 
not retransmitted by the source nodes. Loss rates at most of the the network 
nodes are set to a value of 10%, while the rate is 50% at two specific areas 
which are unkown to the CPs. These "high loss" areas are in four continiguous 
nodes given in (x,y) coordinates as (2,0) to (2,3), and also in four other nodes 
(7,7) to (7,10). These values are very high in practical terms, but are selected 
at these high values simply to be able to illustrate to be able to observe 
the effect of the control algorithms. Figures 5 and 6 compares the RNN 
with Reinforcement Learning (RL) and Bang-Bang when the Goal includes 
both Loss and Delay. We see that RL and the Bang-Bang algorithm provide 
essentially equivalent performance. 

4.1 Worst-Case and Best-Case Performance 

The worst case performance is obtained by considering "smart" packets which 
simply try to find the route to their destination by moving at random, with 
two constraints related to the topology of the network which will be discussed 
below. The network topology that we use to evaluate the worst case is very 
similar to the one which we have used in our simulations. It has a cylindrical 
toplogy with "R" circles or rows, each containing "a" nodes, making up the 
cylinder. The only difference with the network in the simulations is that 
because we take a cylindrical topology, there are no "edge" nodes in cylinder 
we use to construct the analytical model. Each node on the two (top and 
bottom) "end" circles serves both as a source and as a destination for packets. 
The two routing constraints for packets, which we mentioned above in relation 
to the topology of the network, are: 
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Fig. 6. RL Based Control using Delay and Loss as the Goal: Comparison of Average 
Loss through the CPN with High Loss 

• A smart (or dumb) packet originating at the top row never heads upwards, 
and if it originates at the bottom row it never heads downwards . 

• A smart packet which is one link away from its destination will directly 
go to its destination without any further random search. This is because 
in a real network, the outgoing link of a node will carry information 
concerning the identity of the node which is at the other end of the link. 

Our analysis provides the following results under the assumption that packets 
at any source may head to any destination, and that smart packets do not 
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know the direction they should head in, except that they need to go from the 
top row to the bottom row (or vice versa). 

• Average Number of Nodes Visited in Row i by a Smart Packet When 
There Are No Losses 

{
l.. i<i<R-2 

A(i) = ;~+(a~l)fi) i -: R--1 
~ i = R 

where Ii is the probability that a smart packet leaves a node in row i to 
move to the next row. 

• Average Number of Nodes Visited in Row i by a Smart Packet with Losses 
at each Node 

. {li+fih- lil ~:::; i:::; R- 2 
AI(Z) = l-(l-fi)(l-li)(l-~) Z = R-1 

a i-R 
2+(a-2)li -

where li is the probability that a loss can occur at some node in row i of 
the network. 

• The Probability that a Smart Pcket Is Lost as It Traverses Row i 

• The Probability that a smart packet eventually enters row i 

Pe(i) = {~1 - 7l'(i - 1)) . Pe(i - 1) ; : ~ :::; R 

• The Average Number of Times that a Randomly Selected Smart Packet 
Visits a Node In the row i 

under the assumption that the traffic in the network is homogeneous. 
• The Probability that a Smart Packet Is Lost as It Traverses the Network 

Pt = 1- I1!1(1- 7l'(i)) 

• The Effective Traffice from S to D 

"(8 D) = ,,°(8, D) 
, 1- ps 

I 

where ,,°(8, D) is the offered S to D traffic. 
• The Average Traffic of Smart Packets Entering a Node in Row i 
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- For unilateral traffic going just from the top to the bottom of the 
network 

'xs(i) = L L el(i) . 'x(S, D) 
S D 

- For symmetric bilateral traffic going both from top to bottom and 
vice versa 

'xs(i) = L L (el(i) + el(R - i + 1)) . 'x(S, D) 

• The Average Nu~bef of Smart Packets at a Node in Row i 

R(i) = 'xs(i) 
'Y-'xs(i) 

where 'Y is the average service rate at each Node. 
• The Overall Average Delay of Smart Packets 

- For unilateral traffic going just from the top to the bottom of the 

netwo~ Li a . R( i) 

r - L E 'x°(S,D) 
- For symme~nc ~ilateral traffic going both from top to bottom and 

vice versa L. a . R( i) 
r= • LS LD 'x°(S, D) ·2 

To illustrate these results, we have varied Ii, the probability a smart packet 
leaves a node in row i to move to the next row. The numerical results of the 
leftmost graph in Figure 7 show that the larger the value of Ii, the smarter 
the packets are, and consequently, the smaller the average response time R. 

The best case performance can be achieved if the following three conditions 
are satisfied: 

• The traffic load is evenly distributed among all the nodes in the network; 
• Each packet takes the shortest path from its source to its destination 

under the assumption that the number of nodes visited by a packet is the 
dominant factor among those that determine its delay; 

• There is no packet loss. 

Take an arbitrary packet, let "s" and "d" represents its source and destination 
respectively. The length of the shortest path that it can possibly take is 
M = Id - sl + R with expected value M = ~ + R. Since all nodes are equally 
loaded, the packet arrival rate to each node is 

,X = 2a'x°(S, D)M = (!!:.. 2)'x0(S D) 
n aR R + , 

where ,XO(S, D) is the offered S to D traffic. Similar to the previous worst 
case analysis, now we can adopt the queueing theory to obtain the best case 
average packet delay: 

aR'Y~t. = ~ + R 
r = 2a'x0(S, D) 'Y - C~ + 2),X0(S, D) 
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The following figures conclude our smart packet analysis. The one on the left 
shows the best case average packet delay and the one on the right illustrates 
the performance comparison among the best case, the worst case and the 
simulation (RNN with reinforcement learning) in terms of the average packet 
delay. 

a..-____ _ 

Fig.7. Comparison between the Worst Case (left), Best Case (center), and the 
Analytical'Worst and Best Cases Compared to RNN-RL Learning Based Simulation 
(right) 
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Abstract. We analyzed the access logs of our WWW proxies used by most of the 
500 terminals in our campus. An empirical access frequency distribution to different 
URLs was derived to compare cache hit ratios with different cache strategies. The 
distribution was found to be a good approximation also for access log at other sites. 
Also we investigated the distribution of length and numbers of subsequent accesses 
by a user. 

1 Introduction 

WWW has been vital to people not only for work but also for daily life and hobby 
as means of information sharing and retrieval. HTTP protocol traffic load caused 
by WWW browsing has been rapidly growing with increase of access and trunk 
line speed and volume of multimedia data. HTTP traffic load has become a major 
part of total IP traffic load. Then we should know WWW traffic pattern to reduce 
unnecessary load. 

We need WWW access behavior of an individual user to estimate and reduce 
the traffic load because of the following two reasons. The first reason is that total 
WWW traffic load is a collection of HTTP responses from the WWW servers to 
the requests by individual users. A user's thinking(reading) time and data transfer 
time affects the time period between successive clicks on a WWW browser. The 
second is that cache efficiency on a WWW proxy server depends on how many users 
want to get the same URL. It is, however, not easy to build a theoretical model 
for user's WWW access behavior since there are many human factors. Fortunately, 
many organizations have huge amount of data stored as proxy access logs, and can 
get useful information if the logs are analyzed properly. 

A several research papers on WWW traffic load have been published so far. 
Squid proxy [13J has been the most popular and high performance caching proxy 
server software and used also in Nanzan University. Workload at WWW server side 
was investigated in /citeARLI96. Performance and limitation of caching proxy 
was discussed in [IJ. Also workload of caching proxy characterization has been 
examined by the SPA project [3J. However all of the analyses in these works are 
rather macroscopic and cannot be used for our microscopic modeling. There are 
two other related works to be cited. General network load models are discussed in 
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[12J. [6J defined a detailed model for WWW access but it is not compared with 
actual data yet, and purely theoretical. 

An interesting cache hit ratio analysis based on the distribution of the frequency 
of users' requests to different URLs was introduced in [l1J. The idea in their 
work is the analogy between frequency of requests to a URL in WWW space and 
use frequency of a word in a text. The authors tried only one of word frequency 
empirical formulas in mathematical linguistics and the match does not seem to be 
good enough. 

In this paper, we apply three empirical word frequency formulas in mathematical 
linguistics [7-9J to the local proxy access log, and find the best matching formula 
through comparisons. Also access logs of the five other sites are examined to see if 
they fit the best matching formula. The estimated parameters of the formula for 
our site are then applied to different cache strategies to compare the efficiency in 
cases of different cache storage space and number of total accesses. Also we build a 
simple model for a user's WWW browsing behavior and measured the distribution 
of a retrieval time, thinking time, numbers of subsequent accesses by a user, and so 
on. Note that we use almost all available data in our site and expect the proposed 
model and estimates may apply to other cases after further investigation with the 
data in other sites. 

This paper is organized as the following. In section 2, statistics of IP traffic 
incoming to Nanzan University campus and WWW proxy configuration are briefly 
described to show how much bandwidth WWW traffic occupies. This part of the 
work is based on [5J. Also WWW proxy configuration for HTTP layer multi-homing 
is illustrated. In section 3, matches for three formulas for the distribution of the 
frequency of requested URLs are calculated. Also, cache efficiencies at a WWW 
caching proxy server with different strategies are compared. This part of the work 
is based on [4). Section 4 is devoted to the user behavior model and measurement 
based on [10J. Concluding remarks are provided in the last section. 

2 IP traffic incoming to the campus 

In this section, we briefly describe IP traffic statistics to show how Nanzan Univer­
sity's campus network is used by 6,000 students and 500 faculty and staff members. 
This statistics is the motivation of this work. 

We have two connections to the global Internet as shown in Fig.4. Our LAN is 
multi-homed in HTTP layer but not in IP layer. (i.e. It is not a real multi-homed 
LAN.) Only the statistics for the traffic incoming from the academic ISP (SINET) 
are included here but not for the commercial ISP(OCN) because they show similar 
tendency and this paper does not focus on the amount of traffic. 

Fig. 1 and Fig. 2 illustrate the incoming IP traffic average over 5 minutes and 
30 minutes, respectively, from May 1998 through December 1998. Fig. 3 shows 
monthly traffic from May 1998 through May 1999 with average over 2 hours. Traffic 
is measured at the remote router's dedicated line interface to the academic ISP and 
generated by MRTG using SNMP. Time axes in the figures are from right to left. 
Note the dedicated line capacity was upgraded from 512kbps to 1.5Mbps at the end 
of March 1999 and the peak had been bounded to 64kbytes/sec until March 1999. 

As the figures show, the peaks are in working hours and weekdays. Traffic tends 
to increase month by month. Then next question is how much HTTP contributes 
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to the total IP traffic. 500 PCs and EWSs are located in the classrooms and the 
students may use those terminals anytime from Sam through Spm. 

We set up most of the WWW browsers to use Squid caching proxies to reduce 
the number of HTTP requests to the WWW servers outside the campus. 4 shows 
the multilayer configuration used in our campus. Each of WWW browsers uses one 
of sibling Squid proxies in turn with round robin DNS setup. Note the SINET is 
the academic ISP operated by the Ministry of Education and the OCN is one of 
commercial ISPs. An HTTP request originated from a WWW browser is routed 
to one of the two Internet connections according to the domain name in the URL; 
a request to non JP or SINET domain (mostly AC.JP) is directed to the SINET, 
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and a request to other JP domains (CO.JP etc.) is directed to the OCN. We will 
analyze the access logs of these proxies later in the following sections. 
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Fig. 4. WWW Proxy configuration(left) 
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Fig. 5. Total incoming traffic per port in a weekday(right) 

We have stored and analyzed the packet headers for 24 hours in a weekday 
(December 15, 1998) with tcpdump on FreeBSD at the gateway subnet to examine 
the contribution of HTTP in the total IP traffic. 

5 shows that HTTP traffic in a typical 24 hours is about 1.4Gbytes and 75% 
of total traffic by the amount of data. Therefore, we can conclude that HTTP is 
the network killer application as it is said to be. This is the motivation of the 
examination of WWW access statistics to estimate and reduce WWW traffic with 
a better cache policy. The details of WWW access statistics will be described in 
the following sections. 

3 Access frequency distribution by URL 

The cache hit ratio on a caching proxy server heavily depends on user behavior. 
Assumed that all users want to get only a limited number of very popular pages, 
the most effective caching strategy might be to get those pages before the users 
access. It is so called 'pre-fetching'. In contrast, assumed that users' interests are 
uniformly distributed among all of the web pages in the world, we cannot expect 
high cache hit ratio at all. The reality is somewhere between these two extremes. 
And we will see how users interests are concentrated on popular WWW pages. 

3.1 Analogy to word frequency in a text 

As mentioned in Section 1, the analogy between frequency of requests to a URL 
in WWW space and frequency of appearance of a word in a text is introduced 
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in [11]. We apply not only one but three empirical word frequency formulas in 
mathematical linguistics [7-9] to our local proxy access log for a month, and find 
the best matching formula through comparison. 

Zipf law Zipf law in Eq.l is the formula used in [11]. The result is described here 
for comparison only since it does not match very well. This formula represents that 
Ir negative-exponentially decreases rapidly as rank r increases. 

(1) 

or 

log Ir + >.log r = logO (2) 

where r is the rank of popularity for the URL, Ir is the number of requests 
(word frequency) for a URL of rank k, and 0 and >. are constant parameters to be 
estimated from the sample data in a time period. Fig. 6 shows the relation of Ir 
and r in linear scale (left) and logarithmic scale with the least square residue line 
(right) (Eq. 2), respectively. 

100 

80 

60 

40 \'" 

20 \.,---_____________ _ 

~--~20~0--~40~O--~60~0--~80~O---1~00~ 

logf 

10 

Fig. 6. Zipf: Frequency Ir as a function of rank r 

As shown in the right graph in Fig. 6, the frequency of our local users' re­
quests does not match the formula well. It does not seem to match well either 
in the reference [11]. The frequency for requests to the most popular URLs are 
underestimated. 

Zipf second law Zipf second law is defined as Eqs. 3 and 4 below. 

(3) 

or 
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log k f + 2 log I = log § (4) 

where I is the frequency of the request to a URL, kf is the number of URLs 
with the same frequency I, and § is a constant parameter. Fig. 7 shows the relation 
between I and k f· 
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Fig. 7. Zipf 2nd low: kf as a function of frequency I 

This equation represents that the fewer number of URLs with the same fre­
quency exists for more popular URL. Unfortunately the right graph in Fig. 7 shows 
that the effect of non-popular URLs is underestimated. 

Projection function This third formula is the modification of Zipf second law 
formula and called projection function. The original formula is defined as Eq. 5 
below. 

F(p) = -p­
exp+{3 

(5) 

where p is the utilization of a URL (or a word in a text) and ex and (3 are 
constant parameters. F(p) is the ratio of URLs of which utilization is less than or 
equal to p. 

Further we denote the total requests as N, the number of different URLs as L, 
the number of URLs of which utilization is less than or equal to p as K(p), and 
again I as the number of requests. Note that p = ir and F(p) = Kip). Then Eq. 5 
becomes, 

(6) 

This Eq. 6 is easier to evaluate since it is linear and values of the variables are 
directly derived by counting the proxy access log. 
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Fig. 8. Projection: Kfu as a function of f (left) 

Fig. 9. Projection: K(p) as a function of f = pN (right) 

Fig. 8 shows excellent match with the least square residue line. Fig. 9 is the 
accumulative distribution function with the estimated function in the linear scale 
and shows far better match than Fig. 7. Actually the correlation coefficient is 0.998 
and the determination factor is 0.996. 

Estimation for a and (3 are 0.981, respectively and finally we obtain, 

P 
F(p) = 0.981p + 1.08 x 10-6 

(7) 

for our sample data for a month. 
Fig.Il, Fig.13, Fig.14 illustrate that the projection formula is also a good ap­

proximation at the five other sites. 

3.2 Theoretical cache hit ratio 

Three popular cache strategies, random, LRU (Least Recently Used), and frequency 
are considered. Hit ratio for each of these strategies assumed that WWW access 
follows Zipf law are derived in [11]. We recalculated the results in the paper with 
the projection function defined in the previous subsection. 

Random Hit ratio for random strategy is simply just the ratio of cache storage 
capacity, S, to the number of all URLs, L. Note that S denotes cache storage 
capacity in number of files of 6Kbytes on the average. 

S 
HRandom(S) = L (8) 
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Fig.lO. Projection: K(p) as a function of f = pN at site A (left) 

Fig.H. Projection: K(p) as a function of f = pN at site B (right) 
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Fig.l2. Projection: K(p) as a function of f = pN at site C (left) 

Fig.l3. Projection: K(p) as a function of f = pN at site D (right) 

LRU Hit ratio for LRU strategy is expressed in term of the probability that the 
file is requested, p, which is the utilization defined in the previous subsection. Note 
that the probability that the cache is not occupied by other data is 1- (1- p)8 and 
the file is cached by one request to the file at probability p. K is again the number 
of URLs of which utilization is below p, but p is written as a function of K in the 
following equation because we taking expectation over K. Then we obtain, 

(9) 
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Fig. 14. Projection: K(p) as a function of f = pN at site E (left) 

where p(K) is given by L~~K from Eq. 5. 

Frequency Recall F(p) is the fraction of the URLs which utilization is less than 
or equal to p. Since URL counts are accumulated in F(p) from that of the highest 
utilization to lower as p increases, a file is not stored in the cache if F(p) < L"L S . 

Taking integration over F to count on the number of accesses per URL. Then we 
get a rough estimation of the hit ratio for cache strategy by frequency as in Eq. 10 
below. 

JL-S p(F)dF 
H (8) - _-r:--4-__ 

Freq - J; p(F)dF 
(10) 

where pis l~~F from the definition in Eq. 5. 

3.3 Numerical results 

The access log for a year on a proxy server has applied to Eqs. 5, 8, 9, 10. Also the 
corresponding cache hit ratios have been derived by direct analysis of the access 
log. Table 1 compares the actual value and theoretical hit ratio. Cache storage is 
about 30,800 x 6Kbytes = 185MB. Theoretical values for random strategy and 
frequency strategy can be conjectured as good approximations. And those for LRU 
strategy tend to overestimates because aging of LRU cache is not taken into account 
in this analysis. In the real cache, older data are erased when the prescribed expire 
time has come. Effect of access locality is not exactly treated but included in access 
frequency. As locality becomes higher, so does frequency. 

It is interesting to the readers to show some numerical results from the the­
oretical formulas. Fig. 15 shows effect of the amount of cache storage. The lines 
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Table 1. Comparison of actual and theoretical hit ratio (8=30,800) 

Random LRU Frequency 
Actual 5.5% 16% 69% 

Theoretical 5.7% 20% 73% 

correspond to frequency, LRU, and random from the top. Figs. 16 and 17 illustrate 
number of accesses to LRU, and that to frequency, respectively. As a matter of 
course, if there are more accesses, higher the hit ratio becomes. However, the num­
ber of accesses affects less the hit ratio for frequency strategy than that for LRU. 
Old Squid implementation was based on LRU. As Fig17 shows, LRU may be as a 
good choice if a proxy server is heavily used even without a huge amount of cache 
storage space. 

Hitritu 
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Fig. 15. Cache storage vs. hit ratio(left) 
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Fig. 16. Number of access vs. hit ratio with LRU cache(right) 

4 A user's WWW access behavior 

In this section, we focus on the behavior of individual users. The information avail­
able from a Squid proxy log line is listed below. 

Timestamp Elapsed_Time Client..Address Log-Tag/HTTP-Code Size 
Request_Method URL Ident Hierarchy-Data/Hostname Content-Type 

Our interest are to find how many pages a user requests and reads and how 
long it takes for a user to get and read a page. Actual HTTP transmissions for 
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hitritu 

Fig. IT. Number of access vs. hit ratio with Frequency cache 

a browser are si!p.ultaneous especially for image icons. User name is not recorded 
unless 'identd' is not running on the browser host which is typically a kind of Unix. 
We will simplifies the observation and build the access model. Also we compare 
the behavior of two types of students: students in Dept. of Information Systems 
and Quantitative Sciences and others since there are signifi~ant difference in the 
total WWW requests per terminal. In contrary to the computer operation skill 
level, information science oriented students' WWW accesses are roughly half of the 
others. 

4.1 User behavior model 

Fig. 18 shows a typical user's WWW access scenario. A user starts a WWW browser 
and requests a WWW server for transfer one page, reads the received data, and 
then requests another WWW page or quit using WWW. Actually it is not easy 
to detect when a user quits browsing, since all the terminals are shared by many 
students and user name is not recorded in the proxy access log. We have chosen 
10 minutes idle to mean the user have quit using the browser by looking at some 
examples. 

In the Fig. 18, Set denotes the time period of successive requests and its length 
is denoted as User_Think_Time. And Term denotes a time period during a user 
uses a WWW browser, which consists of a series of Sets. Note that it is possible to 
request another page before all files of the current page have not been received yet. 
The case is not considered here because it is observed that only few users act so. 

There are usually multiple file requests in a Set since typical Web page con­
sists of a HTML text file and several image icons and sometimes Java applets. 
User_Think_Time begins when a request to an HTML file is transmitted since a 
part of HTML text is shown on a browser as soon as it arrives. 
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Fig. 18. User's WWW access scenario 

4.2 Access statistics based on the model 
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We will show the result in the order of macro to microscopic viewpoints. Note that 
dotted lines for exponential distribution with the same mean of the samples are in 
most of the figures. 

Statistics of Term Most interesting measurements for Term are length in time, 
number of requested pages. 

Figs. 19 and 20 illustrate the distributions of length and number of requested 
pages, respectively. 

Term length roughly obeys exponential distribution with averages of 647 sec­
onds and 555 seconds for information science students and others, respectively. 
Distribution of the number of requested pages is close to exponential with average 
of 7.47 and 8.88 for the two types of students, respectively. Total transfer bytes in a 
Term also obeys exponential distribution with averages of 323KB and 395KB for 
the two types of students, respectively. 
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Fig. 19. Term length distribution (left) 
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Fig. 20. Distribution of th number of requested pages (Sets) in a Term(right) 

Statistics for Set A Set includes multiple file transfers caused by one click 
on the browser by a user. Interesting statistics are length of U ser _Think_Time 
(i.e. length of a Set), number and total bytes of requested files, and fraction of 
User _WaiLTime. 

Mean number and total bytes of transferred HTML files in a Set are 1.57 
and 12.0 KB and the standard deviations are 1.06 and 11.8, respectively. Those of 
image files are mean 5.18 and 28.4KB with standard deviations of 5.19 and 34.4, 
respectively. Therefore a WWW page consists of one HTML file and 3.3 image files 
on the average. 

Fig. 21 illustrates Set length distribution. The averages are 70.0 and 72.8 sec­
onds for the two types of students. Fig. 22 shows the distribution of 
User _WaiL Time, which is the time from the time a user requests a page to the 
time all the files for the pages are received, within a User_Think_Time. Neither 
of these distribution is not obey exponential distribution. Therefore those distribu­
tions are illustrated as probability density functions. 

The figures show that approximately 60% of U ser _Think_Time is 
User_WaiLTime. 

Individual file transfer statistics Finally, we examine statistics for individual 
file transfer. 

Figs. 23 and 24 show the distributions of the size HTML file and image files 
in bytes, respectively. HTML file size seems to be exponentially distributed with 
mean of 6.74KB. Image file size distribution is rather concentrated in shorter sizes 
with mean 4.7KB. It does not obey exponential distribution. 



34 Kunio Goto et al. 

Fig. 21. User_Think_Time distribution (left) 

Fig. 22. User _Wait_Time distribution(right) 
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Fig. 23. HTML file size distribution(left) 

Fig. 24. Image file size distribution(right) 
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We analyzed the access logs of our WWW proxies used by most of the 500 terminals 
in our campus. An empirical access frequency distribution to different URLs was 
derived to compare cache hit ratios with different strategies. 

We found the projection formula gives the best approximation for the frequency 
distribution of requested URLs. Also the formula is shown to be a good approxi­
mation at the five other different sites which gave us their access frequency data. 



Users' WWW Access Statistics 35 

Based on the estimated parameters, we conjectured that the best cache strategy 
is 'frequency' in general and LRU strategy is very good for a heavily used proxy 
server even without large cache storage space. 

Also we investigated user's access behavior from proxy server log. We found 
that a typical user reads 8 WWW pages and quit browsing after 600 seconds on the 
average. Total transfer bytes for the duration is 350KB. A WWW page consists of 
1 HTML file of 12KB and 5 image icons of 28.4KB, and it takes 70 seconds for a 
user to read the page. 

We believe the results and the analysis method do not lack generality. However, 
the parameters are different by site by site and those results are based on access 
logs only at six sites. Therefore, to be sure about the results or to find the difference 
from the statistics with other types of users, extensive analyses with sample data 
at other sites are required in the future study. We will find probability distribution 
of WWW traffic as a collection of individual users behavior analyzed in this paper. 
Also the approximations for cache hit ratios might be improved. 
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Abstract. The paper suggests an experimental methodology for analysing the performance of 
Web File Servers in terms of throughput and Client-Server path instability. The experimental 
results preview the network performance for a Client user in Australia and the influence of 
interconnecting networks and file server traffic demand for download applications. 

1. Introduction 

In terms of end user perception, information can be classified as either time-based 
or non-time based. The former carries within it intrinsic time properties. For 
example, video has information about frame rate display and audio/image 
synchronisation. Conversely, non-time based information has no essential built-in 
time property for an adequate display (eg, a written document, ajpeg picture, etc). 
For the purpose of Quality of Service (QoS) requirements then, applications can 
be classified as real-time streaming, real-time block transfer and non-real time 
applications [1]. 

Real-time streaming applications deliver time-based information in real time 
over the network. For adequate user perception, the network has to deliver time­
based information without changing its built-in time properties. Therefore, certain 
QoS requirements such as delay, jitter and error rates must be taken into account 
for adequate provision of these applications. The most well known Internet 
applications in this group are Web television, Internet telephony and Internet 
radio. 

Real-time block transfer applications deliver either time-based or non-time 
based information. This group deliver one or more blocks of information within a 
deadline though, unlike real-time streaming applications, consecutive blocks do 
not have a time correlation. Internet applications in this group are: Web browsing, 
client-to-client application sharing, online games, chat and file transfer. 

Non-real time applications deliver both time-based and non-time based 
information without demanding a time delivery deadline. In terms of QoS, the 
main requirement is delivering error-free information. The most well known 
application in this group is electronic mail (e-mail). 

K. Goto et al. (eds.), Performance and QoS of Next Generation Networking
© Springer-Verlag London Limited 2001
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Given the potential bottlenecks in the access network and taking into account 
common Internet applications, file downloading (via HTTP or FfP) is likely the 
most "unpleasant" application for dial-up customers today and we assume that it 
might be the most important real-time block transfer application for a broadband 
access platform in the future. An experiment with file transfer will then be a good 
test for analysing current Internet performance in terms of its ability to deliver 
different application types. Moreover, to some degree we can consider file 
transfer application performance as an approximation for data streaming (e.g., 
video) in a non-congested environment because a Transmission Control Protocol 
(TCP) session with a reasonable window size has a consistent throughput over 
time after the slow start phase [2]. 

The importance of file downloading has increased together with the 
development of new compression formats because multimedia content such as 
compressed music, compressed video and general data can be widely found on the 
Web. Furthermore, NAPSTER1 and other collaborative download environments 
increase the popularity and demand for downloading files among a community of 
Internet users [3,4,5]. Further, the traffic impact of NAPSTER has been such that 
academic and commercial organisations are prohibiting its use [6,7]. 

At the same time, the FfP program is the most significant application for 
transferring scientific data over the Internet. The final report from the "Advanced 
Networking Infrastructure Needs in the Atmospheric and Related Sciences" 
(ANINARS) workshop in July 1999 states: 

"... the workhorse networking application in the atmospheric 
community is still FfP. Aside from [ ... ], FTP is practically the only 
networking tool used to construct applications in this scientific 
discipline. There was also a universal cry for FfP to actually deliver 
the available network bandwidth to the end-user. The lament was 
that the bandwidth actually obtained is much lower than the 
apparently available bandwidth. 

Most participants thought that the need for bulk data transfer 
would never go away, even if sophisticated data extraction methods 
could be developed to extract subset portions of datasets. Such 
mechanisms would simply supplement the FTP function but not 
rep lace it." 

The same report continues: 

1 See http://www.napster.com 
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"FrP (or FfP-like) bulk data-transfer is the most important 
networking function used to construct applications in this scientific 
discipline, yet failure to achieve effective bandwidths equal to 
apparently available bandwidths is most evident with bulk data­
transfer applications. A variety of host-software problems contributes 
to this failure, and programs should be developed to help solve these 
problems" [8]. 

Since TCP packets are responsible for 90 to 95 percent of all Internet traffic [9], 
a TCP file download measurement tool could provide a suitable analysis of bulk 
transfers over the Internet. 

This paper introduces an experimental methodology for analysing the 
performance of download applications in a broadband access environment 
from a client-based perspective. Some studies for analysing the performance 
of networks prioritise network layer measurements and do not focus on 
application layer analysis [10]. Other studies have monitored traffic without 
a client perspective at all [11]. In this paper we also consider an end user 
perspective. 

2. Experiment Objectives 

This paper describes a new method for analysing the performance of Web File 
Servers. We introduce a hybrid throughput-path analysis, which allows better 
understanding of how backbone routes influence throughput performance to the 
end user. 

The first parameter is a throughput variable that depends on traffic conditions 
within the interconnecting networks and remote server traffic demand (See 
Sections 4.1 & 6.1). 

The second parameter (E) looks at the instability of a path for any given 
Client-Server connection!. This is achieved by repeated use of the route analysis 
tool Traceroute2 [12] and subsequent comparisons of collected traces to look for 
changes in that path connection (See Sections 4.2 & 6.2). 

Once we have established this method to look at the quality of the path from a 
instability point of view, we then go on to compare paths to different file servers 
on a regional basis (See Fig. 2). Some studies in network performance 
measurement have focused on analysing the stability of a certain path of the 
Internet though did not introduce a quantitative variable for comparing different 
paths through the Internet [13]. We suggest a quantitative parameter through the 
definition of the parameter (E). 

I Client-Server connections are also called virtual paths. 
2 For ease reading, we call Traceroute as TRACERT 
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3. Client-Server Internet Connectivity Model 

For ease of analysis, the Internet environment can be summarised as a collection 
of Autonomous Systems! (AS), which vary in size, geographical coverage and 
function. A Client-Server model based on AS connections provides an overview 
of virtual paths through the Internet and this model can be used for better 
understanding the influence of different AS on overall path performance. A 
Client-Server Internet connectivity model is shown in Fig. 1 and its main 
elements are described below: 

A. Client Machine. This is a computer running a standard Operating System 
and having dial-up or dedicated line access to the Internet. For our study, clients 
ran NT 4.0 Operating System, had similar hardware configurations (Pentium 
class) and were connected to the University of Adelaide Internet gateway via a 
100 BaseT Local Area Network (LAN). 

B. Local Network. This is the AS that provides Internet access to the client 
machine. For a dial-up user such a network is a traditional ISP, for a dedicated 
line user a broadband ISP, research/commercial organisation or backbone 
provides the connectivity. For our study, the local access is via the University of 
Adelaide Internet gateway comprising the later. 

C. LocaVRemote Regional Network. This is the AS that provides 
connectivity to local networks. Depending on the geographic location of the 
regional network (serving the Client or the Application Server), it can be 
classified either as local or remote. 

D. Backbone. A backbone is a transit AS, providing regional, national or 
international coverage. For our study, we define three types of backbone 
interconnections: the Australian backbone, the US backbone and the remote 
server backbone. 

E. Remote LAN. This network provides Internet connectivity to an 
Application Server. 

F. Application Server. The Application Server is used for storing digital 
content such as Web pages and program files. File application servers can have 
mirror sites closer to users, reSUlting in better response time and higher 
throughput [14]. 

This model will be used as the basis of the experiment to assess Internet 
performance of those terms discussed in Section 2. 

1 Autonomous Systems are a group of subnetworks administered by a Single 
Administrative Authority (SAA) with a set of Interior Gateway Protocols 
(lGPs). The SAA is normally a Network Service Provider or large 
organisational network (e.g., campuses and corporate networks). 
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B. Local 
Network Figure 1: Client-Server 

Internet connectivity model 

4. Path Instability and Throughput Models 

4.1. Throughput Model 

ICl 8 
E. Remote 
LAN 

The Throughput rate for our model follows a general equation as: 

Throughput oc a{{3{fjJ{x{n{8{t )))))) (1) 

Each element of the Equation (1) describes the network capacity of the defined 
areas of our connectivity model (See Section 3). We postulate the throughput in 
each network element is inversely proportional to the traffic demand. The named 
elements of the equation then reflect our model and are: 

a : Local Network 

{3 : Local Regional Network 

fjJ: Backbone 

X: Remote Regional Network 

n: Remote LAN 

8 : Application Server 
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Equation parameters will vary over time (t) and are related to the QoS settings 
in each network. 

Backbone traffic conditions will vary with the influence of national and 
international backbone characteristics, both at the Client and Application Server 
sides. In Section 7, our results will also show how backbone traffic conditions are 
highly influenced by those particular to the USA backbone. 

For our study, we assume bottlenecks will result from regional network, 
backbone or Application Server limitations. Therefore, Equation (1) reduces to: 

Throughput oc P (l/J (x (0 (t )))) (2) 

For the case where Application Servers are close to the Client and there are 
neither backbone nor regional network bottlenecks, Equation (2) reduces to: 

Throughput oc 0 (t) (3) 

4.2. Path Instability Model 

The analysis of IP and DNS characteristics over time for all nodes in a virtual path 
provides a good overview of path instability. This section suggests a new variable 
for estimating the instability of a virtual path. If N is a number of Traceroute1 

(TRACERT) samples collected and each sample has a variable number H of 
nodes per sample, then: 

i=N 

LH(i) 
tJ = -'1'---_ 

N 
(4) 

where tJ is the average number of nodes 
Further, ifthere are W changes in path configuration during a period of time T, 

the path instability variable results in: 

W 
8=-

tJT 
(5) 

Where 8 is the number of changes of node configuration for a certain period of 
time T. The dimension of 8 is [Trl. This variable is calculated by the software 
Utility 5, which is described in Section 6.2. In our study, we do not consider T for 
the calculation because the experimental analysis period was common for all 
paths. Path instability (8) is useful for comparing the instability of different 
virtual paths. 

1 For ease reading, we call Traceroute as TRACERT 
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5. Data Collection Procedures & Assumptions 

For the experiment we collected data to analyse the effects of network 
interconnections, Application Server traffic demand and time zone differences 
over file transfer applications. A number of assumptions were made, which are 
discussed below: 

5.1. The file transfer Application Servers are common file repositories used by 
Internet users (See Fig. 1: F). They have a standard World Wide Web (WWW) 
interface and are located in several geographic locations worldwide. We selected 
the popular TUCOWS1 Web site, which has a number of mirror servers on all 
continents. The file transfer connections used Hypertext Transfer Protocol 
(HTTP), which is the standard WWW transfer method. The selected mirror site 
regions are showned in Table 1: 

Table 1: Location for Tucows mirror sites 

Region A RegionB RegionC 
S. Australia State USA W. Coast Argentina 
Victoria State USA E. Coast Brazil 
Hong Kong Germany S. Africa 
Israel England Zimbabwe 

Regional classification was based on expected throughput performance for 
different geographic regions visible from Adelaide, Australia. Time zones were 
also an influence on the locations selected, as these impact performance because 
servers and interconnecting network loads depend on local traffic conditions in 
each region [14]. 

Three computers were used as clients to run the throughput experiment as 
shown in Fig.2. In addition, Client 1 ran a software utility collecting paths to each 
Application Server shown in Table 1 using the TRACERT program. This utility 
ran in parallel to all sites and sampled respective paths every five minutes. The 
throughput data collection was carried out from Nov 3 until Nov 22 1999 for the 
first two clients while for the third client the period was extended until Nov 30 
1999. This decision of extending the experimental period for the third client was 
due to the small number of throughput samples collected during the first 
experimental period. The path collection ran from Nov 3 until Nov 30 1999. 

1 Tucows servers are configured based on a suggested hardware/OS 
configuration. During this study the suggested characteristics were: Pentium 
133 or greater, UNIX as, 32Mb of RAM or greater, 8Gig hard disk space, 
T -lor greater bandwidth. 
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Figure 2: Client servers and their target Application Servers 

Client 1 was responsible for servers in three countries. Australia. Hong Kong 
and Israel. each country having a well-developed national network infrastructure 
and represented three time zones. 

Client 2 was responsible for servers in two European countries. Germany and 
England. as well as the USA. The servers are located in three different time zones. 

Client 3 was responsible for servers in countries with less developed national 
network infrastructure and with two time zone groups (Brazil and Argentina; 
South Africa and Zimbabwe). 

5.2. TRACERT provides performance information (RTT. packet loss and 
IPIONS addresses) for every node within a virtual path. Each node within a path 
is probed with three echo-request datagrams. For each echo-reply received. 
TRACERT calculates the estimated RTT and registers it in a log file. A 
TRACERT sample is shown below: 
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#3/11/99 0:04:58 
Tracing route to www.ozhytes.net.au [203.152.224.5J over a maximum of 30 hops: 

1 
2 
3 
4 
5 
6 
7 

<1Oms <1Oms <1Oms vlan0180.atm2-0.pancho.net.adelaide.edu.au [129. 127. 180. 253J 

<1Oms <1Oms <1Oms lis255.atml-O.central.saard.net [203.21.37.2J 
<1Oms 10ms <1Oms jaO-0-l08.boomerang. intemode. on. net [203. 16.212. 13J 
<1Oms 11ms <1Oms 198.32.240.100 
10ms 20ms * ser-l-O-bigpipe-grote-adl.bna.com.au [203.34.35.82} 
10ms <1Oms 10ms nostromo.senet.com.au [203.56.239.98J 

<1Oms 10ms 10ms www.ozbytes.net.au 1203.152.224.5 J 

The sample above provides information about the local time when the 
TRACERT is activated and the destination IPIDNS address that TRACERT is 
probing. For each node within a path, it is possible to obtain estimated RTTs and 
IPIDNS address details. In the case where echo-request datagrams are lost for a 
particular node, a star (*) is registered to indicate packet loss. For our experiment, 
we are interested in IPIDNS details and node number. 

5.3. We assume that DNS information obtained via TRACERT sample 
inspection (See Section 5.2) provides a good estimate of geographic location l for 
each node. 

5.4. A Standard Benchmark File (SBF) was used to measure throughput 
performance from TUCOWS sites and a large size file was selected in order to 
avoid the initial low transmission throughput due to the TCP slow start 
mechanism. Netscape Communicator distribution setup file2 was the selected 
SBF. 

5.5. The file download session was scheduled as described in section 5.1. For 
each client computer, the SBF was sequentially downloaded from TUCOWS 
servers as shown in Fig. 2. For all download sessions, the Start time (StartT) and 
End Time (EndT) were registered in a log file. These values are used for 
calculating the average connection throughput, which we calculated as follows: 

Th h (Vb) SBF size (bits) 1 roug put 1\., 'Ps = x--
(StartT - EndT) 1024 

(6) 

In our case we do not consider any bottleneck that would affect the transfer rate 
in either the client server or the local network (See Fig 1: A & B), as there is a 
100 BaseT connection to the University backbone from the client and this 
gateway does not have any congestion problems. In addition, recent data suggests 
file servers are responsible for 33% of congestion while 42% is a result of core 
network problems [3]. The impacts of these assumptions on our results are 
discussed in Section 7. 

1 We have learned from TRACERT sample analysis that normally DNS 
addresses have information about airport codes or city initials. 
2 Version Number: 4.7, byte size: 18.1 MB -(18,968,232 bytes) 
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network problems [3]. The impacts of these assumptions on our results are 
discussed in Section 7. 

5.6. Further to our discussion in Section 5.5 on the position of any potential 
bottleneck in our analysis approach, we make assumptions about the influence of 
interconnecting networks and Application Servers with respect to throughput for 
any particular Internet virtual path. 

We assume that due to the popularity of the TUCOWS file server among 
Internet users, the influence of traffic demand within the Application Server on 
throughput will always be high. Further we postulate that if the Client is 
geographically close to the Application Server, the influence of interconnecting 
networks is negligible (See Fig 1: C & D). Conversely, if the Client is 
geographically distant from the Application Server we assert that influence of 
interconnecting networks will exist. 

During the course of the experiment a wide variation of transfer rates was 
observed. Since a dial-up session under the best circumstance (64 Kbps) would 
require 40 minutes to download the SBF, we decided to set this as the time limit 
for the download sessions. To maintain simulating a broadband access 
environment any transfers taking longer than this were discarded. Given this 
broadband access definition, we later discuss its statistical significance, because it 
may have an impact on the median value of throughput transfer rate. 

6. Software Supporting the Experiment 
Software utilities for analysing the Application Servers' throughput and path were 
developed to run the experiment as follows: 

6.1. Throughput Analysis Utility (See Fig 3) 

Utility 1 . Scheduling the downloading sessions. Activates the web browser and 
directs it sequentially to the web sites described in Fig. 2. 

Utility 2 • Timing the downloading sessions. Registers the variables Start time 
and End time in a log file, which are used for calculating the duration of the 
downloading session. Utility 3 described below does this calculation. For clarity 
in later discussion, we refer to utilities 1&2 collectively as THROUGHP. 

Utility 3 • Calculating the throughput. Calculates the throughput based on the 
output from Utility 2 and follows the Equation (6). 

I 

1. Activates the browser } TIlROUGHP 
2. Re!!;isters in lo!!; file 

Output = StartT, EndT 

." 

3. Calculates the Throughput I 
Figure 3: Throughput Analysis Utility 
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6.2. Path Analysis Utility (See Fig 4) 

Utility 4 • Tracing the route to all TUCOWS Web sites every five minutes in 
parallel. Activates the TRACERT network tool every five minutes, which 
generates a log file for the path analysis. While a sampling interval of 5 minutes 
might loose short-lived network phenomena [13], we found this a better 
granularity because we are interested in longer routing changes for path stability 
analysis. The log file parameters that we used to analyse the paths are: 

• Node number; 
• IP address for a particular node; 
• Domain Name Server (DNS) for a particular node. 

Our path analysis utility output does not guarantee downloaded packets from the 
TUCOWS servers (downstream) will follow the inverse path described by this 
tracing software (upstream). However, this utility does provide an extra facility 
for estimating packet flow behaviour between two Internet destinations. 
Furthermore, TRACERT might occasionally provide wrong conclusions due to 
low priority of ICMP packets in relation to other packet types. For example, 
Matthews & Cottrell reported deterioration in performance from North American 
sites to Scandinavian sites due to the installation of Smurffilters in the connection 
link [15]. These filters give low priority to ICMP echo requests returning a 
Destination Unreachable message and affecting path analysis as a result. 

The aim of developing this client software utility was to verify path instability to 
a particular Application Server destination. While this does not guarantee that 
downloaded packets from the TUCOWS servers (downstream) will follow the 
inverse path described by this tracing software (upstream), the utility gives a good 
instability preview in terms of Application Server-Client datagram flow. This 
software will be called TRACER (Fig. 4). 

TRACER also allows a better understanding of the Throughput experiment 
because it enables the analysis of interconnecting paths and therefore a better 
appreciation of how interconnecting networks can influence transfer rate 
performance to a Client. 

4. Activates all TRACERT sessions every 
five minutes and generates path log files 

} TRACER 

Output = Node #, IPIDNS 

." 

5. Compares successive path samples } and calculates f (see Section F) 
COMPARE 

Figure 4: Path Analysis Utility 



48 M.E. Mascarenhas da V. Alves et aI. 

Utility 5 - Comparing the sampled paths for a particular TUCOWS Web 
site. Compares sequential samples from a particular TUCOWS log file. We call 
this utility COMPARE. 

Below we describe the manner in which COMPARE measures the difference in 
path giving successive TRACERT samples to a particular Application Server: 

Node changes: If a change in an IP address node occurs in sequential samples, 
COMPARE registers the sample number and the new node configuration. 

Pseudo-node changes for IP addresses in Class C format: IP addresses are 
classified as described in Table 2. The last 8-bit number field of the IP address in 
Class C format describes the number of hosts for a certain network address ID. 
We do not consider a change in path for cases where two IP Class C nodes in 
sequential samples have common network IDs. In most cases this means a 
balancing policy has been implemented for routers in the same network and are 
possibly located physically in the same premises. 

Therefore, if a certain node in two sequential samples has an IP address in the 
Class C range, COMPARE verifies a match in the first three fields of the IP 
address. If a match occurs, COMPARE does not analyse the fourth field. A 
change in host ID does not significantly change the Quality of Service (QoS) 
settings for this network. For Class A and B, COMPARE looks at all fields of the 
IP address. 

Table 2: IP class types 

IP Range of Host addresses Maximum Maximum # 
Class # of of Hosts per 
types Networks Network 

A 1.0.0.0 to 127.255.255.255 128 16777216 
B 128.0.0.0 to 191.255.255.255 16384 65536 
C 192.0.0.0 to 223.255.255.255 2097152 256 

In some cases TRACER may generate "abnormal" messages, for example, 
timed out or destination unreachable messages, which are discussed here. 

Timed Out: If a "Timed out" situation happens in a certain node from a sample, 
COMPARE verifies the subsequent node matches the IP address of the same node 
from the previous sample. If this situation happens, the path has not changed 
between the sequential samples and COMPARE verifies the successive nodes in 
the samples until the destination host is reached. However, if the IP address does 
not match the previous sample node IP address, COMPARE considers this a 
change in the path. 

Destination Unreachable: If the message "host or network - unreachable" 
happens in a certain node, COMPARE compares this path with the previous 
sample path until the "unreachable" node is processed. 
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7. Results & Discussion 

7.1. Throughput 

To assist readers, this Section is discussed on a server-by-server basis, following 
the order: South Australia, Victoria, USA West Coast, USA East Coast, Hong 
Kong, Israel, Germany, England, Argentina, Brazil, South Africa & Zimbabwe. 
We have decided on such a server order that departs from our initial Client 
organisation (See Figure 2) because we understand the USA backbone has a high 
influence on overall performance of all Application Servers outside Australia. 
Therefore, a better understanding of the performance of Application Servers 
within the US helps us discuss the other Application servers. 

All data was measured with the time reference based on the client time zone. In 
order to have a better understanding on how time zone differences might affect 
throughput for a certain Client-Server connection, we decided to shift the data 
time stamp from the local client time to the remote Application Server time. 

To compare statistics between different virtual paths, we have classified 
measured throughput in terms of expected time-of-day patterns. This decision was 
also supported by other studies that showed a high correlation of data traffic 
characteristics with time-of-day patterns [12,16,17]. 

Each day was partitioned into three zones that correspond to known profiles of 
Internet usage throughout the day and this is illustrated in Table 3. Table 3 also 
shows the expected throughput for a download session within a virtual path where 
the Client and the Application Server are located in the same geographical region 
and there are no network bottlenecks between them (See Equation 3). 

Table 3: Time-of-Day Patterns 

In-day zone Usage profile description Expected throughput 

00:00-09:00 Off-peak time High 

09:00-18:00 Business usage Low 

18:00-24:00 Family usage Medium 

Based on our time-of-day traffic pattern assumptions and for ease of comparison 
between different virtual paths, we have plotted graphs of 'median value of 
transfer rate' against 'day of the week'. These graphs represent a median 
throughput during a typical week for each Application Server. 

For calculating the median throughput curves, we assume backbone 
characteristics will remain approximately constant for the whole experimental 
period. While this assumption is adequate for most of the servers, this was not a 
valid case for the US West Coast server. We observed a major path change for 
this Application Server on Nov 11 1999 and discuss this Section 7.1.3. 
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Deviations from the expected time-of-day patterns (See Table 3) are found in 
virtual paths where influence of regional networks, backbones and server traffic 
demand is substantial. For ease of understanding, in some cases (USA West Coast 
& Germany) we have plotted graphs of median value throughput against hours for 
a typical day of the week. This approach allows a better analysis of throughput 
behaviour for a typical day of the week. Moreover, by matching throughput 
information with path analysis, it is possible to infer the causes of a non-standard 
time-of-day pattern (ie, a pattern that does not follow Table 3). 

7.1.1. South Australia 
Fig. 5 shows the throughput from the South Australian TUCOWS server follows 
Table 3. This behaviour suggests a high influence of the file server traffic demand 
and low influence of the backbone and regional networks with respect to 
throughput (See Equation 3). 

We observe larger variations in throughput rates across divisions of the day on 
weekdays compared to the weekend. The maximum throughput for the file server 
is around 1 Mbps. 

As expected on the weekend, the Business and Family times exhibit similar 
behaviour in terms of throughput because there is no business traffic demand on 
the server. 
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7.1.2. Victoria, Australia 
In terms of Internet usage profile we find this site also conforms to our 
assumptions stated in Table 3, that is, there is a high influence of the Application 
Server with respect to throughput (See Equation 3). 
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Figure 6 - Median Throughput in Victoria 
Period 03111/99 - 07/11/99 
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Unlike most other sites, two median values of throughput calculation were 
appropriate, each equating to separate periods of the experiment (Fig. 6 & 7). We 
experienced a drop in throughput performance between these periods and 
suspected this could be result of bottlenecks in the backbone, regional networks or 
Application Server (See Fig. 1: C, D & F). In fact the path analysis did not show 
any changes to the Application Server at the time the throughput dropped and 
suggested a bottleneck in the Application Server. We found this to be the case. 
Surprisingly the bottleneck was economically imposed. The ISP hosting the 
Application Server experienced a change of charging structure for bandwidth 
from the backbone service provider'. In an attempt to make its Application Server 
less attractive in terms of speed for Internet users outside its network, the ISP 
administrator limited the maximum speed for a download session to 256Kbps. 

1 The ISP network administrator infonned us the major backbone provider in 
Australia, Telstra, was charging AU$ 80.00 for every 1GB uploaded from its 
Application Server which the ISP was not willing to pay. 
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7.1.3. USA West Coast 
The median download throughput from this Application Server remained 
approximately constant throughout the period of the experiment. The throughput 
does not follow Table 3, suggesting throughput is also influenced by traffic 
demand within the backbone and regional networks (See Equation 2). 

We observed three distinct path configurations persisting during different 
periods of time for this Client-Server connection. Based on this observation, we 
decided to trace a typical weekday median throughput curve for each path 
configuration period. 

Figure 8 - Median Throughput for a Typical Weekday 
USA WEST COAST Period: 03/11 - 10/11 
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Paths 1 & 3 displayed time dependent route characteristics across the North 
American continent to reach a given Application Server. From Nov 3 to Nov 11 
1999 Path 1 looped between California and New York. By contrast, Path 3 did not 
loop and was direct to the Application Server. The second path only persisted for 
two days thus there were not enough throughput samples for plotting a curve. As 
a result, we have plotted typical weekday throughput curves for the first and last 
typical paths (Figures 8 & 9). 

By observing the throughput behaviour for these typical paths, we find while 
median throughput mainly varies between 100 Kbps and 115 Kbps for Path 1, 
throughput variation for Path 3 fluctuates from 110 Kbps and 120 Kbps. 
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Figure 9 - Median Throughput for a Typical Weekday 
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If we assume there are no significant path asymmetries for this server and that 
traffic demand on Regional Networks, Australian backbone and Application 
Server has not changed considerably during this experimental period, we can 
argue this variation is due to packets looping back within the US for Path 1. The 
drop in throughput performance due to this looping topology might be explained 
by at least one of the following reasons: 

• Increase in RTT what results in longer delays for the receiver to 
acknowledge data received; 

• Higher probability of packets crossing a congested or low bandwidth 
network. 

7.1.4. USA East Coast 
This site exhibited a performance characteristic very similar to the US West Coast 
typical path. Fig 10 does not follow Table 3's scheme completely. In spite of the 
off-peak time having a median throughput value higher than that during the 
Family Time, the Business Time throughput sometimes approaches that of Family 



54 M.E. Mascarenhas da V. Alves et al. 

Time. This situation leads us to conclude there are contributions from the 
Application Server, Backbone and Regional Networks to the client throughput. 

The median value of throughput is estimated at l00Kbps, which is similar to 
measurements from the US West Coast where packets were looping back (See 
Figure 8). We did not observe significant changes in throughput from this value in 
spite of the Application Server having two different persistent path configurations. 

Figure 10 - Median Throughput in the USA East Coast 

...... -+- i 
100t-~~~~~~=-~p-~~~~~~~~ ~...... . ............................... ...-. ___ .......... :.:.::........ ~.~.'-- I 

i 80+-~ __ --------~~,.-··--·--·---·--------------_·-_·_il--·~_·------~1 
.Q .', .-

~ " '. // 

..... '.' ~ 60 +---------~------------------------------------~ 
~ I 
i I 
~ 40 +-----------------------------------------------~ 
e I 
~ i 

~ 20 +-______________________________________________ ~i 

o+------.-----.------,-----.------,----~----~ 

J-+- 00:00-09:00 - •. -09:00-18:00 ...... 18:00-24:00 J 

7.1.5. Hong Kong 
As with other sites within Client 1 we expected to collect throughput data from 
the experiment for a period of 20 days (See Figure 2). However, we experienced a 
drop in throughput performance after the third day, which caused us to limit the 
data collection to 18 days. To attempt to explain the drop in performance we 
followed the same investigation for bottlenecks as we did for the Victorian file 
server (See Section 7.1.2). 

While it was difficult to determine a cause for this throughput decrease, a 
discussion with the backbone service provider highlighted the importance of 
peering arrangements that needs to be considered during any discussion of such 
throughput performance. From this we can say the upstream path is likely to be 
different from the downstream path for this Application Server unlike other cases 
considered. 

Due to service level requirements between AARNETI and C&W Optus, traffic 
to Asia-Pacific destinations is routed via direct links to Asian peers but 
downloaded traffic to Australia is via U.S. peers. Under this situation we cannot 

1 Australian Academic Research NETwork 
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say to what extent the backbone influences download throughput. However, 
Figure 11 does in fact exhibit a profile highly influenced by the Application 
Server and conforms to our assumptions in Table 3. 

Figure 11 - Median Throughput in Hong Kong 
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7.1.6. Israel 
The Israeli site breaks with our assumptions on Internet usage profiles given in 
Table 3. This is possibly due to the influence of the US backbone that we have 
verified by path analysis. Specifically we found the family usage period in the 
Table 3 gives a transfer rate from the Israeli site lower than that of the business 
period (See Fig. 12). Normally we would expect the reverse. To emphasise the 
different usage periods from those expected we reclassify the day into two periods 
as seen in Fig. 13. 
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Figure 13 - Median Throughput in Israel 
2-Day Periods 
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Why did we have a marked departure from our model? By assuming the 
upstream and downstream paths are the same, we can say local traffic within the 
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US backbone that requires local access in its own right might be affecting the 
throughput from the Israeli Application Server to the Client. 

We argue that at times when the dominant nodes in the New York region (e.g., 
NewYork.Teleglobe.net) are at their highest demand locally, this coincides with 
the Application Server usage family profile in Israel (See Table 3). Therefore 
during the off-peak time (00:00-16:00), the throughput has a maximum rate, 
which is the result of low traffic demand in Israel and local demand on the US 
backbone (specific to the East Coast). 

Interestingly, we did not find a higher level of packet loss for the New York 
regional nodes compared to other regional nodes. A higher packet loss could 
suggest a higher traffic demand in those nodes. In order to be more definitive in 
our conclusions, we would require further analysis. 

7.1.7. Germany 
Similar to the Israeli TUCOWS server, the German server did not follow Table 3. 
In order to emphasise this, we have chosen to represent a median value of 
throughput, which corresponds to a typical weekday value (See Fig 14). This 
graph suggests a high influence of Backbone & Regional Networks on the results 
of this Application Server. 

100 

90 

so 

'i' 70 
Q. 
.a 
~ 60 

15 50 Q. 
.c 
g' 40 

e 
r= 30 

20 

10 

.. 

~ 

8 
9 

Figure 14 - Typical Median Throughput weekday in Germany 
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We found 76 percent of all samples for this site equated to a transfer rate of 
64Kbps or less, further, these samples lay in the period of Family and Business 
time. Again these results show the high influence of the US backbone to the 
extent that the only appreciable rise in throughput rate was observed during the 
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off-peak period as localised to the German Application Server. In order to be 
more definitive in our conclusions, this site would require further analysis. 

7.1.8. England 
Fig. 15 suggests that backbone and a regional network influence this Application 
Server throughput and does not follow Table 3. While it is hard to characterise the 
throughput behaviour for this server, we would require more samples for a better 
analysis. 

Figure 15 - Madan Throug,put in England 
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7.1.9. Argentina, Brazil, South Africa & Zimbabwe 
We have observed a great many throughput samples for these Application Servers 
having a performance below 64 Kbps. These servers also had a higher number of 
"Timed Out" & "No server response" messages. However, it is important to note 
that this low performance behaviour is different from the Germany server case. 
While the German server has a daily period with higher throughput (See Fig. 14), 
these servers have low performance sessions distributed equally over all day 
periods. 
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Because paths to most of the servers l have similar routes crossing the Australian 
and the American backbones, we argue that poor performance for Argentina, 
Brazil, South Africa and Zimbabwe are due to remote regional networklbackbone 
limitations. Moreover, as it is suggested in new research being undertaken, typical 
paths for these Application Servers have more satellite links than that of other 
servers' paths. Because some TCP congestion control mechanisms have poor 
performance over satellite links [18], we argue the low performance from this 
Application Servers is the result of additional satellite-links. 

In the case of Germany, we believe there might be a remote regional 
networklbackbone limitation, however during off-peak periods in Germany the 
throughput increases significantly (See Fig. 14). 

7.2. Path Instability 
As described in Section 6.2, we have analysed all paths in terms of our path 
instability model (See Section 4.2). While the software for path analysis proves to 
be a useful tool for finding changes in node configuration within a virtual path, we 
find that in some cases a higher value of node changes has been mistakenly 
associated with an Application Server path. In some cases, sequential samples 
contain different IP addresses for a particular node number, however these are 
pseudo-node changes. We describe such pseudo-node changes as follows: 

• Variations in node IP number having similar DNS information: We 
observe a number of samples where the IP address of a certain node changes in 
sequential samples but the DNS properties show the same network 
characteristics/geographical locations. The COMPARE utility does not consider 
changes where two IP Class C nodes in sequential samples have common network 
IDs but different hosts IDs. Since COMPARE does not analyse DNS information, 
this results in pseudo-node changes for other IP address cases (See Section 6.2, 
Utility 5). 

• Cyclical Changes of IP addresses without DNS information: We find a 
number of samples where the IP address of a certain node changes in a cyclical 
fashion (i.e., Load Balancing). Variations in Class C format IP addresses with a 
common network ID are not considered by COMPARE utility as a change in path 
(See Utility 5). However, our software does treat Class A & B IP address cases as 
path changes. 

Path re-configuration complexity in the manner described above forced us to 
"filter" the results obtained from the COMPARE utility to achieve a fairest path 
instability ( E ) calculation. 

In addition, for the filtering process we have not considered changes in path 
where the varying node reports loss of reachability. Nodes returning "Host 
Unreachable" or Net Unreachable" messages are thus not adequate for analysing 
changes in path. Administrators of such nodes might be blocking ICMP echo­
requests due to traffic policies or valid network problems might be occurring. 

The filtering process is suitable for analysing data where there are a small 
number of pseudo-node changes to a Server. In addition, subjective assessment 

1 Except South Australia, Hong Kong & Victoria (Australia) 
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needs to be made in terms of whether a node change is a pseudo-node change or a 
valid change. In the next Section we provide an analysis of the "filtered" results 
covering the period between Nov 3 and Nov 22, 1999. For ease reading, we 
introduce a general discussion of the main findings and we summarise the results 
in Table 4. 

7.2.1. Discussion 
The first important finding in our study is the high stability of all Client­
Application Server connections as shown in Table 4. For all Application server 
paths, path changes affect less than 1 % percent of total samples measured. This 
result confirms research carried out by Paxson [13], Labovitz et al [19] & Chinoy 
[20]. 

In addition we find the number of changes in a path is not relevant for 
previewing throughput performance. An Application Server might have lower 
throughput but higher number of path changes (or higher path instability) than 
other servers (eg, See Table 4: Application Server in Brazil). 

The South Australian server path has the lowest Path Instability ( e ). While we 
find the COMPARE utility results in a reasonably high number of changes for this 
site, the path re-configurations do not seem to be result of congestion but of a 
higher level of capillarity within the Regional Backbone. We observe that 20 out 
of 24 changes for the South Australian path was a result of packets being 
forwarded to a stand-by node. We did not observe DNS similarities between this 
IP address and the default node IP address. However, we have found from the 
Throughput analysis there is a low influence of the Regional backbone/network 
on our results (See Section 7.1.1). Therefore, we do not consider these changes for 
the Path Instability ( e ) calculation. 

For the USA East Coast server, we find a great many changes (260 
occurrences) happen in node 7. While the COMPARE utility classifies these as 
changes, the analysis of the path configuration for this Application Server shows 
these are pseudo-node changes due to a load balance. 

The Server in Israel had 88 changes. The analysis shows that a number of 
changes are due to nodes responding to "NetIHost Unreachable" messages (26). 
The other changes are again pseudo-node changes due to variations in node IP 
number having similar DNS information. 

The Server in England had a high number of changes. While analysing the 
output, we observed this Application Server path had a high number of NetIHost 
unreachable occurrences within varying nodes. We find that 38 out a total of 73 
path changes happened in nodes reporting loss of reachability. 

The Server in Argentina had 240 changes. Similarly with the USA East Coast 
Server, we find a great many changes (151) are due to a load balance 
implementation in node 15 between Nov 3 and Nov 15 1999. Moreover, some 
changes are due to variations in node IP number having similar DNS information 
(41) and others are not clear due to lack of DNS information (13). The rest of the 
path changes are due to nodes responding to "NetIHost Unreachable" messages 
and therefore are not considered for the Path Instability ( e ) calculation. 

The South African Server had 6 pseudo-changes as result of a load balance 
implementation and 3 changes as a result of variations in node IP number having 
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similar DNS information. The rest of the path changes were not considered for the 
path instability (e) calculation have varying nodes responding to "Net/Host 
Unreachable" messages. 

The Servers in the US West Coast, Germany, Brazil, and Zimbabwe had all 
pseudo-node changes due to variations in node IP number having similar DNS 
information. 

Table 4: Summary of the Path Instability Analysis 

Server Aver. COMPARE Changes 
(Fill. Changes )% Path 

# Output after Instab. 
Nodes Filtering 

Samples 
(t) 

S. Austral. 7.1 24 4 0.07 0.56 
Victoria 6.0 8 8 0.14 1.33 
USAWC 18.1 30 24 0.42 1.32 
USAEC 16.1 292 27 0.47 1.68 
H. Kong 8.0 9 9 0.15 1.12 
Israel 17.2 88 48 0.84 2.79 
Germanv 20.1 41 38 0.66 1.89 
England 15.1 73 25 0.44 1.65 
Argentina 16.2 240 16 0.28 0.99 
Brazil 17.1 35 12 0.21 0.70 
South Afr. 19.1 34 19 0.33 0.99 
Zimbabwe 17.5 61 40 0.70 2.28 

8. Conclusions 

Our paper describes a new methodology to assess end-to-end performance 
analysis of broadband access networks and Internet backbones allowing the user 
to generate a picture of traffic profiles to chosen Application Servers throughout 
the world. 

While we feel the method holds for the given analysis of path and throughput, 
more definitive conclusions in terms of these parameters could be further obtained 
if more samples are collected. For improvement in throughput analysis the SBF 
could be smaller and/or the Client could run in a dedicated mode for a particular 
Application Server. In the case of path analysis, the sample collection interval 
could be decreased. 

In the general case, we assumed that upstream and downstream paths are likely 
the same. Nevertheless, in particular cases such as Hong Kong, the paths are 
different because of peering agreements between ISPs and their backbone 
providers. In this case throughput can also be affected by different time zones (ie, 
USA West Coast) causing inaccurate conclusions. To solve this problem and by 
way of further work, the path analyser software could be run at the target 
Application Server instead of running at the Client Machine. This would provide 
a better estimate of the throughput path in the downstream direction. 
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The throughput depends not only on technical but also on economic drivers 
(See the Victorian file server example). The inter-network pricing regime and the 
way this impacts on available bandwidth are important aspects that were observed 
in this experiment but are not analysed here. 

For other factors that impact on total throughput, we recommend reading [21]. 
For example, TCP protocol configurations running on different Operating 
Systems have significant influence on TCP total throughput [22]. We did not 
investigate this topic in our research. 

In terms of path instability analysis, we introduce a parameter (E) for 
measuring path instability within a virtual path. Since this parameter can be used 
for comparing instability of distinct virtual paths, it can be considered a "QoS" 
analysis parameter. In this study, we were not interested in finding an optimum 
value for (E) but in comparing the instability behaviour of the Client-Application 
Server paths. Further work should be undertaken with a larger number of WWW 
sites during a longer experimental period for obtaining the optimum path 
instability value. 

The analysis of the throughput and path parameters result in an "Internet 
weather forecast". These ideas could possibly be used for monitoring or 
previewing the performance of an internetworking environment. 

The experiment suggests current Internet networks and heavily loaded Web File 
Servers provide a range of transfer rates up to 1 Mbps. Thus, new broadband 
access technologies such as Asymmetric Digital Subscriber Line (ADSL), Cable 
Modems and Local Multipoint Distribution Service (LMDS) cannot provide 
downstream throughput to their full capability in the current Internet environment. 

Finally, with the exception of download sessions from the Australian 
Application Servers, all download sessions were US centric and thus exhibit a 
high dependence on this backbone. 
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Abstract. The study of measurements of world wide web traffic has shown that 
different characteristics are governed by long-tail distributed random variables. We 
discuss the nonparametric estimation of their corresponding probability density 
functions. Two nonparametric estimates, a Parzen-Rosenblatt kernel estimate and 
a histogram with variable bin width called polygram, are considered. The proposed 
estimates are applied to analyze data of real web sessions. The latter are character­
ized by the sizes and durations of sub-sessions as well as the sizes of the responses 
and inter-response time intervals. By these means the effectiveness of the nonpara­
metric procedures in comparison to parametric models of web-traffic characteristics 
is demonstrated. 

Keywords: World Wide Web traffic; Nonparametric density estimation; Parzen­
Rosenblatt estimate; Polygram. 

1 Introduction 

Traffic measurements and reliable off-line as well as on-line estimation techniques 
are required to determine accurately the traffic load and resource usage in cur­
rent high-speed packet-switched ATM and IP networks with their different service 
classes. For this purpose, new operational data collection procedures have to be 
developed and implemented in the network elements that use both measurements 
scheduled at a regular time basis and special high-resolution measurements trig­
gered by network management actions (cf. [1,8,13,14]). Normally, measurement fa­
cilities count events of interest, e.g. incoming or outgoing calls, sessions, frames, 
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packets or cells, as well as durations of relevant periods, e.g. interarrival times 
between events, and sizes of corresponding objects, e.g. file lengths, at a specific 
network element in consecutive time intervals of fixed length. 
If we consider particularly the rapid growth of the Internet traffic due to an enor­
mous increase of world wide web applications over the last few years, the effective 
design of the underlying IP-based transport infrastructure has become an impor­
tant task of teletraffic engineering. To perform it, the characterization of web traffic 
by its basic ingredients such as session lengths, page sizes and response times of 
requests is required. It is based on efficient data gathering and a careful analysis 
of the underlying random processes and the corresponding random variables (r.v.) 
associated with these characteristics. For planning and control purposes, it is very 
important to reconstruct the resulting traffic load accurately and by statistically 
thorough techniques. 

The analysis of existing measurements of web traffic has shown that its charac­
teristic r.v.s are often governd by long-tailed distributions or even follow mixtures 
of long-tailed distributions due to the heterogeneous sources of the information 
transfer (see [1,4,12-14,18] ). However, from a statistical perspective, mainly para­
metric modeling techniques including the parameter estimation of distributions or 
the parametric modeling of the tails of distributions by maximum likelihood and 
Bayesian techniques have been applied. The resources of nonparametric modeling 
and estimation techniques have not been exploited up to now. They include effec­
tive density estimation techniques based on generalized regression schemes as well 
as kernel and series estimation procedures (cf. [6,16]- see Fig. 1). In this paper, we 
point out the difficulties of parametric modeling in the extremely dynamic environ­
ment of web applications on the Internet and we present a purely nonparametric 
approach for traffic characterization. For this purpose, we use a simplified hierar­
chical model of web sessions and compare our nonparametric estimation techniques 
with a parametric approach based on traces of web traffic gathered at the Univer­
sity of Wiirzburg. 

Density Estimation Techniques 

Fig. 1. Density estimation techniques 
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The paper is organized as follows. In Section 2 the collected traffic measurements, 
their evaluation methodology and an analysis by parametric models are discussed. 
In Section 3 we present our nonparametric modeling approach as feasible alternative 
and estimate the density functions of the corresponding web-traffic characteristics 
based on real data. Finally, we conclude with a summary of our findings. 

2 Measurement and Analysis of Web Traffic 

The description of web traffic for analysis, simulation and network design purposes 
requires simple, universal models capturing different levels of abstraction and dif­
ferent time scales. Here, we first point out the difficulties of a parametric modeling 
approach. In the next section, we propose a nonparametric estimation technique 
and illustrate its effectiveness based on data of measured web traffic. 

2.1 Data Collection and Evaluation Methodology 

In [17] a simplified hierarchical model of web traffic has been derived from measured 
IP traffic arising from world wide web applications. Responses to web requests are 
identified as the main part of the transferred data and the time between these 
responses is used to model the relationship between the responses. The measured 

WWW- ession 

~ 
~ 

Sub-Se 

...... 

Request ~. 
Respon e 

Fig. 2. Hierarchical modeling of web sessions 

Client 

Server 

traffic is described by this hierarchical model distinguishing a session and a page 
level where the first one is characterized by sub-sessions (see Fig. 2 - see also [14,18]). 
The levels are modelled by four related random variables, i.e. the characteristics of 
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a sub-session are its size in bytes and its duration in seconds and the character­
istics of the transferred web pages are the size of the responses in bytes and the 
inter-response times in seconds (see Table 1). 

Table 1. Characteristics of web sessions 

Level Characteristic Definition 
sub-session duration time between beginning and termination 

of browsing a series of web pages 
sIze data volume of visited web pages 

page inter-response time time between beginning of the old and of the 
new transfer of pages within a sub-session 

page size total amount of transferred data 
(HTML, images, sound, ... ) 

The data collection has been based on a two weeks measurement of web traffic in 
an Ethernet segment of the Department of Computer Science at the University of 
Wiirzburg. About 20 workstations including 1 file-server and 2 web servers were 
connected to this segment. A packet trace was captured with the tool TCPDump 
and analyzed to identify the components of web sessions as depicted in Fig. 2. A 
timeout mechanism was used to discern sub-sessions (with a timeout of 15 minutes) 
and web pages. 
To model the web sessions in the sketched manner, the statistical identification of 
the characteristic r.v.s is required. Applying the described heuristics for the data 
evaluation, the 940 MByte trace shown in Fig. 3 has been analyzed and 373 paral­
lel client sub-sessions were detected (see Fig. 4). Approximately half of the traffic 
originated from external requests to the web servers within the department. 
Considering first the evaluation at the session level, the average sub-session has 
a size of 1.28 MByte and the coefficient of variation is 3.2. The mean sub-session 
duration is 29 minutes with a coefficient of variation of 3.0. All measured sessions 
caused the transmission of 480 MByte of data. About 10% of the traffic (the re­
quests) was directed from the clients to web servers while the main part of the 
traffic was caused by responses on requests. Therefore, we concentrate our further 
investigation on the characteristics of this response traffic which generates the ma­
jor volume. 
In [11] the mathematical modeling of the session arrivals by a nonhomogeneous 
Poisson process and the restoration of its intensity function by a new nonparamet­
ric estimation approach are discussed. Based on a characteristic Volterra integral 
equation the estimation task is formulated as stochastically ill-posed problem and 
Tikhonov's regularization method is applied as basic solution technique (cf. [16]). 
Regarding the characterization of web pages the latter were detected by a timeout 
mechanism with a detection interval of 3 seconds. The size of a response is defined 
as the sum of the sizes of all packets which are down-loaded from a web server to 
the client upon a request. On average one response contains four separate files - the 
actual web page and further inline objects - and 19.6 web pages are loaded in one 
sub-session. 
The average response size is 54 kByte with a coefficient of variation of 9.1. In the 
evaluation times between subsequent sub-sessions were not taken into account. The 
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mean inter-response time is 81 seconds and the coefficient of variation of the inter­
response times is 9.0. 
The scatter plot in Fig. 5 shows the dependence between the time to the next re­
sponse and the size of the current page where the axes are scaled logarithmically. 
The area covered by the pairs of inter-response time and current response size is 
quite large. Obviously, no particular relation between large response sizes and large 
inter-response times or small response size and small inter-response time can be 
found. The coefficient of covariance of the samples is 0.04. These properties in-
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Fig. 5. Dependence of the time to the next response and the current response size 

Table 2. The attributes of the data set of the analyzed web traffic 

Data Descriptive Statistics Sample scaling\ 
type unit mean variance minimum maximum size term 

S.S.S. bytes 1.283. lOti 1.664. lOla 128 5.884· 10 373 10 
d.s.s. seconds 1.728. lOa 2.71- 10 2 9.058· 104 373 lOa 

s.r. bytes 3.467. 104 2.853. lOw 1 . 10 -a 4.351. lOti 1000 lOti 

i.r.t. seconds 73.282 4.184. 104 0.03 3.277- lOa 1000 lOa 

dicate that the dependence of the response-size and inter-response time could be 
neglected in the modeling of web sessions. 

2.2 Data Analysis by Parametric Models 

In the following, a parametric modeling approach is used for a thorough statis­
tical data analysis. The data are described by four r.v.s related to the two basic 
hierarchical layers of the session and the page level, i.e. the size of a sub-session 
(s.s.s), the duration of a sub-session (d.s.s.), the size of the response (s.r.) and the 
inter-response time (i.r.t.). They exhibit a heavy-tail behavior. The data of the page 
sizes contain the information about 7480 web pages which have been downloaded 
during 14 days by several TCP lIP connections. To perform the analysis, we have 
used samples with the reduced sample size l = 1000 for the sizes and inter-response 
times of web requests which have been observed in a shorter period within these 
two weeks. For simplicity of the calculations, all data were appropriately scaled, i.e. 
divided by a scaling term. 
The attributes of the analyzed data set including the sample size, scaling terms and 
descriptive statistics, i.e. mean, variance, minimal and maximal values, are depicted 
in Table 2. 
In the following, let Fl(t) = t E:=l 8 (t - Xi), 8(t) = 1, t ~ 0 and zero otherwise, 
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denote the empirical distribution function (dJ.). 
The statistical analysis of the underlying four r.v.s of these traffic characteristics 
is similar: we have checked whether an exponential or a Pareto distribution is an 
appropriate model for the restoration of the related p.dJ.s. First, we tried to fit the 
data by a thorough statistical technique using exponential and Pareto distributions 
with the dJ.s Fexp(t, A) = 1 - exp( -At) for t > 0 and Fp(t, a) = 1 - toea for 
t ~ to, a > 0, respectively. We have chosen to = 10-3 for each sample. Maximum 
likelihood estimates were calculated by the formulas 

for the exponential distribution and by 

( 
I )-1 

a = } ~ In(xi) - In(to) 

for the Pareto distribution, where Xl, . .. ,Xl denotes the s.s.s., d.s.s., s.r. or i.r.t. 
sample, respectively. For the s.s.s. sample we obtained A = 7.795, a = 0.305, for the 
d.s.s. A = 0.579, a = 0.161, for the s.r. A = 28.846, a = 0.483, for i.r.t. A = 13.646, 
a = 0.344. 
In Figs. 6 - 9 the survival functions 1-Fl(t), 1-Fexp(t, A) and 1-Fp(t, a) are shown 
for s.s.s., d.s.s., s.r. and i.r.t., respectively. The application of the Kolmogorov­
Smirnov (K-S) test shows that no sample follows exponential or Pareto distributions 
despite of the visual similarity of these models. Since the samples contain more than 
100 points, the quantiles of the K-S statistic have been estimated by the formula 
(cf. [2]) 

with y = -In(0.005Q), 

where Q is the confidence level. For Q = 5 we get Dl(Q) = 0.07 for l = 373 and 
Dl(Q) = 0.043 for l = 1000. The values of the K-S statistic 

Dl i+1 i 
j'j = max{ sup (-l- - F(X(i)))' sup (F(X(i)) - -In 

vl O$i$l-l 0$i9-1 

calculated by the empirical samples for the exponential and Pareto dJ. F(x) are 
given by 0.281 and 0.229 for the s.s.s., for the d.s.s. by 0.157 and 0.344, for the 
s.r. by 0.276 and 0.217, and for the i.r.t. by 0.282 and 0.259, respectively. Since 
7t > Dl(Q) holds for all cases, the Ho hypothesis that the empirical distribution 
coincides with the selected theoretical one should be rejected. 
We conclude that it is difficult to select appropriate parametric models of the r.v.s 
characterizing the traffic in the extremely dynamic environment determined by 
world wide web applications. 
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Fig. 7. Estimated survival functions of the duration of a sub-session 

3 N onparametric Estimation of Heavy-Tailed 
Distributions 

The analysis of the existing measurements of web traffic by statistical methods 
has shown that its characteristics can be described by long-tailed distributions 
(see [1,4,12,17]). However, so far, mainly parametric approaches have been used to 
capture this behavior of the basic random variables such as page sizes and inter­
response times between requests. Therefore, we present a nonparametric approach 
as a feasible alternative to estimate the related p.d.f.s. 
Standard nonparametric estimates, such as a histogram, projection or Parzen­
Rosenblatt (P-R) kernel estimate, cannot describe the behavior of a p.d.f. on the 
tail due to the lack of information outside the closed interval determined by the 
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Fig. 9. Estimated survival functions of an inter-response time 

range of an empirical sample. They operate just with the empirical samples of lim­
ited sizes which are not representative regarding the tails. Hence, parametric tail 
models and estimates have been developed to describe the tails. Among those Hill's 
estimate and kernel tail-estimates are very popular (cf. [5,7)). However, parametric 
estimates need a priori information about the kind of the tail and a large sample 
size and don't reflect the behavior of the p.d.f. for relatively small values of a r.v .. 
Nonparametric estimation methods don't require information about the form of the 
distribution. However, the P-R estimate, which is defined on the whole real axis 
and may, therefore, be applied to estimate long-tailed p.d.f.s, may be unreliable for 
heavy-tailed p.d.f.s (see [6,10]). To avoid this lack of reliability of the estimate, we 
have proposed to use a transformation of an initial r.v. to a new one which has a 
p.d.f. with a finite support (cf. [10]) . The p.d.f. of the latter may be restored by 
some reliable estimator such as a P-R estimator, a histogram etc. Then the inverse 
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transformation provides a reliable estimator in the sense of the L1 metric, even 
in the case of a heavy-tailed p.d.f .. This feature is due to the invariance of the 
L1 metric regarding any continuous transformation (cf. [6]). This means that the 
L1 estimation error of the p.d.f. with finite support is equivalent to the L1 error 
of the estimator of the original p.d.f. with infinite support. Such a nonparametric 
procedure does not guarantee the accurate restoration of the tail, but it provides 
the reliable estimation of the original p.d.f. as an entire object in the metric space 
L1 . Subsequently, we describe this estimation algorithm that is proposed in [10] for 
the reconstruction of real web-traffic characteristics. 

3.1 The Estimation Algorithm 

A sample Xl = (Xl, ... ,XI) of 1 independent observations of a r.v. with the p.d.f. 
f(x) and the d.f. F(x) is observed, e.g. the size of web responses. In [10] two basic 
nonparametric estimates are considered, a P-R estimate with a Gaussian kernel 

1 I (1 (t _ x. ) 2) 
fh,l(t) = Ihy'2i ~ exp -2 T ' (1) 

and a polygram, i.e. a histogram with variable bin width based on statistically 
equi-probable cells, 

k 
/k.1 (t) = (I + l)A(Llrk) (2) 

for t E Llrk (cf. [15]). Here, A is Lebesgue's measure, A(Llrk) --+ ° and k = 0(1), 
where X(l), ..• ,x(l) is the order statistics of the sample Xl and the number of points 
inside each interval Ll1k = [X(1) , X(k)], Ll2k = (X(k), X(2k)], Ll3k = (X(2k), X(3k)], ... 
is less or equal to k. The estimate (2) is rewritten in the form 

Itl-1 

f () k" 8(t - X(rk+1») . 8(X(k(r+1» - t) 
klt=--LJ 
' 1 + 1 r=O X(k(r+1» - X(rk+1) 

I-k[i] ([I] I) + 1 + 1 . T k i= k . tf;(t, k) 

where [r] denotes the integer part of r E IR and 

T ([.£] i= .£) = {I, 
k k 0, 

8(t) = { 1, t ~ ° 
0, t < ° 

1-1=[i]k 

1 - 1 i= [ilk . 
{

I, 
tf;(t, k) = 8(t - x([tl k+1») . 8(X(I) - t) 

X(/) - x([tlk+ 1) , 

(3) 
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To provide the Ll-consistency of the estimates, a monotone increasing continuous 
one-to-one transformation function T: [0,00) --+ [0,1]' 

2 
T(x) = - arctan x , 

1r 
, 2 1 

T (x) - --­
- 1r 1 + x 2 

(4) 

is applied to the sample Xl by Yi = T(Xi), yl = (Yl, ... ,Yl). It does not depend on 
the empirical sample Xl and transforms any r.v. Xl with positive values to a new 
one Yl whose p.dJ. g(t) has a compact support, namely the interval [0,1]. 
Then the normalized estimate 91(X) = ~191~"'))d of g(t) is used to reconstruct the 

o 9l u U 

unknown long-tailed p.dJ. f(x) by: 

il(X) = 91 (T(x))T' (x) (5) 

If the estimate of the p.dJ. g(t) of this new r.v. Yl is provided by the P-R estimate, 
one obtains 

ih,I(X) = ~ v'2 L,.=ll exp (_~ (~ arcta~(x) - Yi) 2) (6) 
lh1r2 I[o,lJ(h)(1 + x2 ) 

where I[O,lJ(h) = t 2::=1 (4) e~Yi) - 4> (- ~)) is the integral of gl (x) on [0,1], and 

4>(x) = ~ I'" exp (- u2
2 ) du is the Gaussian d.f.. If the polygram is used, one 

V (211') -00 

gets 

- 2 (2 ) /k,I(X) = 1r(1 + x 2) gk,l :;;: arctan x (7) 

where gk,I(Y) is derived from (3). 
The appropriate selection of the smoothing parameters, i.e. the "window width" h 
for the P-R estimate and the number of points k in the equi-probable cells for the 
polygram, is a very important task to provide a reliable estimate. To fit a p.dJ. 
better in practice, such smoothing parameters must be adapted to the empirical 
data. We have considered two variants of the discrepancy method, the w2 _ and the 
D-method, as tools of such an adaptation (cf. [9]). 
A practical implementation of these methods is as follows. Let Y(l) :::; Y(2) :::; ••• :::; 

Y(l) be the order statistics of the transformed observations. Then, in the case of the 
w2-method, the parameter h is obtained from the equality 

lM = Ih = 0.05, (8) 
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where lwt = L:~=l (Gh(Y(i)) - i-?5)2 + 1~1 is the estimator of the Mises-Smirnov 

statistic lwt = L:~=l (G(Y(i)) - i-?5) 2 + 1;1' or, in the case of the D-method, from 
the equality 

(9) 

, '+ '- '+ Ii (. h ) where DI = max(DI ,DI ), and DI = v l maxl~i~1 t - G (Y(i)) , 
Dj = VI maxl~i9 (Gh(Y(i)) - ill) are the estimates of the Kolmogorov-Smirnov 

statistics Dt = VI maxl~i9 (f - G(Y(i))) ,Dj = VI maxl~i9 (G(Y(i)) _ ill) . 
Here 

h 1 1x 1 ~ ( x - Yi Yi ) G (x) = I (h) gh,/(t)dt = 1I (h) L..t P(-h-) - P(-h) 
[O,lJ 0 [O,lJ i=l 

is used for the normalized P-R est)mate. 
For a polygram we have DI = VI ~ I~l - t) , and 

k = [( ~+ i)(l + 1)] (10) 

provides the solution of (9). Here [x] is the smallest integer larger than x. 
In conclusion, the proposed algorithm to estimate a long-tailed p.d.f. f(x) reads as 
follows: 

1. The nonparametric estimate of the transformed sample yl located on [0,1] is 
constructed. 

2. An optimal smoothing parameter (h or k) for the used estimate is calculated. 
3. An inverse transformation (see (5)) is applied to obtain the estimate of the 

p.d.f. f(x). 

In [10] it is shown by a simulation study that a polygram (7) and the P-R estimate 
(6) are preferable for the application to real data if the true p.d.f. is not available. 
If one knows that the p.d.f. is heavy-tailed, then a polygram is recommended as 
simple nonparametric estimate. 

3.2 Statistical Analysis by Nonparametric Methods 

To illustrate the power of the non parametric approach, we have applied the sketched 
estimation algorithm to the data of the measured web traffic. 
In Figs. 10 - 13 the polygram and the P-R estimates are presented for the s.s.s., 
d.s.s., s.r. and i.r.t. samples, respectively. Each figure depicts two graphs to demon­
strate better the behavior on the tails and for small values. All graphs were con­
structed in the points X(l), ... ,X(/)' 

Both estimates were first applied to the samples transformed by the transformation 
(4), {Yi = ~ arctan(xi), i = 1, ... ,l}, and then the inverse transformation (7) for a 
polygram and (5) for a P-R estimate were used. The polygrarns were calculated by 
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Table 3. The attributes of the smoothing procedures 

Sample Estimate Smoothing 
method parameter parameter 

value 

s.s.s. P-R w~ h 7.5·10 -,. 
polygram D k 11 

d.s.s. P-R w~ h 8.1·10 -~ 
D h 3.6·10 -~ 

polygram D k 11 
s.r. P-R w~ h l.75·10 -q 

D h 9.5·10 -0 

polygram D k 17 
i.r.t. P-R w~ h 2.3.10 -4 

D h 2.6·10 .,. 

polygram D k 17 

the formulas (3) and (7), the P-R estimates by (6). 
The smoothing parameter h of the P-R estimate was computed by the w2 _ and 
D-methods, i.e. from the equations (8) and (9), called P-R estimate 1 and P-R es­
timate 2, respectively (see Table 3). The corresponding values h of the w2-method 
for the s.s.s., d.s.s., s.r. and i.r.t. samples are provided for lwl = 0.05. The corre­
sponding values h of the D-method for the d.s.s., s.r. and i.r.t. samples are provided 
for Dl = 0.5. For s.s.s. Dl never reaches its maximum likelihood value for any h 
and we did not apply the D-method. We see that the discrepancy methods w2 and 
D select similar values of h. The parameter k of the polygram was only calculated 
by the D-method (see (10) and Table 3). 
The P-R estimate and the polygram restore the tail of the p.d.f. in a similar man­
ner for each considered r.v. except the s.s.s .. The difference between the estimates 
occurs for the small values. The maximal values of the polygram and the P-R es­
timate are given by 165.049 and 48.518 for s.s.s., 14.7 and 2.277 for d.s.s., 999.001 
and 196.728 for r.s. and 98.605 and 70.557 for i.r.t., respectively. Due to the small 
distances between the order statistics near zero the polygrams may have big values. 
The P-R estimate is smoother. The difference becames smaller for large sample 
sizes. 

4 Conclusions 

Considering the characterization of web traffic in the Internet, we have presented 
a new statistical methodology to analyze measurements of limited size. We have 
proposed a nonparametric framework to estimate the underlying long-tailed proba­
bility densities functions of the relevant random variables such as session sizes and 
durations as well as response sizes and inter-response times. 
Following this nonparametric approach, we have assumed that just general infor­
mation about the kind of the distributions is available. To implement the proposed 
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Fig. 11. Estimated probability density functions of the duration of a sub-session 

approach, two estimates, a Parzen-Rosenblatt kernel estimate and a histogram with 
statistically equi-probable cells called a polygram, are selected. To get L1-consistent 
estimates for the long-tailed p.dJ.s, the transformation of an initial r.v. to a new 
one with a finite distribution on the interval [0,1] is proposed. The introduction 
of such a transformation allows us to apply apart from the peR estimate those 
estimates defined on a closed interval such as a histogram or projection estimates. 
Finally, an algorithm to construct Ll-consistent p.d.f. estimates has been stated. 
From a practical point of view, we are interested in the accuracy of the estimation 
for empirical samples of limited size. The reliability of the estimates is provided by 
the selection of corresponding smoothing parameters. In the paper two discrepancy­
type methods based on the Kolmogorov-Smirnov and the Mises-Smirnov statistics 
are used to select the latter parameters. They provide the estimation based on the 
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observed ungrouped sample points. The proposed w2 _ and D-methods for the selec­
tion of the smoothing parameters provide similar results and are simpler to apply 
than the well-known cross-validation method (cf. [3]) . 
To illustrate the power of the proposed estimation approach, we have finally applied 
it to analyze measurements arising from web traffic. The latter were gathered at 
the Computer Science Department of the University of Wiirzburg. Using these real 
data, the probability density functions of relevant traffic characteristics have been 
estimated. Furthermore, we have shown that parametric modeling by exponential 
and Pareto distributions does not provide an adequate description of the related 
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densities. 

In conclusion, we have pointed out a new effective way to cope with the thorough 
statistical data analysis of measured web-traffic characteristics. This sound analysis 
is the first and one of the most decisive steps towards an effective design of the IP­
based transport infrastructure in the extremely variable environment of world wide 
web applications. 
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Abstract. In the Next Generation Network, various environments such as wired 
network and wireless network coexist. For example, there will be high-speed network 
and low-speed network, various communication delays, and various communication 
qualities in it. Additionally, the situation that a computer handles such a various 
communications network simultaneously will occur. There are many studies about 
improvement of communication efficiency and QoS guarantee in each fields of com­
munication engineering and computer science. However, because these studies are 
closed in each field, it is difficult to achieve the higher communication efficiency and 
to guarantee a QoS certainly in this complicated network environment. Therefore, 
for the Next Generation Network, we have been studying about a new communi­
cation control method in which approaches of communication engineering and of 
computer science are fused. Especially we focus our attention on wireless network 
such as satellite communication, which will be utilized broadly. 

In this paper, we propose our new communication control method to support 
the quality change of communication line. First, we describe the communication 
control method that fit a change of communication quality. Second, we illustrate a 
flow of communication and formalize the relation between degree to the change of 
communication quality and communication time. And we formalize the "optimum 
window size" that keeps the increase of communication time in a minimum. Third, 
the new data transfer protocol that avoids degrading the capacity of communication 
and an implementation policy are suggested. Further, we implement a communica­
tion control mechanism that uses this data transfer protocol and evaluate it on the 
environment that simulates satellite communication line. And we discuss relations 
among quality of communication line, communication condition, and communica­
tion time. By use of our data transfer protocol, an increase of communication time 
hardly occurs when it becomes 103 times degree of communication error rate. 

1 Introduction 

Various studies about improvement of communication efficiency and a QoS guar­
antee have been done until now. As for these studies, there are respects about 
communication engineering and about computer science. In each field, a lot of re­
searchers are studying actively and many successes are achieved. In communication 
engineering, Nonnenmacher et al.[l] proposed the party-based loss recovery method 

K. Goto et al. (eds.), Performance and QoS of Next Generation Networking
© Springer-Verlag London Limited 2001
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for reliable multicast transmission. Ono[2] presented the tradeoffs between delay 
and throughput with respect to system parameters, and proposed the mechanism 
to use a satellite channel effectively. Ward et al.[3] focused their attention on size 
of a communication buffer, and presented the low altitude multiple satellite data 
link protocol. In computer science, Durst et al.[4] expanded TCP in accordance 
with nature of satellite communication line. Miyake et al.[5] proposed TCP gate­
way system for satellite-based Internet access to accelerate the throughput. These 
studies each make interesting results, but they are closed in each field. There is not 
a research intending link between fields. 

On the other hand, as special feature of one of Next Generation Networks, 
it has various "transmission rates". In future, in the network where a computer is 
connected to, there will be networks that are comparatively low-speed as like a tele­
phone wire and very high-speed networks known as "Gigabit network". Addition­
ally, on the Next Generation Networks, we will use a wireless network (e.g. wireless 
LAN, satellite communication line, etc.) broadly as like traditional wired network 
that we use. On these situations, the communication control method face various 
"communication delays" and various "communication quality", because there is 
the large difference of nature between a wired network and a wireless network. 
On a wired network, the communication delay is short and the communication 
quality is stable highly. In reverse, on a wireless network, generally, the communi­
cation delay is long and the communication quality is low, and the change is large 
comparatively. Additionally, the application programs that use these Next Genera­
tion Network have various requests. One of these applications demands a real-time 
property strictly. And another demands higher QoS. The communication control 
method on the Next Generation Network can adapt itself to various "transmission 
rates" and various "communication delays" and various "communication quality". 
To realize this, it is difficult with such closed measures in an individual field as 
in the past. New communication control method is necessary to achieve the higher 
communication efficiency, and to guarantee a QoS certainly. We have been studying 
about a new communication control method in which approaches of communication 
engineering and of computer science are merged. Especially we focus our attention 
on a wireless network such as satellite communication[6]-[8] that will be utilized 
broadly. 

In this paper, we propose communication control method that can adapt itself 
to a quality change of communication line. Nature of communication line is de­
cided from "speed", "delay" and "quality". When we compare them, a change of 
"quality" is the most intense. In particular, in the wireless network such as satel­
lite communication line, the change of quality is conspicuous. Section 2 describes 
the basic method that can adapt itself to a quality change of communication line. 
Section 3 illustrates the flow of communication and formalizes communication time 
at the environment where communication error occurs. Furthermore, we formalize 
the window size to make communication time to be shortest. We name this widow 
size "the optimum window size" . Section 4 explains protocol specification and com­
mands about the communication control mechanism that we propose. Section 5 
presents performance test results of our mechanism in simulated environment and 
discusses about it. Finally, section 6 concludes with recommends. 
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2 The basic methods which fits a quality change of 
communication line 

Fig. 1 shows the basic mechanism to fit a quality change of communication line, 
and we explain brief description of this mechanism to the following. 

(Cause) A quality change of communication line varies with noise of electromag­
netic wave, obstacle, and so on. 

(Phenomenon) By the changing of quality, received signal level, bit error rate, 
rate of packet retransmissions and communication capability are varied. 

(Tackling) In communication control mechanism part, it controls "maximum 
packet length" and "window size" according to the phenomenon. We name 
this control the improvement control. 

(Purpose) We plan maximization of communication capability by using this im­
provement control. 

"'po wan, obstnldM(u. plaDe), chaD 01 wHlMr 

Fig. 1. Basic mechanism 

Convention of improvement control is very important to maximize communi­
cation capability. In this control, the improvement that expects quality of future 
communication line is more effective than the improvement in accordance with 
quality of the present time. So we examined the following points. 

• Expectation factors 
• Improvement targets 
• Expectation means 
• Improvement contents 
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As expectation factors, there are received signal level, bit error rate, rate of 
packet retransmissions and communication capability. 

An improvement target depends on communication control procedure. So by 
using rate of packet retransmissions and communication capability as expectation 
factors, it is easy to grasp the change of them and can process to an improvement 
target immediately. 

As shown in Fig. 1, the improvement targets are "maximum packet length" and 
"window size". Judging from a point of implementation of communication control 
procedure, modification of window size is easier than modification of maximum 
packet length. On this account, we adopt the policy that we do modification of 
window size first, and change maximum packet length when not enough. 

To make the improvement control more efficient, relations between expectation 
factors and communication capability need to be made clear. In next section, we 
describe formulation of communication time and window size that makes commu­
nication time shortest. We name this window size "optimum window size" . 

3 The formulation of communication time and 
optimum window size 

3.1 Variable definisions 

In communication control procedure, there are three items to be conscious of quality 
of a communication line. They are maximum packet length (P), window size 
(W) and timeout limit for packet retransmissions (T). We name these factors 
the communication condition. 

Maximum packet length is length of the longest when a packet is sent, and 
it is expressed in length of bit. Window size is the number of packets that can be 
transmitted consecutively without waiting for response. Timeout limit is a border 
of latency before the control procedure decides to do retransmission of a packet. 

Table 1 shows other variable definitions to formulate communication time. 

Table 1. Variable definitions 

t transmission rate of communication line(bit/sec) 
e error rate of communication line 

Ids the number of instructions to transmit data packet(instructions) 
I dr the number of instructions to receive data packet (instructions) 
I cs the number of instructions to transmit command packet(instructions) 
I cr the number of instructions to transmit command packet(instructions) 
Ps processor performance of sender host (instructions/sec) 
Pr processor performance of receiver host (instructions/sec) 
d communication delay (sec) 

Lc length of packet for command (bit) 
D total length of transmitted data (bit) 
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3.2 Basic expression of communication time 

Flow of communication depends on the relation between performance of computer 
and performance of communication line greatly. Concretely, it depends on relations 

with data transfer time of communication line ( ~) and data transmission process­
ing time of sender host (It:) and data reception processing time of receiver host 
( ~;). 

In this paper, we name the relations of them with communication environ­
ment. In this communicationenvironment, flow of communication consists of three 
cases as below. 

(Case 1) 

(Case 2) 

(Case 3) 

In case 1, communication time is decided by data transmission processing time of 
sender host. In case 2, communication time is decided by data reception processing 
time of receiver host. In case 3, communication time is decided by data transfer time 
of communication line. Fig. 2 shows flow of communication in case 1 at assuming 
bit error does not occur with communication line. 

e'N" 
eablPO.I -

IdllPl 

1- -.",.------------------------------ t~-

.... - I1!!!.P- T ......... Tvno PI! -

• r---------__ ~: ________ ~l~~ 
..... --

Fig. 2. Flow of communication (Ids> Idr > E.) Ps Pr - t 

We formulate communication time as below: 
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Case 1 

TOl = -W+d+-+-+-+d+-+-( Ids P Idr Ies Le Ier) 
Ps t Pr Pr t Ps 

Case 2 

T02 = 

Case 3 

x CP-~e)W) 

( Ids d P Idr W Ies d Le Ier) -+ +-+- +-+ +-+­Ps t Pr Pr t Ps 

x CP-~e)w) 

T03 = -+d+-W+-+-+d+-+-( Ids P Idr Ies Le Ier) 
Ps t Pr Pr t Ps 

x CP-~e)w) 
And a general expression of communication time, TO, is expressed as below: 

To = (aW + b) ((P -~e)w) 

(1) 

(2) 

(3) 

(4) 

In this expression, parameter a and b are coefficient decided by each case. And we 
suppose iP-fc)W to be positive number. In other words, maximum packet length 
is more a ways than command packet length large. 

3.3 Expression that considered communication error 

Next, we discuss about formulating communication time under the environment 
that communication error occurs. 

We introduce new parameter V as variable representing number of the transmit­
ted packet, and suppose that communication error occurs only when a quantity of 
transmitted data becomes PV + Le. Adversely, communication error never occurs 
till the length of transmitted data reaches PV + Le. 

PV+Le= ~ 
ep, 

In this expression, we define parameter p, as degree of quality decline. 

(5) 

As degree of quality decline increases, communication error comes to occur with 
a more little transfer data volume. So e is regarded as initial quality of commu­
nication line. In addition, we suppose that PV » Le and bit error occurs only 
with a data packet. Under this supposition, we consider about the circumstance 



Design and Evaluation of New Communication Control Method 91 

that initial quality of communication line is the best (p, ;:::: 1), and will worse. At 
being W > V, communication time T is a total time of To (4) and sending time 
of retransmitted message and error detection time in a sender host and a receiver 
host. 

The expression that represents communication time T is below: 

( V+W) D 
T = (a W + b) --w- (P _ Le) W W 

= (a W + b) ( ;. + 1) (P _ ~e) V (6) 

In communication condition, there is an optimum communication condition that 
provides the data transmissions efficiency with a maximum for current communi­
cation quality. 

Kenji Ono [2] shows that there is a trade off about system performance between 
parameters of communication condition (e.g. window size) with communication by 
satellite channel of time-sharing. From a point implementation of communication 
processing, it is easy to change window size than to change the maximum packet 
length. In the rest of this subsection, we formulate the optimum window size. 

At first we suppose that maximum packet length and a timeout limit are fixed 
value, and regard communication time T as function of window size. From (6), 
we pursue the first differentiation about window size by communication time. The 
optimum window size Wo is expressed in the following expression generally. 

Wo= 
b ...L - Le 
_ X .";ceJ.L,,,--:::--_ 

a P 
(7) 

From this expression, by detecting initial quality of a communication line and degree 
of quality decline of it, we get possible to derive the optimum window size that 
maximizes transmission efficiency at one point in time. 

3.4 Derivation of expression that removed element of 
communication delay 

However, using of this optimum window size (Wo) that derived from (6) and (7) 
has some problems. 

Concretely, it is difficult to get an accurate value of instruction steps for send­
ing or receiving data (Ids,ldr,les and ler) and of communication delay (d). The 
reasons are as follows: 

1. The number of instructions steps for sending or receiving data depend on kinds 
of processors and/or compilers. 

2. Because a result of (7) changes greatly by little changes of a value of communi­
cation delay (d), we must get an accurate value of d. If the supposed value of d 
is different from real value of it, the communication efficiency will be worsened. 
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So we try to remove in the place (6) and (7) these variables. 
Then, on the communication line that transmission rate is t and in the com­

munication environment that the value of window size (W) is equal in 1, the com­
munications delay d is the following expression when we need the time Tt,W=l In 

sending of data. 

(P-Le)Tt.W-l _ P _ Ids _ Idr _ les _ Le + ler 
d = D t Ps Pr Pr t Ps 

2 
(8) 

From (1), (2), (3), (6), (7) and (8), the optimum window size in each case are 
below: 

(Case 1) 

W01 = (~: x (P-L~Tt'W=1_1) ~;LC (9) 

(Case 2) 

W02 = ( Pr (P - Lc)Tt,W=l _ 1) ~ -Lc 
Idr x D P (10) 

(Case 3) 

I( t (P - Lc)Tt,W=l _ 1) e~ - Lc 
W03 = Y P x D P (11) 

To use above expression, we must measure Tt ,W=l beforehand in order to get 
a value of these expressions. However, we must send equal data to volume D be­
forehand to get value Tt,W=l from (6). This is not realistic in practical use. So, we 
describe a prediction of Tt ,W=l from the time for transmitting of a little volume. 

In (6), communication time T is in proportion to D and is in inverse proportion 
to P. But P gives influence to number of instruction steps for sending or receiv­
ing data(Ids,Idr,Ics,Ier). As P increases, process order number of data copies 
increases. When we express the smallest P in implementation of a communication 
control mechanism in Pbase' Ids, I dr, I cs and I er are expressed with the each 
following expression. 

P 
Ids = Idsbase X -p 

base 
P 

I dr = I drbase x n--
"base 

P 
Ics = Icsbase X n--

"base 
P 

Ier = Ierbase x-p 
base 

(12) 

(13) 

(14) 

(15) 

In above expression, I dSbase, I drbase, I CSbase and I erbase each represents the number 
of orders of sending or receiving process in Pbase' 
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Table 2. Command list of FCC 

Command type ICommand namel Semantics 

CPC Communication Path Create 
Creation and deletion CPD Communication Path Delete 

of path CPO Communication Path create/ 
delete Okay 

I Information 
Transmission of data PRO Packet Receive Okay 

PRN Packet Receive No-good 
SSD Send SuspenD 

Suspension and resumption SRM Send ResuMe 
of sending or receiving data RSD Receive SuspenD 

RRM Receive ResuMe 
MCR Mode Change Request 

Change of MCO Mode Change Okay 
communication condition MCN Mode Change No-good 

4 New Protocol 

We designed "FCC(Function of communication Condition Change) communication 
control protocol". This protocol can support a quality change of communication 
line. In this section, we describe basic design, a form of packet and specification of 
FCC. 

4.1 Basic design 

To support a quality change of communication line, the FCC communication control 
protocol provides functions as shown below. 

1. A facility to change communication condition during existence of communica­
tion line. 

2. A facility to suspend and resume sending or receiving data during existence of 
communication line. 

4.2 Form of packet 

Fig. 3 shows the format of a FCC packet. A FCC packet consists from a part of 
communication control information and real data. Fig. 3-(A) is structure of the 
whole packet, and Fig. 3-(B) is the detail of "command part". 

The header is the number of 8-bit words and is the fixed value of "01111110". 
The destination address field is the number of 8-bit words. And it contains 

information representing the receiver computer which packet is sent to. 
The source address field is the number of 8-bit words. And it contains informa­

tion representing the sender computer which packet is sent from. 
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H(1 byte): header (Ox7e) 
D(1 byte): destination address 
S(1 byte): source address 
N(1 byte) : 
C(1 byte) : 

sequence number 
command part 

Cn(1 byte): receive sequence number 
SZ(2 byte): size 

I information part 

(A) whole control infomation structure 

C 

Co C1 

Co (4 bit) command type 

C1 (4 bit) mode type (default 0) 

(8) command part structure 

Fig. 3. Format of FCC packet 

The sequence number field is the number of 8-bit words. And it identifies each 
packet sent by a host. When the FCC packet is sent, it increases one by one. 

The command part field consists from command type field and mode type field. 
The command type field and the mode type are each length of 4 bits. The command 
type field keeps information about a command to use by the control of the FCC. 
The mode type field keeps information about communication condition of the FCC. 

The receive sequence number field is the number of 8-bit words. And it contains 
the number of the packet received by a host. 

The size field is the total length of data stored away in the continuing informa­
tion part. Since this is 16-bit field, it limits the information to 216 bytes. 

4.3 Mode 

The mode stored away in the command type field is an identifier of a combination 
of P, Wand T. The FCC communication control mechanism can judge current 
communication condition by this mode. At a point in time of communication start, 
the value of mode type equals in O. And each value of P and Wand T are as 
follows. 
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• p = 256 bytes 

• W = 3 
.T=lsec 

4.4 Command 

There are 13 commands of the FCC communication control mechanism. Table 2 
shows the 13 types of commands for control. The first column of the table is entry 
about command type, and the second column is entry about a command name, and 
the last column is entry about this semantics. 

Types of command are classified roughly into four kinds as below: 

1. Establishment and release 
Commands for creating or deleting communication path and for response of it. 
For this purpose, there are three commands, CPC, CPD, CPO. 

2. Transmission of data 
Commands for sending or receiving data and for a notice about failure success 
of reception. For this purpose, there are three commands, I, PRO, PRN. 

3. Suspension or resumption of sending or receiving data 
Commands for giving notice of suspension or resumption of data transmission. 
For this purpose, there are four commands, SSD, SRM, RSD, RRM. 

4. Change of communication condition 
Commands for requiring to change mode and of response for it. For this pur­
pose, there are three commands, MCR, MCO, MCN. 

These groups of two latter half are a command to realize this communication control 
procedure original facility. 

4.5 State transition 

For a trigger of state transition, there are three kinds as shown below. 

• Reception of command that sent from a communication partner 
• Request from upper program using this control part 
• Notice from a lower system used by this control part 

State transition by reception of command is corresponding to 13 commands 
shown in table Table 2. 

Upper programs require nine commands for this control mechanism. These com­
mands are as below. 

1. communication start 
2. communication close 
3. sending of data 
4. sending suspension 
5. taking data from reception queue 
6. sending suspension 
7. sending resumption 
8. receiving suspention 

9. receiving resumption 
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10. changing mode 

A notice from a system includes 2 types of the following. 

1. lacking sufficient buffer space 
2. received a packet with bit error 

5 Measurement and Discussion 

We evaluated the mechanism that we proposed under the simulation environment. 
In this section, we describe simulation environment produced experimentally and 
the measurement result. 

5.1 Pseudo-satellite communication line 

Fig. 4 shows positions of each process parts. On communicating each computer, 
there is a process unit that realizes virtual satellite communication environment. 
We name this virtual environment "pseudo-satellite communication line". A pro­
cess that communicates according to FCC control procedure delivers packets to the 
pseudo-satellite communication line once. The pseudo-satellite process unit takes 
charge of the real computer communication. In the pseudo-satellite process unit, 
we can generate communication error and communication delay. There are oppor­
tunities for generate communication error as below. 

1. Random: 
Destroy packet at a venture 

2. The number of appointed packet : 
Destroy packet in an appointed numerical interval 

3. The time that was appointed : 
Destroy packet in an interval of appointed time 

In this system, three kinds of delay exist. First, the sending time of data from 
FCC process to the pseudo-satellite process unit is d;. Second, the real communi­
cations delay that occurs between computers is dr. Third, the delay that occurs 
inside the pseudo-satellite process unit is ds. So, the total time of communication 
delay becomes d = d; x 2 + dr + ds . 

5.2 Measurement environment 

We measure time at transmission of 10 Mbytes data between two computers under 
this pseudo-satellite communication environment. We chose Random as a genera­
tion opportunity of communication error . 

• Computers 
CPU: Celeron 400MHz 

- OS: BSD/OS Ver3.1 
- I/O board: Efficient ENI-155S-MF-PCI 

• Communication line 
- ATM switch: ForRunnerLE 155 ATM switch 
- Maximum transmission rate: 155Mbps 

Table 3 shows other parameters that used in (7). In Table 3, each value of Ids 
and I dr and I cs and I cr are measured in advance by using "CPU clock counter" . 
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Host A Host B 

I I 
I Application program I I Application program I 

I FCC communication contoroll I FCC communication contoroll 

Pseudo-satellite 
I 

Pseudo-satellite 
I communication line communication line 

I OS I~I OS I 
Fig. 4. Positioning of each processes 

Table 3. Communication parameters 

parameter: value parameter: value 
p 1024 (bits) e 9.77 x 10 (error /bit) 
t 1 (sec) Ps 4.00 x 108 (instructions/sec) 

Ids 23,000 (instructions) Pr 4.00 X 108 (instructions/sec) 
Idr 18,000 (instructions) Le 64 (bits) 
Ies 5,000 (instructions) D 83,886,080 (bits) 
Ier 5,000 (instructions) 

5.3 Effects of control by the optimum window size 

By the cause of various communication qualities, we changed various kinds of win­
dow size with 10, 30 and 50, and transmitted data. Fig. 5 shows the relation between 
bit error rate (BER) and communication time. In each graph of Fig. 5, "Line" is a 
result with assuming that processing speed of a computer is faster than a transmis­
sion rate. On the other hand, "CPU" is a result by using the optimum window size 
with assuming that a transmission rate is faster than processing speed of a com­
puter. The graph (A), (B) and (C) are cases that processing speeds of a computer 
are faster than a transmission rate in reality. And the graph (D) and (E) are cases 
that transmission rates are faster than processing speed of a computer in reality. 
The following results became clear from graphs. 

1. In every condition, while communication quality is high, communication time 
is comparatively short regardless of size. When communication quality grows 
than 1.0 x 10-5 , communication time is different every window size greatly. 
In every case, communication time is shortest by using the optimum window 
size adapted for communication condition. In case of both the situations that 
processing speed is higher and that transmission rate is higher, as bit error rate 
of communication line becomes large, the control using the optimum window 
size becomes more effective. 
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2. In the situation that transmission rate is higher, by the control using the opti­
mum window size that assumes high-speed communication line, we can make 
the increase of communication time very small. We describe the details to the 
following. 
In graphs (D) and (E), by the control using fixed window size, when BER 
increases in 9.77 x 10-5 from 9.77 x 10-8 , a minimum of the increase rate 
of communication time is 90%(150Mbps, W =50), and a maximum of it is 
153%(100Mbps,W=30). By the control using the optimum window size with 
assuming that a transmission rate is higher (Line), a maximum of the increase 
rate of communication time is kept by less than 0.018%. On the other hand, 
by the control using the optimum window size with assuming that processing 
speed of a computer is higher (CPU), a minimum of the increase rate of commu­
nication time is 43%(100Mbps), and a maximum of it is 77%(150Mbps). But 
the rates of the increase are always smaller than the control using fixed window 
size. 
In graphs (A), (B) and (C), when communication error rate increases in the 
same way, a minimum of the increase rate of communication time is 33%(lMbps, 
W=lO), and a maximum of it is 202%(2Mbps,W=50) by the control using fixed 
window size. By the control using the optimum window size with assuming that 
processing speed of computers is higher (CPU), the increase rate of communica­
tion time is kept by less than 23%. On the other hand, with the control with 
assuming that a transmission rate is higher, a minimum of the increase rate is 
60%(lMbps), and at the maximum case it is 83%(lOMbps). 
From these results, the control using the optimum window size that meets 
communication environment is effective. 

3. In graphs (A), (B) and (C), when BER is high and the control procedure 
uses the optimum window size with assuming that transmission rate is higher, 
communication time is contrary to our expectation and is larger than fixed 
case. On the other hand, in graph (D) and (E), when it is in the control using 
the optimum window size with assuming that processing speed of a computer 
is higher, communication time is smaller than fixed case. So, if we want to 
simplify the control procedure to support the various situations, it is possible 
to suppress the increase of communication time with assuming that processing 
speed of a computer is higher. 

4. While transmission rate and communication quality is high, communication 
time with the optimum window size is larger than a case without the control. 
But I am equal to or less than one second even in case of data movement of 
10M. But, the difference of time is very small, and it is equal to or less than 1 
second even in case of lOMbytes data transfer. 
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Fig. 5. Relation between BER and communication time 

5.4 Changing QoS dynamically 

We applied the communication control mechanism that we proposed for the en­
vironment that transmission error changed dynamically. As actual data, we took 
up communication record of a day of localized torrential downpour in Fukuoka of 
July 2, 1999. We communicated by satellite channel of 64kbps and measured signal 
fade, the rainfall and transmission error rate. Fig. 6 (A) shows a time change of 
communication error rate in measurement. In Fig. 6 (A), a x-axis is time in second, 
and a y-axis is BER. In Fig. 6 (B), a x-axis is time in second, and a y-axis is total 
amount of transmitted data in byte. But, because the data that we adapted were 
in the special situation of localized torrential downpour, values of communication 
error rate are 10-3 times larger than real values, and the progress of time is l.5 
times slower than reality. Our communication control mechanism calculated the 
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optimum window size from transmission error rate everyone second, then changed 
window size with FCC protocol. In Fig. 6 (A), there is a immediate sharp rise of 
BER at the last 10 seconds of the measurement period. And in Fig. 6 (B), there 
is a dull rise of the total amount of traffic using fixed window size (W = 10, 30, 
50 and 100). On the other hand, in case of using the optimum window size (W = 
auto), there is hardly the influence. The result of the experiment was that it was 
able to restrain degradation of communication efficiency by controlling window size 
according to a quality change of communication line. 
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Fig. 6. In the case of changing QoS dynamically 

6 Conclusion 

In the Next Generation Network, there will be various networks that have each 
different nature. These are various "transmission rates", various "communication 
delays" and various "communication qualities". However, with traditional commu­
nication control mechanism that separates from in each field, it is difficult to achieve 
the higher communication efficiency, and to guarantee a QoS certainly. 

In this paper, we propose our new communication control mechanism, and de­
sign new data transfer protocol. Our data transfer protocol has facility to change 
communication condition during a communication path exists. By using this facil­
ity, it can adapt to the quality change of communication line. 

From evaluation on the environment that simulates satellite communication 
line, an increase of communication time hardly occurs when it becomes 103 times 
degree of communication error rate by using of our data transfer protocol. 
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Abstract. In this paper we analyze the performance of a TCP-like flow control 
mechanism. The transmission rate is considered to increase linearly in time until 
the receipt of a congestion notification (via loss detection in context of TCP) where 
the transmission rate is multiplicatively decreased. We introduce a general model 
based on a multi-state Markov chain for the moments at which the congestion is 
detected. With this model, we are able to account for correlation and burstiness in 
congestion moments. Furthermore, we specify several simple versions of our general 
model and then we identify their parameters from real TCP traces. 

1 Introduction 

We study in this paper the performance of an additive-increase multiplicative­
decrease flow control protocol. This is the kind of control used by TCP, the widely­
used transport protocol of the Internet [9]. TCP is used as a reference through 
the present work, however we anticipate that our results will be also applicable for 
other flow control mechanisms. A fluid approach is used to model the controlled 
flow. The transmission rate of the source is assumed to grow linearly at a rate 
0:. In the case of TCP where the flow is controlled via a congestion window, the 
transmission rate at any instant is equal to the window size divided by the Round 
Trip Time of the connection. The growth of the transmission rate continues until 
the source receives a notification of congestion from the network. In case of TCP, 
the congestion is inferred from the loss of packets. It is an implicit notification 
compared to the explicit notification used by other flow control protocols as the 
ABR service in ATM or the ECN proposal in the Internet. We call the moment at 
which the source reduces its transmission rate a loss moment. Upon detection of a 
loss, the transmission rate is scaled down by a (possibly random) factor a E [0,1]. 
The scaling factor depends on many factors as the version of TCP, the number of 
packet losses in the congestion period and the way with which the loss is detected 
(e.g. duplicate ACK or Timeout [12]). Note that by choosing in some instants a = 1 
one can introduce potential loss instants. 
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Fig. 1. TCP window evolution 

The study of the performance of a flow control mechanism requires a character­
ization of the moments at which the transmission rate is reduced. These moments 
can be seen as a point process, where the appearance of a point corresponds to 
the appearance of a congestion signal or a loss in the context of TCP, causing a 
reduction in the transmission rate. Simple models as Poisson or iid models may not 
work in some cases where losses present some kind of burstiness or correlation. For 
example in Figure 1 one can observe a scenario where the moments of transmission 
rate reduction are clustered together. This figure corresponds to the window size 
evolution of a New Reno [5] TCP connection running between two sites at the tech­
nology park Sophia Antipolis. Normally in Tep, the window is divided by two upon 
congestion detection, but we see in this figure a more severe reduction due to mul­
tiple consecutive division of the congestion window by two. In a previous paper [1], 
we present a two-state Markovian model to account for burstiness of losses. In that 
paper, we considered a lossy path with two states Good and Bad together with 
potential loss moments. The transmission rate is reduced upon potential losses. A 
potential loss can transform into a real loss with probability PG in the Good state 
and with probability PB in the Bad state (PG :5 PB). The time between potential 
loss moments is assumed to be independently and identically distributed. Our main 
contribution in [1] is to show that the throughput of the flow control mechanism 
increases with the increase in burstiness of losses. However, we validated the model 
only via simulations, but we did not provide any algorithm for the identification of 
its parameters from real traces. 

The present work is an extension of our previous work [1] to a multi-state 
Markovian case. Being motivated by some experimentation results (e.g. Figure 1), 
we allow the path of the connection to be in more than two states. The need for 
more than two states for describing the channel is also motivated by modelling 
results from [11,13] on mobile satellite channels, where it was shown that one needs 
typically at least four states. In [1], the scaling factor a is a random variable equal 
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to either 0.5 (the potential loss becomes a real loss) or 1 (a potential loss is not 
transformed into a real loss). Here we propose to study the scaling factor with a 
general distribution that depends on the state of the path. We present then some 
applications of our general model. These applications can be seen as different ways 
to infer the parameters of the general model from a real TCP trace. In particular, we 
provide a method for the parameter identification of our model in [1]. A comparison 
between the different applications is provided to see which one is the most efficient 
in predicting TCP performance. 

In the following section, we present the general multi-state multi-reduction 
model for the flow control mechanism. This general model is analyzed in Section 3. 
In Section 4, we provide several particular cases of the general model as well as their 
application to TCP modelling. We conclude Section 4 by a comparison between the 
different particular cases. 

2 The model 

Let X(t) be the transmission rate at time t. In case of TCP, it is equal to the 
current window size divided by the Round Trip Time of the connection. Let K = 
{I, 2, ... ,N} be the set of possible states of the path. We allow losses to occur in 
any of the N states; the probability of the occurrence of losses in each of these states 
may be different. To that end, we define a series of potential losses occurring with 
a certain distribution of times between potential losses. Let Tn denote the time at 
which the nth potential loss occurs and let Xn denote the transmission rate just 
prior to Tn. The pair {Tn,Xn} can be considered as a marked point process [3]. 
Let Dn, n E &:: be a sequence of times between potential losses: Dn = Tn+1 - Tn. 
Dn are assumed to be i.i.d. with expectation d, second moment d(2) and Laplace 
Stieltjes Transform D* (s) = E[e- SDn ]. Let Yn be the state of the channel at the nth 
potential loss instant. We assume further that the sequences {Yn} and {Dn} are 
independent. We assume that {Yn} is an ergodic Markov chain with the following 
transition probabilities, 

Pij = P{Yn +1 = j!Yn = i}, 1:::; i,j :::; N 

Let P = {Pij }f,j=l and let 7r be the stationary distribution of the Markov chain 
associated to the path. Next we define N random variables (discrete or continuous), 
{A~; 1 :::; j :::; N}, which describe the behavior of the transmission rate when a 
potential loss occurs: is it reduced and if so by how much. These variables {A~; 1 :::; 
j :::; N} correspond to the N possible states of the model for losses. Each random 
variable A~, 1 :::; j :::; N, takes values in the interval [0,1]. It can take rational or 
real values within this interval. The choice of the interval [0,1] stems from the fact 
that we are scaling down the transmission rate at the instant of losses. The set 
includes 1 since it corresponds to the case when a potential loss is not transformed 
into a real loss and so the transmission rate is unaltered. A~, 1 :::; j :::; N has a 
distribution function Fj(a) for all n E &::. That is, we take the distribution of A~ 
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to be time homogeneous. Denote 

ai := 101 
adFi(a), 1 ~ i ~ N. 

We assume that there is at least one i for which ai < 1. The dynamics of the system 
can be given by the following stochastic recurrent equation 

N 

Xn+1 = EA~Xn1{Yn =j}+aDn. (1 ) 
j=1 

3 Performance Analysis 

First we observe that equation (1) is a particular case of stochastic linear difference 
equations of type Xn+1 = AnXn + Bn, where {An, Bn} is a stationary and ergodic 
processes (one can consider the Markov chain {Yn} in the stationary regime). It 
follows from [4] and [8] that such equations have a stationary solution X~ given by, 

00 n-1 

X~ = E( II A i )Bn -k-1. 

k=O i=n-k 

The stationary regime exists under the assumption that there is at least one i for 
which ai < 1. Moreover, for any arbitrary starting point Xo, the sequence {Xn} 
will converge almost surely to this stationary regime, that is 

lim IXn - X~I = 0, P-a.s. 
n-+oo 

Therefore, we can assume without loss of generality that the process {Xn} is in 
the stationary regime in order to compute the limit distribution. Next we compute 
the moments of Xn in this regime. Let us denote, 

Xi = E[Xnl{Yn = i}]l ~ i ~ N. 

Obviously, the expectation of Xn is given by, 

N 

E[Xn] = EXi. 
i=1 

To compute Xi, 1 ~ i ~ N, we use the Laplace Stieltjes Transform approach. 
Namely, define the following Laplace Stieltjes Transforms: 

W(s,i) = E [e-sXn 1{Yn = i}], 1 ~ i ~ N, 
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where we assume that Xn is in the stationary regime. 

Theorem 1. The Laplace Stieltjes Transforms W(s,j), 1 ~ j ~ N, are solutions 
of the following implicit equations, 

W(s,j) = D*(as) [~Pij fa1 W(aS,i)dFi(a)] 1 ~ j ~ N (2) 

Proof: We write for any j, 1 ~ j ~ N, 

N 

E[e-sxn+l1{Yn+1 = nj = L E[e-sxn+l1{Yn+1 = nlYn = i}P(Yn = i) 
i=l 

N 

= L E[e-SXn+1IYn = ijE[1{Yn+1 = j}IYn = ijP(Yn = i) 
i=l 

N 

= L E[e-s(A~Xn+aDn)IYn = ijpijP(Yn = i) 
i=l 

This results in the implicit equations (2). o 

Although the Laplace Stieitjes Transforms in Theorem 1 are only given as solutions 
of implicit equations, all moments of Xn 1 {Yn = i} for 1 ~ i ~ N (in the stationary 
regime) can be obtained explicitly. Note that 

E[X~I{Yn = i}j = (_I)k d't:s~' i) Is=o. 

We shall now proceed to the calculation of expressions for the first and second 
moments of Xnl{Yn = i} for 1 ~ i ~ N from the implicit expressions of the 
Laplace Stieltjes transforms. Upon differentiating the implicit expressions (2) and 
using the following relations, 

W(O, i) = 1I"i, 1 ~ i ~ N, 

D*(O) = 1, dD*(as) I - - d ds .=0 - a, 

we get N linear equations in N unknowns: 

N 

Xj = LP;jaiXi + ad1l"j 1 ~ j s: N. (3) 
;=1 
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We shall now write the above N equations in matrix notation. Let x = [Xl, X2, ... ,XN] 

and 

Then the equations (3) take the form 

X = xAP+ad7r (4) 

Recall that 0 :5 ai :5 1 for all i. Furthermore, we assume that there is at least one i 
for which ai < 1. The latter guarantees that the matrix AP is substochastic (there 
is an i for which 'Ef=l Pijai < 'E j =l Pij = 1). Recall that moduli of all eigenvalues 
of a substochastic matrix are strictly less than one. Therefore, matrix I - AP has 
no zero eigenvalue, and consequently, equation (4) has a unique solution. Thus we 
can state the following result: 

Theorem 2. Let Xn be in the stationary regime. Then E[Xn] is given by 

E[Xn] = xe = ad7r(I - AP)-le 

where e is a vector of ones. 

To compute the second moment of X n , we first define 

X~2) = E[X~l{Yn = i}], 1:5 i:5 N. 

Clearly, 
N 

E[X~] = L X~2) . 
i=l 

A(2) = 

where 

a~2) = 101 a2dFi(a), 1:5 i :5 N. 

Then in the next Theorem we give an explicit expression for E[X;]. 

Theorem 3. Let {Xn} be in the stationary regime and there is at least one i for 
which ai < 1. Then E[X2] is given by 

E[X~] = x(2)e = (2ad(xAP) + a 2d(2)7r) (I _ A(2) P) -1 e. 
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Proof: Differentiating twice the implicit expressions (2), we obtain 

d2W(s,j)=D*( )[~ .. t d2W(aS,i)dFi()] 
ds2 as LJ p'] 1 n ds2 a 

i=l 0 

d2D*(as) [N t . ] 
+ ds2 t;Pij 10 W(as, i)dF'(a) 

2dD*(as) [~ .. t dW(as, i) dFi( )] 
+ ds LJP'] 10 ds a 

i=l 0 

Now evaluating the above derivatives at s = 0, we get 

N N 
(2) " (2) (2)" 2d(2) Xj =LJPijai Xi +2adLJPijaiXi+a 'Trj. 

i=l i=l 

Next we rewrite the equations in matrix notation 

x(2) = x(2) A(2) P + 2ad(xAP) + a2d(2)'Tr. 

Solving for x(2), we get 

X(2) = (2ad(xAP) + a2d(2)'Tr) (I - A(2) pf1 

The existence of (I - A (2) P) -1 is guaranteed, because A (2) P is again substochastic 

as the sum of the elements of the ith row of A (2) P is Ef=l Pija;2) < Ef=l Pij = 1. 
o 

Observe that we computed the expectation of the transmission rate with respect to 
loss instants. This expectation is also referred to as Palm expectation in the context 
of marked point processes [3J. Of course, the most interesting is the calculation of 
the expectation of the transmission rate at an arbitrary time moment. For ergodic 
processes the latter expectation coincides with the following time average P-a.s., 

liT x = lim -T X(t)dt 
T->oo 0 

This is no other than the throughput of the transfer. It is the total volume of 
transmitted data over the transfer time. We proceed to evaluate this throughput 
by employing the concept of Palm probability. 

Theorem 4. The throughput, or the time-average transmission rate, is given by 

N 1 ~~ 1 ~~ 
x = E[X(t)J = ~ aiXi + 2ad = axT + 2ad' 

i=l 
(5) 

where a = [a1, a2, ... ,aN J and X is given in Theorem 2. 
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Proof: To compute E[X(t)] one can use the following inversion formula (see e.g., 
[3] Ch.l Sec.4) 

E[X(t)] = ~FfJ[IaTl X(t)dt] (6) 

where EO[.] is an expectation associated with Palm distribution. Thus we can write, 

Because of the independence of Xn and {Dk, k ~ n} and also because of the 
independence of {Dn} and {Yn} we can write, 

N 

E[X(t)] = ~[2: (EO[Ah]EO[Xol{Yo = ill) EO [Doll + ~EO[D3] 
i=l 

o 

In the next theorem we evaluate the second moment of the transmission rate 
at an arbitrary time instant. 

Theorem 5. Let d(3) be the third moment of the time between potential losses. The 
second moment of the input rote over a long time interval is equal to: 

!i;<2) = lim! t X2(t)dt 
t-+oo t 10 

= !a?d(3) + !ad(2)axT +a(2)x(2)T 
3 d d 

where a(2) = [a~2), a~2), . .. , a~)] and x(2) is given in Theorem 3. 
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Proof: Again by the inversion formula from Palm probability, 

E[X2(t)] = ~Ef[foTl X2(t)dt] 

~ ~F! [t (t,~X'l{Y' ~;)+ot )'dt] 

= ~Eo [Q?~~ + o:D~ ~ AhXol{Yo = i} + ~ (Ah)2 X51{Yo = i}Doj 

1 d(3) 1 N N 
= _0:2 _ + -o:d(2) '" a-x- + '" a(2)x2 

3 d d L..J" L..J. • 
i=1 i=1 

1 2 d(3) 1 d(2) T (2) (2)T 
= -0: - + -0: ax + a x 

3 d d 

o 

Having obtained the expressions for the general case of N states we shall now focus 
on some particular cases in the following sections. We show how the parameters of 
our model can be inferred from a real trace of a TCP connection. Different possible 
applications of the model to the same trace are presented and the results are then 
compared to show which method is the most efficient. We will see in the sequel how 
much the model is general and how multiple sub-models can be derived from it by 
setting differently the parameters. 

4 Specifications of the general model 

In this section, we present different ways for the application of our general model to 
predict the performance of a TCP-like flow control mechanism. We chose to work 
with real loss processes. From the trace of a TCP connection, we determine the 
moments of window reduction. We reconstruct then the evolution of TCP congestion 
window over time under the assumption that the window increases linearly between 
two consecutive losses. We call this reconstructed window evolution the Exact Fluid 
Model and we use it below as a reference. We try then to derive simple closed 
form expressions for the throughput of the exact fluid model, and therefore for the 
throughput of TCP, using simple versions of our general model. 

Our experimentation consists of a long-life New-Reno TCP connection running 
between clope.inria.fr at INRIA and nessie.essLfr at ESSI, both located in 
the technology park Sophia Antipolis in France. The two machines are connected 
to the same metropolitan network. The TCP connection is run eleven times for 
approximately 20 minutes each at the most busy periods (between 10 am and 2 
pm). The trace of the connection is captured at the source using the tcpdump tool 
and a program is developed to analyze the traces in order to find the moments at 
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which the congestion window is divided by two. We noticed that most of the time, 
the loss of packets is detected with the Fast Retransmit algorithm (3 Duplicate 
ACKs) [12J. We noticed also that the maximum window advertised by the receiver 
is rarely reached due to working at busy periods. Thus, we can expect that our 
fluid model approximates correctly the behavior of the congestion window. 

4.1 The basic model 

We consider here the very simple case where the path has a single state and where 
the transmission rate is divided once by two at every potential loss moment. We 
assume that the times between losses are iid. This gives the following expression 
for the throughput, 

(7) 

Obviously, if times between losses are really iid, this model must give very close 
result to the throughput of the exact fluid model. And indeed, in our experiments we 
did not find a significant correlation between inter-loss times. Figure 2 confirms this 
conclusion. The throughput given by formula (7) follows closely the one given by 
the exact fluid model. However, to use formula (7) for the throughput calculation, 
one must know the second moment of inter-loss times. Usually, this quantity is 
difficult to find since it requires the knowledge of all inter-loss times for the modelled 
connection. Note that, by contrast, d can be easily calculated by dividing the total 
time of the connection by the number of losses. The number of losses in turn can be 
calculated using the packet loss probability. One way to eliminate d(2) is to express 
it as a function of d. For example, one can assume that inter-loss times form a 
Poisson process and hence take d(2) = 2d2. The problem with this solution is that 
it hides the impact of burstiness and expresses the throughput only as a function of 
the average loss rate. Indeed in Figure 2, the throughput calculated according to the 
Poisson assumption does not match well the throughput of the exact fluid model. 
The reason for this mismatch is clearly explained by Figure 3 where we plot the 
histogram of inter-loss times. This figure shows the deviation of the inter-loss time 
distribution from the exponential shape. This deviation is caused by the appearance 
of bursts of losses which causes the pulse of probability around the origin. Indeed, 
we noticed from the real traces of a TCP connection that the congestion window 
is divided multiple times by two when a congestion occurs and this due to the loss 
of packets in multiple consecutive Round Trips (see also Figure 1). However, the 
important notice we made from Figure 3 is that the time between bursts can still be 
well approximated by the exponential distribution. Figure 4 shows the distribution 
of times between losses after the elimination of the pulse around the origin. In the 
next two sections, we will present two methods to account for this bursty behavior 
of losses. 

4.2 The aggregate loss method 

As was noticed in Figure 3, the inter-loss time distribution is a mixture of two dis­
tributions, one around the origin represents the time between losses within bursts 
and another away from the origin represents the time between bursts. This prompts 
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10 15 20 

Fig. 4. Histogram of times between bursts 

us to aggregate the losses inside a burst into a single loss and to divide the transmis­
sion rate upon an aggregate loss occurrence (or a burst occurrence) by two power 
the number of aggregated losses inside the burst. The aggregate loss process can 
be considered now as a Poisson process. Upon the arrival of an aggregate loss, the 
transmission rate is divided by a random factor that can be greater than two. The 
question that one may ask here is how to characterize a burst, in other words how 
to decide that two consecutive losses are within the same burst or within two dif­
ferent bursts. In this section we use the following empirical method: we look at the 
distribution of inter-loss times and to try to find a point which clearly separates the 
two distributions. We zoom in Figure 5, the distribution of inter-loss times (Fig­
ure 3) around the origin. It is clear that two bursts are separated by approximately 
8 =O.4s. We use this 8 for the identification of bursts. In the following, we present 
two different ways to describe the behavior of the random reduction factor. The 
first way is to assume that it is iid. The second way is to model it with a Markov 
chain. 

First, let us consider the case of iid reduction factor. The evolution of the 
transmission rate in this case is given by 

where the reduction factor An has a distribution function F(a). Dn is the time 
between bursts which can be approximated by a Poisson process. Of course, this 
can be viewed as a particular case of our general model where the path of the 
connection has only one state. The general results of Section 2 can be specified for 
the present case as follows, 

ad 
E[XnJ = -1 -, -a 
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(8) 

where Ii = /; adF(a). Here, the reduction factor An is a discrete random variable 
which takes the values multiple of 1/2. Thus, we calculated Ii as 

m 1 
Ii = E 2iPi, 

i=1 

where the probabilities Pi are estimated from the TCP connection trace. Let n be 
the total number of aggregate losses in the trace. We can write 

n 

Pi = E 1{ak = 1/2i }/n 
k=1 

Note here that the main gain from aggregation, is that the second moment of 
Dn can now be taken as 2d2 • Furthermore, from Figure 4, one can see that the 
distribution of Dn is a shifted exponential distribution given that the time between 
two aggregate losses is always larger than 6. Thus, a more correct estimation for 
the second moment is given by 

Next we consider the case where the reduction factor is modelled using a Markov 
chain. We associate a multi-state Markov chain to the path. The transitions of the 
chain occur upon aggregate loss arrival. The state of the chain when an aggregate 
loss arrives is equal to the number of losses within the burst. The Markov chain 
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Fig. 6. Transitions of the multi-state Markov chain 

determines then how many times the transmission rate is divided by two. Figure 6 
explains how the transmission rate and the Markov chain change together. A inter­
val of O.4s is used to identify the losses belonging to the same burst. The evolution 
of the transmission rate in this case can be described as follows, 

N 

X n+l = :Eajl{Yn =j}Xn +aDn, (9) 
j=1 

where aj is constant equal to 1/2j and where Yn is the state of the Markov chain. Dn 
again represents the time between bursts which can be approximated by a Poisson 
process. As a corollary of Theorem 3, the throughput can be written as 

N ad(2) 

x = E[X(t)] = :E ajxj + -U. 
1=1 

(10) 

The estimations of transition probabilities {hj, i, j = 1, ... , N, of the Markov chain 
{Yk} are identified from the trace of the TCP connection as follows, 

n-l n-l 

Pij = :E l{Yk+l = jlYk = i}/:E l{Yk = I} 
k=1 k=1 

where the Markov chain state Yk corresponds to the number of transmission rate 
reduction at the event of the kth aggregate loss and n is the total number of 
aggregate loss events. If the number of rate reductions at the aggregate loss moment 
is greater than N, we assume that the Markov chain is in the state N. Since N is 
chosen so that it is unlikely to have the rate reduced more than N times during 
a burst, this assumption should not cause any problem. In the following we take 
N=4. 
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Using the maximum distance of O.4s between losses within a burst (Figure 5), 
we aggregate in bursts the moments at which the transmission is divided by two. 
As before, we assume that the resulting aggregate loss process is Poisson. We ap­
proximate the throughput of the exact fluid model using equations (8) and (10). 
Figure 7 shows the results. The iid batch model denotes the first case where the 
number of losses in a burst is described by an iid random variable. The Markovian 
batch model denotes the second case where this number is described by a Markov 
chain. We notice that the two methods give approximately the same result which 
means that the number of losses within a burst is really iid distributed. The result 
is closer to that of the exact fluid model than the throughput calculated for the 
Poisson model. However, it is not as good as we expected. The main reason is that 
we are ignoring the length of a burst which is here comparable to the time between 
bursts. Possibly, for other connections where losses are more clustered together, this 
batch method will have a better performance. One may expect that the Markov 
version of the batch model will perform better than the iid version on connections 
where strong correlation exists between burst sizes. In the next subsection, we will 
present a model that accounts for the time the connection spends during a burst. 
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4.3 The two-state model 
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Consider a particular case of our general model where the path switches between 
two different states. Namely, let N = 2 and let the state 1 corresponds to the Good 
state of the path and the state 2 to the Bad state. We also denote the transition 
probabilities of the Markov chain as follows: Pll = g, P12 = g = 1-g, P21 = b = 1-b 
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and P22 = b. The stationary distribution of this chain are equal to, 

b 
11"1 = b + g' 

9 
11"2 = ---

b+g 

The following results can be easily obtained as straightforward corollaries of the 
theorems for the general N state model. 

Corollary 1 The Laplace Stieltjes Transforms W(s, i), i = 1,2, are the solutions 
of the following implicit equations, 

W(s, 1) = D*(o:s)[g 101 W(as, l)dp1(a)] + D*(o:s)[b 101 W(as, 2)dp2(a)] , 

W(s, 2) = D*(o:s)[g 101 W(as, l)dp1(a)] + D*(o:s)[b 101 W(as, 2)dp2(a)]. 

We shall now proceed to obtain explicit expressions for the first and second 
moments of the transmission rate at potential loss instants. 

Corollary 2 The first moment of the transmission rate at a potential loss moment 
is given by 

where 

(11) 

(12) 

Corollary 3 The second moment of the transmission rate at a potential loss mo­
ment is given by 

where 

X~2) = 

2o:da1a~2)x1(1- 9 - b) + 2o:d(a2x2g + a1x1g) + o:2d(2)(a~2)11"2 + 11"1 - ba~2») 
(1 - ga~2) - ba~2) - a~2) a~2) (1 - 9 - b)) 

(13) 



TCP over a multi-state Markovian path 119 

X (2) -
2 -

2ada~2)a2x2(1- g - b) + 2ad(alXl9 + a2x2b) + a?d(2)(a~2)7I"1 + 71"2 - ga~2») 
(1 - ga~2) _ ba~2) - a~2) a~2) (1 - g - b)) 

(14) 

Corollary 4 The throughput, or the time-average of the transmission rate, is given 
by 

1 d(2) 
E[X(t)] = alXI + a2X2 + 2ad"' 

where Xl and X2 are given in Equations {11} and {12}. 

Corollary 5 The second moment of the transmission rate at an arbitrary time 
instant is given by 

where Xl and X2 are given in Equations {11} and {12} and x~2) and x~2) in Equations 
{13} and {14} respectively. 

Next we specialize the model further by taking A~, for j E {1,2} and \:In ~ 0, to 
be discrete random variables with values in {0.5, I}. Note that A~ = 0.5 represents 
the case when a potential loss is transformed into a real loss, namely when it causes 
a reduction in the transmission rate, whereas A~ = 1 represents the case when 
the transmission rate is not reduced at the potential loss moment. We get here the 
same model as that described in [1]. Note that in [1] we validate via simulation a 
particular case of this two-state model that corresponds to pG = 0, PB = 1. In the 
present work, we show how to set the different parameters of the two-state model 
in its general case. {Dn} is the sequence of the times between potential losses. We 
also denote pG := P{A~ = 0.5} = 1- P{A~ = I}, as the probability of the event 
when a potential loss is transformed into a real loss in the Good state. Analogously, 
we define the probability of a potential loss becoming a real loss in the Bad state 
as PB := P{A~ = 0.5} = 1 - P{A~ = I}. We assume that PG :5 PB. Clearly, 

1 1 
al = 1 - 2PG and a2 = 1 - 2PB. 

Next we demonstrate how the introduced above parameters as well as d and the 
transition matrix P can be determined from the data in real TCP traces. First, we 
obtain an estimation of the transition matrix for the Markov chain {Yn}. Recall 
that this is the Markov chain obtained when looking at the state of the channel at 
potential loss moments. Let {Sn} be a sequence of inter-loss times measured from a 
TCP trace. We need to determine when the path is in the "Good" state and when 
it is in the "Bad" state. We use the following simple method. Choose some time 
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interval T. We will explain later how to make this choice. If the inter-loss time Sn is 
less than T then the path is in the Bad state, otherwise the path is considered to be 
in the Good state. If two or more inter-loss times correspond to the same state, we 
will merge these intervals together and call the new interval Lr or L~ depending 
on the state. Note that these new intervals represent the time during which the 
path of the connection is either in the Good or in the Bad state. Denote nG (resp. 
nB) the number of the time intervals sf (resp. S:) during the time interval that 
we use for measurement. Then, the evolution of the path of the TCP connection 
can be described by a two-state continuous time Markov process with the following 
infinitesimal generator matrix, 

Q = [-UG UG ] 
UB -UB 

(15) 

where the rates UG and UB are calculated as follows: 

1 nG 

UG = E[SG] ~ ",na SG' 
k L..Jk=l k 

1 nB 
UB = E[SB] ~ ",nB SB' 

k L..Jk=l k 

Note that on some paths, say a wireless link, this Markov chain is a priori known and 
can be directly used without the need to look at the trace of the TCP connection. 
In case it is not known, we need to define it using the parameter T as described 
above. We present now two approaches for the determination of T. The first one 
is more empirical. We look at the histogram of the inter-loss times (Figure 3) and 
we choose T as the time separating the two distributions it encloses (O.4s in the 
figure). The second method is less empirical and was used in the context of Markov­
modulated Poisson processes [10]. In this second approach we define parameter T 

as the expectation of the inter-loss times, that is 

1 n 

T = E[Sk] ~ - ESk, 
n 

k=l 

where n is the total number of inter-loss intervals we get from the trace. Given 
the continuous time Markov chain associated to the channel, we can now extract 
the parameters of the discrete time Markov chain embedded at the potential loss 
moments. We use for this purpose the uniformization technique [14]. Let us choose 
the potential loss process {Dn} as a Poisson process with intensity 1/ d higher 
than both UG and UB. For example, a reasonable choice of d is the estimation of 
the average Round Trip Time of the connection. According to the uniformization 
technique [14], the state of the path described by the Markov process (15) and 
sampled at the moments of potential losses can be equivalently given by a discrete 
time Markov chain with the following transition matrix, 

p _ [1 -dUG dUG ] 
- dUB 1 - dUB . 

Having chosen d and calculated UG and UB from the trace, we can easily deduce 
the parameters b and 9 of the loss model. Namely, 9 = dUG and b = dUB. Now we 
determine pG and PB. Let wr (w:) be the number ofreallosses in the time interval 
Sf (resp. in S:). Then the probabilities PG and PB are given by 
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1/.AG and 1/.AB represent the average time between window reductions in the Good 
and in the Bad state respectively. For the same eleven traces obtained in our exper­
iments, we calculated the parameters of the model. We use T = 8 =O.4s to separate 
the Bad state from the Good state. In Figure 7, we compare the result with that of 
the exact fluid model. A close match is noticed. In addition to the good results and 
the closed form expression it provides, this model has the advantage of having sim­
ple parameters. All what we need to approximate the throughput is the parameters 
of the two-state Markov chain associated to the path and the intensity of losses in 
both states. Concerning the parameter d, it is enough to choose in a way that the 
intensity of potential losses 1/ d is higher than the intensity of losses in the Bad 
state .AB. 

5 Concluding Remarks 

We considered in this paper a multi-state Markov path for describing the loss pro­
cess experienced by a connection that has a linear window increase between losses, 
and multiplicative decrease upon a loss event. The modelling of some channels us­
ing a Markov chain with more than two states have long been advocated, see e.g. 
[11,13]. 

Using an approach based on the Laplace Stieltjes Transform, we derived explicit 
expressions for the two first moments of the transmission rate of the connection just 
prior to losses, as well as the two first moments of the steady state throughput. We 
note that the expression for the second moment of the throughput could be useful 
in designing TCP friendly protocols for real time applications [6] in which other 
parameters of the linear increase and multiplicative decrease are chosen so as to 
maintain the same expected throughput (as a function of the loss process and 
of the round-trip time) as the original TCP protocol. (The latter requirement on 
the expected throughput stmes from fairness arguments.) Such applications (e.g. 
interactive voice or video connections) typically require a smaller variance of the 
throughput than the one of the original TCP in order to ensure a reasonable quality 
of service. 

We have recently succeeded also in analysing non Markovian channels [2], and 
obtain similar performance measures using a completely different approach (that 
relies on some covariance functions of the interloss times). The approach obtained 
here, in contrast, leads to formulae that involve only a finite and small number of 
parameters that can be easily computed. In addition, we proposed here methods 
for the identification of such parameters. 
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Abstract: This paper addresses the backbone augmentation problem ansmg from ISP's 
hierarchical link-state routing operations. Focusing on Virtual Link (VL) configuration, 
proposed is an efficient augmentation scheme of increasing redundancy of the original 
backbone topology. A VL restores hidden information from introducing hierarchy in the 
topological database of each backbone router, thereby increasing redundancy of the backbone 
and preventing partition of the backbone even if some links fail. With given potential VL 
locations and the original backbone topology, we propose a bi-objective efficient VL 
configuration model that explicitly evaluates the benefit side as well as the cost side of VL 
configurations, and fully leverages the trade-off between both sides. Furthermore, provided is 
an efficient branch-and-bound algorithm (implicit enumeration) with good lower and upper 
bounds so that solution speed can be accelerated in most cases. To our knowledge, this is the 
first try to attack the VL configuration problem systematically. For an ISP with its own 
domain, the proposed model and algorithm are expected to relieve network administrators 
burden of configuring VLs, support making the backbone more tolerable to backbone link 
failures, and finally, provide a practical vehicle for reliable link-state hierarchical routing 
indispensable to overall service quality. 

1. Introduction 

As the number of Internet users grows, scalability issues are emerging as one of the 
most fundamental network operation problems. Scalability issues exist at every layer 
of the Internet architecture: at IP (Internet Protocol) routing layer, for example, the 
explosion of flooded routing information is witnessed as the network size increases. 
To cope with scalability issues, ISPs, which are intermediaries connecting local users 
to the global Internet and whose competitive edges are built around routing 
efficiency, hierarchically divide their own networks (so-called Autonomous Systems 
(ASs)) into two tiers, local distribution areas and the backbone: thereby, ISPs can 
limit the range of routing information exchange and resolve the major scalability 
issue. However, this gain from hierarchy causes side effects. Besides operational 
inconvenience, the biggest cost of hierarchical configuration is performance 
degradation due to limitation of available routes, which may not guarantee optimal 
routing. Furthermore, in hierarchical implementation of link-state routing protocols, 
such as OSPF (Open Shortest Path First) and IS-IS (Intermediate System-Intermediate 

K. Goto et al. (eds.), Performance and QoS of Next Generation Networking
© Springer-Verlag London Limited 2001
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System), the overall performance of the entire AS is very much dependent on the 
backbone since the routers in the backbone play the core functions to gather, 
organize, and redistribute routing information across local distribution areas. Thus, 
sound connectivity of the backbone is critical success factor for running hierarchical 
link-state networks ([1], [2], [3], [4]). Along this line, an efficient method to increase 
redundancy of the backbone should be developed as one of the measures to make the 
backbone robust. 

Redundancy is important to prevent the backbone from being disconnected 
when backbone links or nodes fail. For example, two edge-connectivity should be 
satisfied between every pair of backbone routers by configuring back-up links so that 
no single link or node failure may cause disconnection of the backbone. For a 
hierarchically configured link-state AS, the following two tracks are suggested as 
basic options to introduce redundancy into the backbone. 

• 
• 

Track 1: to install new point -to-point links 

Track 2: to configure virtual links in the routing databases of the backbone 
routers 

The first track, a general option to increase connectivity of a network not 
confined to a link-state network, is to build or lease new serial links or an 
intermediary fast-switched network between the backbone routers. While this option 
secures good results to enhance the backbone connectivity, it entails lots of monetary 
cost that may violate budget constraint. Furthermore, considering the rapid growth of 
Internet users, relatively long time to completely deploy the option may limit the 
network operational flexibility, which is a key requirement for service operation 
systems in the flying-demand phase. 

Fortunately, many link-state protocols provide an easier mechanism to generate 
back-up links than track 1. Remark that with hierarchical link-state routing protocols, 
every backbone router maintains a map(so-called Topological DataBase, TDB) 
representing the physical backbone topology and may have alternative routes that are 
not present in its TDB unless the entire AS is disconnected. Virtual Links (VLs) 
restore such hidden information in the TDB of the backbone routers. Since no 
monetary expense but a little inconvenience and operational complexity is incurred to 
configure VLs, track 2 has economic and time-saving advantages over the track 1 in 
building back-up links within short time and leaves operational flexibility intact. This 
option becomes more powerful when the AS itself shows ample connectivity. 

Even though backbone augmentation by VLs is easier and more economical 
than by construction of new links, many network administrators still find it difficult 
to decide where to configure VLs. However, except some practical tips for 
implementing VLs in the backbone routers, few literatures deal with an efficient 
method or even a rule-of-thumb to configure VLs in order to enhance the backbone 
connectivity ([3]). We guess that this is because link-state routing protocols is still 
rapidly spreading, and believe that VL configuration issues will come to the surface 
as link-state protocols are attaining the status of de-facto standard for Internet 
routing. To our knowledge, this paper is the first try to attack the VL configuration 
problem systematically. 

In sum, our goal is to address, analyze, and formulate the optimal VL 
configuration problem under hierarchically configured link-state networks and 
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develop efficient solution methods within the context of ' branch-and-bound 
algorithm. Since there are many backbone routers as well as potential location of VLs 
in general, the algorithmic complexity spent in determining optimal location of VLs 
should not be overlooked. Therefore, to develop an efficient branch-and-bound 
algorithm (implicit enumeration) matters, and such an algorithm may relieve network 
administrators of the burden of configuring VLs, thereby making the backbone more 
robust to backbone link failures. In the next section, we first describe the VL back-up 
system and then analyze the costs and benefits arising from configuring VLs. Section 
3 provides a mathematical model for determining optimal locations of VLs in terms 
of both benefits and costs. We present a solution method based on branch-and-bound 
algorithm and some numerical examples in section 4. By summarizing important 
features of the model and the results and presenting future works, we conclude this 
paper. 

2. Virtual Link Configuration Model 

2.1 Role of Virtual Links in Hierarchical Link-state Networks 

In link-state routing protocol, routers exchange their piecemeal topological 
information and construct a map (TDB) representing the overall network topology. 
As the network size increases, the volume of these transactions and TDB size grow 
exponentially. So does the resource consumption for routing management and 
control. Because of this scalability issues, large link-state networks are partitioned 
into relatively small local areas within each of which routing information exchange 
among member routers is limited. In order to maintain the entire connectivity (Le., 
inter-area routing), a backbone connecting local areas should be constructed. That is, 
a valid backbone must be contiguous (Le., all backbone routers should be connected 
to other backbone routers through backbone links only) and ensure direct connection 
of each local area ([2], [3]). Figure 1 shows an example of a valid hierarchical 
configuration. 

(a) Original AS topology 
Area 3 

(b)HC 

Figure 1: Hierarchically configured link-state network and VL configuration example 
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The backbone is extremely important in hierarchically configured link-state network. 
Good practices for backbone design suggest that stability and redundancy are the 
most important criteria for the good backbone ([1], [2], [3], [4]). To satisfy the 
stability criterion when designing hierarchical clustering of the AS, placing hosts 
(workstations, file servers, and so on) in the backbone should be avoided and the 
backbone should be kept as simple and small as possible ([1], [2], [5]). After 
hierarchy design, enhancing the backbone configuration in terms of connectivity is 
accomplished. This augmentation, which can be realized by introducing redundancy 
with VLs, aims at preventing partition of the backbone when some links fails. That is, 
VLs work as back-up links to repair the backbone connectivity. Accepted link-state 
network design practices suggest that the use of VLs should be considered for a 
backbone poorly designed as a result of unbalanced hierarchical configuration ([2], 
[3], [6]). 

A VL can be configured between separate gate routers that touch the backbone 
from each side and have a common area. In the case of figure 1-(b), at least three 
VLs, which connect routers 8 and 9, 12 and 13, 13 and 14 across area 1, area 4, and 
area 3, respectively, can be configured. Then the VL acts in a similar way as in a 
tunnel: i.e., a VL creates a path between two gate nodes by using non-backbone links. 
For example, OSPF routing protocol treats two routers joined by a VL as if they were 
connected by an unnumbered point-to-point network and registers the VL in TDB of 
the backbone routers. A VL can only be configured on gate nodes, and in general, 
only one of the potential VL configurations passing the same local area is configured. 
The stability of a VL is dependent on the stability of the area it traverses, and the 
reliability measure (cost metric) of a VL can be defined as that of the weakest link of 
the links constituting the VL. Also, the amount of the effort required to configure and 
maintain a VL is proportional to its length (the number of routers on the path 
corresponding to the VL). 

Even though it is desirable to configure sufficient VLs to build back-up links, 
additional VL configurations required for this purpose cause some burden on the 
backbone and increase the complexity of the system operation due to the 
characteristics of the VLs. Therefore, configuring all the potential VLs may lead to 
an inefficient augmentation of the backbone connectivity. In the following sections, 
we propose an efficient VL configuration model that fully leverages the trade-off 
between the benefits and costs of configuring VLs and solution methods to this 
model. 

2.2 Issues in Virtual Link Configuration 

Suppose that the required connectivity level for each backbone router is given by the 
network administrator, then there arise two cases: (1) case 1: all connectivity 
requirements can be satisfied by using all or some of the potential VLs, (2) case 2: 
instances other than the case 1. Setting the cost to configure VLs aside temporarily, 
we can easily check whether case 1 happens or not by applying Gomory-Hu tree 
method ([7]) on the augmented topology with all the potential VLs. Furthermore, if 
all the costs to configure VLs were the same, the case 1 would reduce to a simple 
graph augmentation problem with cardinality objective function, which has a 
polynomial time algorithms ([8]). However, in the case of heterogeneous VL costs, 
no polynomial time algorithm but some heuristics has been known so far. 
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However, the above survivable network design approaches and solution methods are 
no longer applicable to most practical situations where we should not assume that 
connectivity requirements of backbone routers are given or available VLs cannot 
fulfil the given requirements (case 2). For these situations where connectivity 
requirements have no meaning, the single objective (i.e., minimizing total cost) 
decision model should be extended in order to explicitly evaluate the benefit side of 
configuring VLs and to achieve an optimal balance between benefits and costs: 
benefits from increased connectivity and costs of configuring and maintaining VLs. 
As a result, the issue of configuring VLs should be multi-objective decision model 
looking for an augmented backbone topology that maximizes the net gain (= total 
benefit - total costs) by setting-up VLs. 

2.3 A Decision Model for Virtual Link Configuration 

The decision problem in this paper is to determine an optimal configuration of VLs 
with a given set of potential VL locations and the original backbone topology. Within 
this decision context, a decision alternative is an augmented graph from the original 
backbone topology by choosing some VLs (decision variables). Thus, in general, 
there exist finite but many decision alternatives. We will evaluate a decision 
alternative in terms of two attributes: the aggregated connectivity of the augmented 
graph and the cost for configuring VLs in the augmented graph. Specifically, 
compensatory preference (so called utility function of the attributes) approach will be 
employed for this bi-criteria decision-making problem in order to explicitly reflect 
the trade-off between attributes and to resolve commensurability issues in order to 
compare heterogeneous attributes. In this paper, we impose a minimum level of 
restrictions on the form of utility functions so that the network administrator can have 
abundant flexibility to develop unique utility functions customized to their own 
situations. 

We are given the original topology of the backbone that can be represented as a 
simple graph G = (V, E) where V and E represent the set of backbone routers and the 
set of backbone links, respectively. Also, given is A (A n E = 0), the pre-defined set 
of potential VL locations (the set of variables) with assigned installation cost We 

(eEA) which is proportional to the length of VL e. Let GQ = G (V, E u Q) denote an 
augmented topology by Q (~ A), which corresponds to a decision alternative. Note 
that GQ is no more a simple graph and may contain parallel links. Define a vector of 

costs to configure VLs in Q as w = (wI" ", »jQI) . And the nodal connectivity Cv on 

G means min ueVllv} y(v, u I G), where y(v, u I G) is the maximum number of link­
disjoint paths between u and v on G. That is, for a given node v, any failure of (cv-l) 
links cannot cause node v isolated from the other part of the backbone. According to 
this definition, all the nodal connectivity has the same value corresponding to a 
bottleneck point of the given graph G. This ~alue is, in fact, the cardinality of a 
minimum cut of G and will be written as c, which is efficiently compute~ by 
Gomory-Hu tree method or others ([7], [9]). Then after determining Q from A, c and 

iii represent the attributes of an alternative GQ. 

To complete the decision model for optimal configuration of VLs. utility 
functions ~r attributes and total utility function are employed. We first introduce Uc 
(GQ) and UW<GQ) , each of which represents the network administrator's evaluation 
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of benefit fro~ connectivity level c of GQ and cost to install and maintain IQI VLs, 
respectively. UW< -) can be interpreted as disutility of costs incurred by VL 
configuration, and is assumed to be UW<GQ) = LeeQ ;(we) where ;(we) represents 
disutility in configuring the VL e whose length is We' Both Ud..-) and ;(-) are 
monotonic non-de~easing function of the connectivity level and VL lengths, 
respectively(thus, Uw(GQ) is also monotonic non-decreasing to the sum of lengths of 
VLs in Q). Finally, the network administrator's total utility is described as an additive 
form of U(GQ )= aU c(GQ)- ~[Tw (GQ ). Now we pose the decision model for Optimal 

VL Configuration (OVLC) as follows: 

Figure 2 skeletonizes the decision model explained so far and shows the process 
to generate and evaluate a decision alternative. 

givens 
Find minimum cut of GQ 
(e.g., by Gomory-Hu tree) 

decision alternative additive independent 
utility function 

Figure 2: Decision model of optimal VL configuration 

3. Solution Method and Examples 

In this section, we propose an efficient branch-and-bound algorithm (implicit 
enumeration). We first demonstrate that [OVLC] is not an easy problem by 
presenting a counter example that shows a naive solution method based on 
component-by-component comparison of decision variables cannot succeed. Suppose 
thatA= {el' e2l with weI = we2 = 1, Ud..GQ) = Lvevacv, UW<GQ) = blQI, and U(GQ) = 
Ud..GQ) - Uw(GQ). With the original backbone graph shown in the figure 3 and a ~ 
(2 / 7)xb, no single link (i.e., Q ={ e;}) seems profitable if it stands alone (its 
configuration cost exceeds its benefit). However, using el and e2 together (i.e., Q =A) 
gives a good augmented topology whose benefit far exceeds the cost. This example 
implies that we have no choice but to examine 21-41's decision alternatives (all possible 
subsets of A) to find optimal solution at the worst case. 

Considering the practical size of the ISP's backbone and the number of 
potential VL locations, enumerating all the alternatives may discourage field 
implementation of [OVLC] model. At this point, an efficient enumeration method is 
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requested. We present a branch-and-bound algorithm (implicit enumeration) with 
good lower and upper bounds so that solution speed can be accelerated . 

• c(v} = 0 for all lIE V • c(v) = 0 for all lIE V • c(v)= I for all vE V 

• w(e.} = I • w(e1} = I • w(e.) + w(e1) = 2 

Figure 3: [OYLC] Example and inefficiency of component-by-component comparison 

Each Restricted Problem k, [Rr-t] in the branch-and-bound tree is characterized 
as a partition of A (set of potential virtual link locations), {Ak .Ak .Fk} where Ak 

and Ak represent VL that should be included and excluded in [RPk], respectively, and 
pk = A-(Ak U Ak), that is, VLs to be determined in [Rr-t]. Let a relaxation problem of 
[Rr-t] be denoted by [R-Rr-t]. Objective relaxation is employed to compute upper 
bound to the [RPk] easily: that is, by ignoring cost attribute (i.e., dropping the 
term Uw<-) from the objective), defined is [R-Rr-t]. Since Uc(-) is non-decreasing 
function of the nodal connectivity level, which is also non-decreasing to the density 
of the augmented graph, we can easily show that the optimal solution of [R_RPk] is 

Q/ = Ak u pk with its value of z~ =UC<GQ~)' an upper bound to [Rr-t]. Also, let 

z(Q! )=U(GQ~) then z(Q~) becomes a trivial lower bound to [Rr-t]. However, the 

following property shows that we can construct a tighter lower bound from Q/ Also, 
the property can be used to choose branching variables or to fix some variables in pk 
in the optimal solution to [Rr-t], thereby reducing the search space in branch-and­
bound algorithm. Before presenting the property, we define L(eIGQ) = Uc(GQ) -
Uc(GQ-{e), which denotes benefit loss from losing a YL e from Q. 

Property: If the following inequality (1) holds for an element E in pk of [Rr-t], the 
solution Q = Ak U (pk-{ E}) cannot be an optimal solution to [RPk]. 

L(a I GQ~) > u(wJ ... (1) 

Proof) For a while, the superscript k will be suppressed. Let Q* and Q be optimal 
solutions and any feasible solution to a restricted problem [RP], respectively. Then 
by definition of Q* and Q, the following inequality holds: 

U(GQ.)=UC<GQ.)-Uw(GQ.) ~ U(GQ)=Uc(GQ)-Uw(GQ)' 

or Uc(GQ)-Uc(GQ.)$.Uw(GQ)-Uw(GQ.) ... (2) 
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Note that (2) defines a necessary condition for Q* to be an optimal solution to the 
[RP]. Now, suppose that a solution QO constructed from QR by dropping an element 
E(E QR) satisfying the inequality (1), be an optimal solution to the [RP]: that is, an 

optimal solution QO satisfies L(EI Go) = Uc( GQ ) - Uc( GQ {}) = Uc( GQ )-
Q R R- e R 

Uc( G QO) > ;(wd = Uw( GQR ) - Uw( G QO) (the last equality comes from the 

definition of Uw(-». However, this inequality violates the necessary condition (2), 
thereby leading to a contradiction. (Q.E.D.) 

Inequality (1) means that connectivity loss caused by losing E on G k is large 
QR 

en~ugh to offset-cost saving by uninstalling the VL E. Thus, g(eIGQ) = L(eIGQ) 

- u(we) denotes net gain by adding VL e on GQ-/ej . Remark that we can easily 
compute or estimate L(eIGQ), thereupon g(eIGQ), from a Gomory-Hu tree on GQ. We 
can use this property to estimate an upper bound to a successor of [RPk] when 
dividing the [RPk] with E as a branching variable: that is, an upper bound to a child 
problem, [~+l] defined by excluding E in consideration (i.e., fik+l = fik u{ E} and 
p+l = P -{ E D. Since the optimal value of [R_RPk+l] is already known to be worse 
than that of [R-~], it is likely that deferring to choose [RPk] as the next exploring 
candidate will terminate the branch-and-bound process rapidly. In sum, the results 
from the property may guide branching variables as well as choosing restricted 
problems in enumeration. 

SteD 1 (initialization): Set k = 0, LIST = {(0, 0, A)}, gl(globallower 
bound) = -00, and gu(global upper bound) = 00; k ~ k + 1. 
Step 2 (Termination Test): If LIST = 0 then the solution Q* that yields 
the current gl is optimal solution and exit. 
Step 3 ([Rpk] Selection and Relaxation): 
(1) Select and delete a restricted problem [RPk] from LIST. 

(2) Solve relaxed [~] ([R-~]); Let z~ the optimal value of the [R-~] 

and Q; the corresponding optimal solution. 

Step 4 (Pruning): 

(1) If z~ ::;; gl then go to Step 2. 

(2) Else if z(Q;) the objective value determined by Q! is greater than gl 

then update gl and delete from LIST every restricted problem [RPq] with 

z~ ::;; gl. 
(3) Else go to Step 5. 

Step 5 (Branching): Let ~kJ leJ be a division of [~]; Add ~P k j LeJ 
into LIST; Go to Ste 2. 

Figure 4: Branch-and-bound algorithm for [OYLC] 

Also, we build a solution (let say e), which consists of only VLs satisfying the 
inequality (1) at each [~], thereafter comparing the total utility of e with that of 
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Q/ Since those VLs seem the most profitable VLs on G k' we expect that e 
QR 

produces better lower bound than Q/ Even if e is no better than Q/, we can 
improve e by sequentially adding the remaining free VLs in the decreasing order of 

g(e I G k)' hoping that a better solution could be achieved in the course of 
QR 

sequential addition. Figure 4 summarizes the branch-and-bound algorithm for 
[OVLC]. 

We have tested the proposed framework and branch-and-bound algorithm on 
some randomly generated problems. However, due to time constraint on this paper, 
we could not incorporate new lower bounding scheme, but illustrate experiment 
results for small sample networks. The costs of configuring/maintaining VLs and the 
potential locations as well as the available number of VLs are randomly chosen in 
some .!:.anges. Also, for utility of nodal connectivity (u( -)) and disutility of VL 
cost( u(-)), employed are a concave logarithmic function and a linear function, 
respectively. Since many literatures on decision analysis (for example, [10]) provide 
a lot of utility functions used in practical situations, the decision maker of [OVLC], a 
network administrator, can consult these literatures to choose the best one for his/her 
own purpose. Finally, given functional forms of u(-) and u(-), the various levels on 
coefficients in total utility function U( -) have been analyzed to see how network 
administrator's relative preference on the backbone connectivity and VL costs affects 
the results. 

Figure 5 shows computational results of the algorithm for [OVLC] on a sample 
network with 10 nodes, 19 links, and 7 potential VL locations. We used the total 
utility function with equal weights for connectivity benefits and VL configuration 
costs (i.e., a = ~ = 1). In this case, configuring only two VLs can increase network 
connectivity from 2 to 3, and the average connectivity of a node pair (y(u, v)) 
increases from 2.97 to 3.47. 

- PocenUI) Vllocatioo - Opuma) VlI lion 

(a) Sample network and potential VL locations (b) Optimal VL locallon 

Figure 5: Example with G = (V, E) and A where IVI = 10, lEI = 19, and IAI = 7 

Also, Figure 6 summarizes sensitivity analysis results by varying weight ratio 
(aJ~) in additive utility function and the size of potential VL locations (1A1), 
respectively. Note that for each instance of varying size of A, we randomly generated 
ten different sets of potential VL locations in order to see average behaviours of 
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optimal solutions of [OVLC] according to the changes in parameters. As these graphs 
indicate, the amount of available resources (1A1) seems to differently affect the 
optimal solutions (the optimal structures of decision alternative, GQ·) and the optimal 
total utility values. The optimal utility values are rather independent of 1A1, whereas 
the number of VLs in optimal solutions tends to increase as IAI increases. However, 
impacts of utility weight ratio on the number of optimal VLs as well as the optimal 
total utility look very strong. Furthermore, the result of experiments implies that a 
certain range of utility weight ratios lead to similar behaviours: for instance, the 
graphs corresponding to the weight ratio 1 and 1.5 coincide at many levels of A. 
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Figure 6: Sensitivity analysis results varying potential VL locations <lAI = 1, ... , 12) and 

utility weight ratio (a/f3= 0.5, 1.0, 1.5,2.0) 

4. Concluding Remarks and Future Works 

In this paper, we proposed a framework for enhancing the backbone configuration of 
ISPs' hierarchical link-state Ass (Autonomous Systems). Good backbone 
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configuration should be accomplished so that some link failures may not cause an 
isolation of a portion of the backbone. Focusing on Virtual Link (VL) installation, 
proposed is an efficient augmentation scheme of increasing redundancy of the 
original backbone topology. With given potential VL locations and the original 
backbone topology, we propose a bi-objective efficient VL configuration model that 
explicitly evaluates the benefit side as well as the cost side of VL installation, and 
fully leverages the trade-off between both sides. Furthermore, provided is an efficient 
branch-and-bound algorithm (implicit enumeration) with good lower and upper 
bounds so that solution speed can be accelerated in most cases. 

To our knowledge, this is the first try to address the VL configuration problem 
systematically. For an ISP with its own domain, the proposed model and algorithm 
are expected to relieve network administrators from the burden of configuring VLs, 
support making the backbone more tolerable to backbone link failures, and ultimately 
provide a practical vehicle for reliable link-state hierarchical routing indispensable to 
overall service quality. For example, the framework is employed to solve short-term 
network connectivity issues. 

Due to unavailability of studies of the same kinds and time limitation, we could 
not present rich experimental results. However, comprehensive experimental results 
will soon be reported, performed on several kinds of underlying backbone networks 
which are randomly generated but devised to reflect the real ISP network 
characteristics: for example, the remarks shown in [11]. Furthermore, different forms 
of utility functions will be tested in order to provide and analyze options that a 
network administrator may take in practice. In particular, we'll develop a set of 
normalized multi-attribute utility functions, which are not compulsory but employed 
common practice of multi-criteria decision making ([ 10)). 
Lastly, as an extension of the proposed model, we consider imposing additional 
constraints on VL configuration: for example, a constraint on the number of VLs that 
can be installed at the same time. 
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Abstract. The Mobile IP protocol requires that the mobile computer registers 
with its home agent through the foreign agent whenever it moves into a new serving 
domain. If the mobile is far away from its home network, the signaling cost cannot 
be ignored and the long registration delay would introduce extra traffic cost. The 
local anchor scheme defines a two-tier registration procedure. When the mobile 
moves within the coverage of the current anchor, it only needs to register with 
the current anchor, rather than with its home agent. Thus, the frequency that the 
mobile needs to register with its home agent is effectively reduced. Comparisons on 
handoff delays, TCP /UDP costs, and TCP throughput show that the local anchor­
based Mobile IP scheme exhibits superior performance over the regular Mobile IP 
scheme. 

1 Introduction to the Local Anchor Scheme 

Mobile IP is designed to provide seamless and transparent delivery to a mobile host 
regardless of its current location. In the regular Mobile IP scheme [1 J, whenever 
the mobile moves into a new serving region, it has to register with the home agent. 
The registration delay depends on the network distance from the mobile to its home 
agent. Usually when the mobile is far away from its home network, the registration 
delay cannot be neglected; therefore this leads to handoff performance degradation. 
When handoff takes place, before the home agent receives the registration request, 
all the packets destined to the mobile will be delivered to the old foreign agent and 
be lost. The correspondent host has to re-send those packets via TCP or some upper 
layer over UDP. This leads to an increase in TCP or UDP cost. The drawback of 
the regular Mobile IP scheme becomes more apparent if the mobile moves back and 
forth frequently. 

In order to address the locality of the mobile's movement, we introduce local 
anchoring, first proposed in [2J for personal communications network, to reduce the 
chance that the mobile has to register with its home agent. This scheme is described 
as follows. 

1. Choose one agent as the focus of an anchoring region and name it as an anchor. 
2. When the mobile moves within the anchored region, it does not need to register 

with its home agent; instead, it registers with the anchor. 
3. When the mobile moves out of the anchoring region, it will register with its 

home agent and the new foreign agent will become the focus of the new an­
choring region. 

K. Goto et al. (eds.), Performance and QoS of Next Generation Networking
© Springer-Verlag London Limited 2001



138 Jianzhu Zhang and Jon W. Mark 

As illustrated in Fig. 1, the packets destined for the mobile will be forwarded 
to the anchor agent first and, from there, it is forwarded to the foreign agent and 
then to the mobile. 

Correspondent 
Host 

Anchor H !~~~~g ~I Mobile I 
Fig. 1. Packet forwarding in the local anchor scheme 

The anchor agent and the new foreign agent are two candidates that can decide 
whether the mobile should register with its home agent or not. The mobile cannot 
do this because it does not have the knowledge about the network. We choose the 
new foreign agent to assume this responsibility. The decision-making process can be 
based on static or dynamic information. The dynamic approach will use the mobile's 
past movement information and its current traffic information for decision-making. 
The static approach makes use of information that is fixed for all time. We use the 
static approach and the distance from the old anchor agent to the new foreign agent 
as the criterion to decide whether or not to establish a new anchoring region. 

The registration process in the anchor scheme is shown in Fig. 2. There are two 
cases in the registration procedure, depending on which agent, the home agent or 
the current anchor, the mobile should register with. 

There are 4 steps in the registration procedure: 

1. The mobile sends the registration request indicating the current anchor agent 
and the home agent. 

2. Case 1: the new foreign agent decides that the mobile is still in its current 
anchoring region so it forwards the mobile's registration request to the anchor. 
Case 2: the new foreign agent decides that the mobile is out of its current 
anchoring region so it forwards the mobile's registration request to the home 
agent. 

3. The anchor agent or the home agent sends the registration reply back to the 
foreign agent. 

4. The foreign agent returns ACK to the mobile and indicates who, the anchor or 
the home agent, sends this registration reply. In case 1, the mobile knows that 
it has not moved out of the current anchoring region and the anchor does not 
change. In case 2, the foreign agent becomes the focus of the new anchoring 
region and the mobile will update its anchor agent's IP address for later use. 

In order to evaluate the performance of this local anchor scheme against some 
existing schemes, we need to quantify the problem. Two metrics are used in the 
evaluation: the average handoff delay and the average cost between two consecutive 
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Fig. 2. Registration with anchor scheme 

handoffs. It is demonstrated in the sequel that the local anchor-based Mobile IP 
scheme exhibits much better performance than the regular Mobile IP scheme. 

The rest of the paper is organized as follows. Section 2 defines the parameters 
of the system model. Section 3 discusses and analyzes the handoff delay in the 
local anchor scheme. Section 4 compares the average UDP cost of the local anchor 
scheme with the regular Mobile IP scheme. Section 5 compares the average TCP 
cost of the local anchor scheme with the Indirect TCP (I-TCP) scheme. Numerical 
results of handoff delay and TCP jUDP costs are presented in section 6. The positive 
effect of the local anchor scheme on TCP throughput is shown in section 7. Finally, 
concluding remarks are given in section 8. 

2 System Model 

It is not easy to precisely model the Internet since the route between any two hosts 
may change dynamically. To simplify the problem, we assume the route between 
the involved agents is fixed and the delay on the corresponding route is fixed as 
well within the mobile's residence time. The delay of a path is proportional to the 
length of the path or the number of hops on the path. We simply take the delay on 
a path as the cost of the path. 

We only consider the case that the mobile acts as the receiver. Assume that a 
correspondent host generates data packets destined for the mobile at a fixed rate 
A. In the analysis we assume that this packet generation rate is not affected by the 
mobile's movement and handoff. This assumption is not true for the regular Mobile 
IP since fast retransmission and congestion control (or slow start in worse case) 
will occur when the sender detects the packet loss at handoff [3]. This assumption, 
however, separates the effect of the handoff delay on the TCP cost from other 
factors which affect the TCP throughput. 

2.1 Network model 

We use the same network model as proposed in [4] for the handoff delay analysis 
and the total cost analysis. Fig. 3 shows the network distances between various 
entities. The network distance is defined by the number of hops between two hosts. 
The communication cost (delay) is determined by the network distance. 
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'd , 
I Mobilej 

Fig. 3. Network model for cost analysis 

Assume a, b, d are fixed but f is variable. In order to quantify f, we assume 
the relationship between the physical distance and the network distance can be 
modeled by a bifork tree as shown in Fig. 4. We can see that if any two agents are 
neighbors in the physical location, they will have a distance of two hops between 
them; if the physical distance, PhyJJist, between two agent is 2, there will be 4 
hops between them in the network ... , therefore we have f = 2 x PhyJJist. We 
can have a similar relationship for the two dimensional case. 

Fig. 4. Relation between network distance and physical distance 

In addition to the communication cost (delay), we also need to consider the 
processing cost (delay) at the agents. We assume the processing cost at each agent 
is fixed and is denoted by r. 

2.2 Mobility model 

To facilitate analytical evaluation of system performance as the mobile moves in the 
anchoring region, we introduce the following mobility model. The residence time 
of the mobile in each serving area (the interval between two consecutive handoffs) 
is modeled as an exponential distribution. The assumption of exponential distribu­
tion allows us to characterize the mobile's movement by a Markov state transition 
diagram. 

We consider two dimensional movement. In order to investigate the effect of the 
locality of the mobile on the average handoff delay, we use P.ame , Pback and Pother 
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to describe the probability that the mobile moves in the same direction, in the 
reverse direction and in any of the other directions relative to the last movement. 
This mobility model was first proposed in [5]. 

2.3 Notations 

The following notations are used in the ensuing analysis: 

• tRA: The registration delay through the anchor agent. 
• tRH: The registration delay through the home agent. 
• tHO-Anchor: The handoff delay of the local anchor scheme. 
• tHOJ-TCP: The handoff delay of the I-TCP scheme. 
• tReg..MIP: The average registration delay of the regular Mobile IP. 
• GRA: The registration cost if the foreign agent chooses to register with the 

anchor agent. 
• GRH: The registration cost if the foreign agent chooses to register with the 

home agent. 
• GdH: The packet delivery cost if no anchor is used. 
• GdA: The packet delivery cost if the anchor is used. 
• GdRA: The total packet delivery cost between consecutive handoffs if the anchor 

is used. 
• GdRH: The total packet delivery cost between consecutive handoffs if no anchor 

is used. 
• GdAM: The cost for a packet to be delivered from the anchor to the mobile. 
• GTrans: The cost of transferring TCP states and unacknowledged packets from 

the old anchor to the new anchor. 
• G Anchor-U DP: The average UDP cost of the local anchor scheme between con­

secutive handoffs. 
• GAnchor-TCP: The average TCP cost of the local anchor scheme between con­

secutive handoffs. 
• GMIP: The average cost of the regular Mobile IP between consecutive handoffs. 
• GIn-Anchor: The TCP cost of the local anchor scheme when the mobile moves 

within the local anchoring region. 
• GOut_Anchor: The TCP cost of the local anchor scheme when the mobile moves 

out of the current local anchoring region. 

3 Handoff Delay 

We define the handoff delay to be the time from when the mobile sends the reg­
istration request to the new foreign agent to when the mobile is allowed to send 
packets to or receive packets from the new foreign agent. 

Whether the TCP connection exists or not, when a handoff takes place, it will 
decide how the handoff will end. 

If no TCP connection exists when the handoff takes place, the handoff finishes 
when the mobile receives a handoff reply from the new foreign agent. We do not 
expect too much reduction of handoff delay for this case, since the only reduction 
comes from the shorter registration path, but we do consider it in the UDP cost 
analysis. 
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We are more interested in the handoff delay when the TCP connection exists at 
the time of handoff. We note that TCP can be in an end-to-end connection form, 
e.g., [6], or in a split connection form, e.g., [7]. A common criticism on split con­
nection is the loss of end-to-end semantics. However, we are interested in studying 
the effect of combining split connection with the proposed local anchor scheme. 
Specifically, we want to know the handoff delay when 1-TCP [7J is used and the 
handoff delay when we combine 1-TCP with this local anchor scheme. 

We already know that in order to improve the throughput of TCP in the wire­
lessjwireline interconnection environment, the air link needs to be dealt with sep­
arately. 1-TCP was proposed by [7] in which the TCP connection was split into 
two parts, one for wireline and the other for the air link. It is shown in [7] that 
1-TCP does improve the throughput but the drawback is that the handoff latency is 
fairly long (from 265 ms for empty socket buffers to 1430 ms for 32 kilobyte socket 
buffers). 

If we incorporate the local anchor scheme with the 1-TCP scheme and make the 
split happen only at the anchor agent, the only agent which maintains the TCP 
connection state for the mobile will be confined to the focal agent in the anchoring 
region. In other words, when the mobile moves within the anchoring region, its new 
serving agent does not keep track of the TCP connection state for the mobile, so 
it does not need to copy the mobile's TCP connection state from the old foreign 
agent, which is done in 1-TCP. This will be one source of reduction in handoff delay. 
Another source of reduction in handoff delay will be the shorter registration path 
as mentioned earlier. 

The registration procedure specified in [1] was not used by the original I-TCP 
scheme. Therefore we do not refer to the original 1-TCP described in [7J when we 
mention I-TCP in this paper, but instead, we refer to the modified I-TCP which is 
based on the idea of the original I-TCP but follows the registration procedure of 
[IJ. Details of the modified I-TCP scheme are contained in [8J. 

Suppose 1-TCP uses the same registration procedure as the regular Mobile IP: 
the registration request and reply have to go through paths b and d in Fig. 3, 
plus two processing times at the foreign agent and one processing time at the home 
agent. Therefore the registration delay of 1-TCP is 2(b+ d) + 3r. After the successful 
registration, the new foreign agent sends a message to the old foreign agent and 
requests TCP state transferring. This will incur a delay of (n + 2)(1 + r) (we will 
explain why in section 5), where n denotes the TCP buffer size. Therefore the total 
handoff delay for 1-TCP is 

tHOJ-TCP = 2(b + d) + 3r + (n + 2)(1 + r) (1) 

On the other hand, if the local anchor scheme is used, before the mobile roams out 
of the serving area of the current anchor, it only needs to register with the anchor, 
as oppose to the home agent. Thus the registration delay is 

tHO..Anchor = 2d + 2/ + 3r (2) 

since the registration request and reply will go through the paths d and f, plus two 
processing times at the new foreign agent and one processing time at the anchor. 
If the new foreign anchor decides that the mobile should register with the home 
agent, as oppose to the anchor, handoff delay should be the same as in the I-TCP 
scheme, i.e., 2(b + d) + 3r + (n + 2)(1 + r). 
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Because of movement, the mobile will always change its location in the anchor 
region. Once the mobile moves out of the anchoring region, the new foreign agent 
will become the focus of the new anchoring region. f is changed when the mobile 
moves. 

Consider the example shown in Fig. 5. The radius of this anchoring region is 2. 
There are 25 agents in total. The focus (anchor) is labeled c. Eight agents are of 
distance 1 to the focus and 16 agents are of distance 2 to the focus. For the agents 
of radius 1, f=2; for the agents of radius 2, f=4; when the mobile moves out of the 
anchoring region, we use f = 6 to compute the TCP state transferring cost and 
f = 0 to compute the packet delivery cost. 

c 1 2 

Fig. 5. Anchoring region of radius 2 

In order to compute the average handoff delay, we thus need the probability 
distribution for the mobile to stay at each position. If we know the probabilities 
that the mobile stays at the different locations, the average handoff delay will be: 

n 

tHO-Anchor = L 7ritHO-Anchor(i) 

i=l 

where 7ri denotes the probability that the mobile stays at location i. 
We use Fig. 6 to illustrate how to compute the probability vector 

7r = (7r1, 7r2, ... , 7rn ) using the mobility model described in subsection 2.2. 

(3) 

For Fig. 6, we use 5 states to describe the mobile's movement and its current 
location: 

• 8 1 : the mobile is located at position 1; 
• 821 : the mobile is located at 2 and its last location is 1; 
• 823: the mobile is located at 2 and its last location is 3; 
• 83: the mobile is located at 3; 
• 8out : the mobile moves out of the current anchoring region and needs to register 

with the home agent. 

The above states characterize the Markov chain shown in Fig. 7, where the 
subscripts "b" stands for "back", "s" for "same", "0" for "other" in the transition 
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Fig. 6. Anchoring region of radius 1 

probabilities. By assigning 81,821,823 ,83, and 80ut the positional values 1,2,3,4, and 
5 respectively, we can construct the Markov transition matrix, M, for this Markov 
chain as 

(

01 0 0 0) Pb 0 0 2Po P. 
M = Po 0 0 Pb + p. Po 

o 0 Pb + Po 0 Pa + Po 
o 1 0 0 0 

It is easy to compute the limiting probability vector (11"1,11"2, ... , 11" n) from this 
Markov transition matrix. 

Fig. 7. Markov chain for r=1 

The Markov chain and its transition matrix become significantly bigger when 
the radius of the anchoring region increases. An alternative approach is to simulate 
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the mobile movements and compute the cost associated with the movements. The 
simulation results converge to the theoretical value quite well. 

4 UDP Cost Analysis 

Assume the mobile movement and the packet generation process are independent 
and stationary. The correspondent host generates packets destined for the mobile 
at a mean rate A and the mobile moves between foreign agents at a mean rate J.t; 
then the Packet to Mobility Ratio (PMR) is 8 = AI J.t. 

Each time when the mobile moves from one subnet to a new subnet, it has to 
initiate a new registration process. The new foreign agent will take the responsibility 
to decide whether to register with the home agent or the anchor agent. If the mobile 
needs to register with the home agent, the new foreign agent will become the new 
focus; otherwise this foreign agent just contacts the anchor agent and forwards 
packets to the mobile. 

For the regular Mobile IP (MIP) scheme, the registration cost is CRH = 2(b + 
d) + 3r, since the registration request and reply have to go through paths b and d, 
plus two processing times at the foreign agent and one processing time at the home 
agent. For the local anchor scheme, if the foreign agent chooses to register with the 
home agent, the cost will be CRH; if the foreign agent chooses to register with the 
anchor agent, the cost will be CRA = 2(d + f) + 3r. If the mobile is away from its 
home network, we can assume that b is much greater than f. 

Assume that the only cost due to UDP packet loss is that they are delivered to 
the old foreign agent and have to be resent by the upper layer of the correspondent 
host. We further assume that retransmission of the lost packets has no effect on 
A. If the mobile registers with the home agent, the number of packet loss will be 
A * tRH; if the mobile registers with the anchor agent, this number will be A * tRA. 

There is some difference in packet delivery cost between the local anchor scheme 
and the regular Mobile IP. For the regular Mobile IP, the delivery cost is CdH = (a+ 
b+d}+2r; whereas for the local anchor scheme, this will be CdA = (a+b+ f+d)+3r. 
We can see that the packet delivery cost of the local anchor scheme is higher than 
the regular Mobile IP scheme. Actually the motivation of this scheme is to reduce 
the registration cost and TCP will benefit most from this scheme because no TCP 
states need to be transferred when the mobile moves within the anchoring region. 
UDP will also benefit from the shortened registration path. We expect that the gain 
on the registration cost can compensate for the loss on the packet delivery cost. 

The average residence time for a mobile to stay within an agent's serving range 
is 11 J.t. In this period the mobile will receive packets as many as A x (t RH + 1 I J.t) 
or A x (tRA + I/J.t) and the corresponding cost is CdRH = CdH x A X (tRH + I/J.t) 
or CdRA = CdA x A X (tRA + I/J.t). 

Considering the cost at registration, the total cost for a mobile to stay within a 
particular agent's serving range is CdRA +CRA for the anchor scheme, and CMIP = 
CdRH + CRH for the regular Mobile IP scheme. The ratio of these two quantifies 
the gain of the local anchor scheme over the regular Mobile IP. 

Because of movement, the mobile will always change its location in the anchor 
region. Once the mobile moves out of the anchoring region, the new foreign agent 
will become the focus of the new anchoring region. The costs CdRA and CRA depend 
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on the mobile's location in the anchoring region. When we compute CdRA + CRA, 

we have to average over all the locations. 
The limiting probability vector of the Markov chain has nothing to do with 

the initial condition. Assume we have already got the final state probability vector 
11" = (11"1,11"2, • " ,11" n), then the average cost will be 

n 

CAnchor-UDP = L 1I"i(CdRA(i) + CRA(i» (4) 
i=l 

Cost ratio is used to show the cost reduction. 

CAnchor-UDP _ E:=l 1I"i((AtRA(i) + <»CdA(i) + CRA(i» 

CMIP - (AtRH + <»CdH + CRH 
(5) 

Note that 1I"n = Pout, the probability that the new foreign agent establishes a new 
anchoring region. 

5 TCP Cost Analysis 

Packet loss in the I-TCP scheme is different from UDP at handoff. When handoff 
takes place, TCP packets will be lost due to delivery to the old foreign agent 
but the correspondent host does not need to re-send those packets; they will be 
retransmitted by the anchor agent. In other words, packet loss only happens on the 
segment from the anchor agent to the old foreign agent. This will be another source 
of cost reduction by using the local anchor scheme. 

Assume the packet generation rate at the correspondent host is not affected by 
handoff and kept at a fixed rate of A. When handoff takes place within the anchoring 
region, the lost packets which are sent to the old foreign agent are retransmitted 
to the new foreign agent. and then forwarded to the mobile. The cost for a packet 
to be delivered from the anchor to the mobile is denoted as CdAM. CdAM includes 
the transmission cost in paths f and d and the processing cost at the foreign agent, 
so we have CdAM = f + d + r. Then the cost for TCP within the anchoring region, 
Cln-Anchor, is given by 

A 
Cln-Anchor = AtRACdAM + -CdA + CRA 

p. 
(6) 

where tRA = CRA = 2(! + d) + 3r, is the handoff latency when the mobile registers 
with the anchor. 

When the mobile moves out of the anchoring region, a new anchoring region 
is set up and the new foreign agent will act as the new anchor. The TCP states 
maintained at the old anchor are transmitted to the new anchor and this incurs 
state transferring cost for the local anchor scheme. Therefore the cost when the 
mobile moves out of the anchoring region, COut-Anchor, is given by 

A 
COut .. Anchor = AtRHCdAM + -CdA + CRH + CTrans 

p. 
(7) 

The state transferring cost includes two parts: (1) the new anchor sends a 
message notifying the old anchor to transfer the mobile's TCP states; (2) the old 
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anchor sends all the buffered packets and the relevant states to the new anchor. 
Considering the path cost and the agent processing cost, the first part is f + rand 
the second part is (f + r) x packets. 

It is important to decide how many packets have to be transferred from the 
old agent to the new agent at the time of state transferring. We have proposed a 
modified TCP /IP stack [8] to support the 1-TCP scheme. With this TCP /IP stack, 
there are two types of packets to be transferred: (1) TCP state of the mobile or 
specifically, the TCP control block; (2) the unacknowledged packets in the buffer. 

The TCP control block is a large structure, occupying 140 bytes [9]. The ad­
dresses and ports which identify a socket also need to be transferred - they are 
not contained in the TCP control block - which include the foreign (the corre­
spondent) IP address, the foreign port, the local (the mobile) IP address and the 
local port. We need to transfer one set of addresses/ports which is 12 bytes in IPv4 
and two TCP control blocks - one for wireless part and one for wireline part -
which is 140 bytes/block. Thus we need to transfer 12+2 x 140 bytes in total. This 
will form one packet. 

The amount of unacknowledged packets which need to be transferred depends 
on the buffer size of the anchor. If we assume the standard TCP segment size is 
1 kilobyte, then a buffer of 8 kilobytes can hold 8 TCP segments, a buffer of 16 
kilobytes can hold 16 TCP segments .... Because the wireline bandwidth is higher 
than the air link, the incoming packets addressed to the mobile will usually be 
buffered and accumulated at the anchor before they are transmitted to the air link 
and acknowledged. A simple assumption is that the receiver buffer at the anchor 
in the direction from the correspondent host to the mobile is always full. Based on 
the above assumption, the number of unacknowledged packets to be transferred is 
n for a buffer size of n kilobytes. 

So, the total number of packets to be transferred at handoff is 1 + n if the 
anchor's buffer size is n. In addition, another packet is required to inform the 
old anchor to start the transferring. These messages are exchanged between the 
old anchor and the new anchor and the network cost is f. According to Fig. 4, 
f = 2 x Phy_Dist = 2 x Rd, where Rd denotes the radius of the anchoring region. 
Considering the processing cost at the anchor, the total cost for packet transferring 
is 

GTrans = (n + 2)(r + 2Rd). (8) 

The TCP cost for the mobile to move out of the old anchoring region is given by (7). 
The average TCP cost for the local anchor scheme, therefore, can also be expressed 
as 

n 

GAnchor-TCP = L: 1l';(GdRA(i) + GRA(i)) (9) 
;=1 

where GdRA = )..tRA GdAM + ;GdA; but for i = n, GRA = GRH + GTrans. 

For the regular Mobile IP, the TCP cost is always )..(tRH + 1 )GdH + GRH. 
. P 

In terms of TCP, the cost ratio between the local anchor scheme and the regular 
Mobile IP is 

GAnchor-TCP _ L:~_l1l'i(AtRA(i)GdAM + 8GdA(i) + GRA(i)) 
GMIP - (AtRH + 8)GdH + GRH 

(10) 
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6 Numerical Results 

In the computation we assume: 

• the cost of processing a message is equivalent to the cost of communication 
over a single hop, i.e., r = 1. 

• the air link incurs more cost (delay) than the wireline, specifically, we assume 
d= 5. 

• the distance between the home agent and the correspondent host equals to the 
distance between the home agent and the foreign agent, and both of them are 
much greater than the radius of the anchor, specifically, we assume a = b = 10. 

6.1 Handoff delay comparison with I-TCP 

As mentioned earlier, the incorporation of the local anchor scheme into I-TCP can 
avoid the TCP state transferring when handoff takes place within the current anchor 
region, and therefore leads to a reduction in handoff delay. In this subsection, we 
look at how much reduction in handoff delay is achieved. 

In Figs. 8-10, the handoff delay ratio means the ratio of the handoff delay of 
the local anchor scheme to that of the pure 1-TCP, i.e., 

Handoff delay ratio = tHO..Anchor/tHOJ-TCP. 

The common point of these figures is that when Hack increases, the reduction 
in handoff delay will also increase. In other words, a mobile which moves with the 
characteristic of locality will benefit most from the local anchor scheme. This shows 
that the local anchor scheme does address the locality of movement. 

Fig. 8 shows the relationship between the handoff delay reduction and Pback, 

with the radius of the local anchoring region as parameter. Before the anchor radius 
reaches some critical point, the handoff delay will decrease as the anchor radius 
increases; when the anchor radius reaches the critical point, the handoff delay will 
increase as the anchor radius increases. This means that an optimum value exists for 
the anchor radius. We believe that the optimum radius is relevant to the distance 
from the home agent to the foreign agent. The explanation is: when the anchor 
radius is small compared to the distance between the home agent and the foreign 
agent, the registration delay with the foreign agent is smaller than the registration 
delay with the home agent; but this is not true when the anchor radius becomes 
comparable to the distance between the home agent and the foreign agent. 

The relationship between the handoff delay reduction and the distance from the 
home agent to the foreign agent is shown in Fig. 9. When the distance from the 
home agent to the foreign agent increases, the handoff delay ratio decreases. This 
is exactly what we have expected. It shows that the shorter registration path in the 
local anchor scheme does help to reduce the handoff delay. 

The relationship between the registration delay reduction and the buffer size 
at the anchor is shown in Fig. 10. The conclusion derived from Fig. 10 is straight­
forward: the bigger is the buffer size at the anchor, the greater is the reduction 
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Fig. 8. Effect of the radius of the local anchoring region (a = b = 10, Pother = 0) 
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Fig. 9. Effect of the distance to the home agent (anchor radius=l, Pother = 0) 

in handoff delay. This is also what we have expected. By using the local anchor 
scheme, we actually save the TCP state transferring when the mobile moves within 
the current anchor region. The bigger is the buffer size, the more we have to trans­
fer in 1-TCP at handoff and therefore the more we save by using the local anchor 
scheme. 
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Fig.lO. Effect of the buffer size (anchor radius=l, Pother = 0) 

In Figs. 8-10, we assume Pother = 0, which actually describes a one dimensional 
movement. We have the same conclusions if Pother> O. 

6.2 Numerical result on UDP cost 

In this subsection and the next, we use Fig. 6 to illustrate the numerical results on 
UDP cost reduction and TCP cost reduction. In the computation we assume that 
the mobile moves in any direction with equal probability, i.e., Pb = P s = Po = 0.25. 

From eqn.(5) we can get the ratio of the average cost of the local anchor scheme 
to the regular Mobile IP as 

CAnchor-UDP 

CMIP 
= 

568.4,.\ + 28.98 + 19.8 
891..\ + 278 + 33 

Examining the coefficients in eqn.(ll) we can see on average: 

• the local anchor scheme has a smaller registration cost ( 19.8 versus 33); 

(11) 

• the local anchor scheme has a smaller retransmission cost (568.4 versus 891); 
• the local anchor scheme has a slightly bigger packet delivery cost (28.9 versus 

27). 

The relationship between the cost ratio and ,.\ and 8 is shown in Fig. 11. Again, 
we attribute the trends of the curves, which are in favor of the local anchor scheme, 



A Local Anchor Scheme 151 

to the lower handoff delay of this scheme. If we fix the total number of packets be­
tween consecutive handoffs, the cost ratio will decrease when the packet generation 
rate increases, since a bigger ). is associated with a larger reduction in packet loss 
by the local anchor scheme at handoff. If we fix ). but decrease 8, we will see that 
the cost reduction increases. This is because the handoff delay accounts for more 
in the total cost if the number of packets generated between consecutive handoffs 
is smaller. 
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Fig.!1. UDP cost ratio 

The effect of Pback is shown in Fig. 12. In Fig. 12 we assume Pother = P same 

and 8 = 1000. The conclusion is straightforward: the bigger Pback is, the more the 
UDP cost is saved. 

6.3 Numerical result on TCP cost 

When we compute the TCP state transferring cost, we assume the buffer size at 
the anchor is 8 kilobytes, i.e., n = 8. 

From eqn.(10) we can get the ratio of the average cost of the local anchor scheme 
to the regular Mobile IP as 

CAnchor-TCP 

CMIP 

177.S), + 2S.98 + 2S.7 

S9lA + 278 + 33 
(12) 

Similar to subsection 6.2, here we assume that the mobile moves with equal 
probability in the four directions when we compute the probability vector 1r. 
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Fig. 12. Effect of Pback on UDP cost ratio, Pother = P same , 8 = 1000 

Examining the coefficients in eqn.(12) we can see on average: 

• the local anchor scheme has a smaller registration cost ( 28.7 versus 33); 
• the local anchor scheme has a much smaller retransmission cost (177.8 versus 

891); 
• the local anchor scheme has a slightly bigger packet delivery cost (28.9 versus 

27). 

The relationship between the cost ratio and A or 8 is shown in Fig. 13. We have 
the same conclusion for TCP cost as for UDP cost. As we have mentioned earlier, 
the retransmission path for the lost packets at handoff is shorter than regular Mobile 
IP does, so we can save more on the total cost. This can be seen by comparing the 
TCP cost ratio with the UDP cost ratio. 

The effect of Hack is shown in Fig. 14. In Fig. 14 we assume Pother = P same 

and 8 = 1000. The conclusion is similar to UDP: the bigger Pback is, the more the 
TCP cost is saved. 

7 Effect of Local Anchor Scheme on TCP Throughput 

It is shown in our simulation [10] that the local anchor scheme has no effect on TCP 
throughput if no handoff takes place. In the presence of handoffs, the local anchor 
scheme improves the TCP throughput significantly. Fig. 15 shows the throughput 
comparison between the local anchor scheme and the original 1-TCP when handoff 
takes place every 10 seconds. The different throughputs shown in Fig. 15 can be 
explained from the congestion window variation shown in Fig. 16 and Fig. 17. 
In Fig. 16, there is only one slow start and the congestion window is kept over 
10 kilobytes except for this slow start instant. Most of the time, the congestion 
window of Fig. 16 is fully opened (64KB). Fig. 17, on the other hand, shows that 
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Fig. 14. Effect of Hack on TCP cost ratio, Pother = P same , 8 = 1000 

the congestion window is less than 20 kilobytes most of the time, and slow start is 
triggered each time when handoff takes place. After the first handoff, the congestion 
window in Fig. 17 never goes back to its full size. A possible explanation is that the 
frequent handoff makes the congestion avoidance threshold [3] very small; therefore 
the sender enters congestion avoidance state very soon after the slow start. In 
the congestion avoidance state, the congestion window increases at a slower rate 



154 Jianzhu Zhang and Jon W. Mark 

(linearly compared to exponentially in slow start). Since handoff takes place quite 
often (once every 10 seconds) and the congestion window increases relatively slowly, 
before the congestion window increases to a large value, the next slow start takes 
place again. In short, the small congestion window of 1-TCP is caused by frequent 
handoffs and long handoff delay. We conjecture that the local anchor scheme is 
more suitable for situations of frequent handoff and long handoff delay. 
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Fig. 15. Comparison of throughput between local anchor scheme and original 1-
TCP, handoff every 10 seconds, 64KB MAX window 

8 Conclusions 

We have presented a local anchor scheme for Mobile IP which addresses the locality 
of mobile movement. Numerical results of the handoff delay analysis show that this 
scheme can effectively reduce the handoff delay. Compared to the regular Mobile IP 
scheme, the proposed scheme also leads to reduction in TCP jUDP costs. As well, 
the local anchor scheme has a positive effect on TCP throughput. 

The network distance between the anchor and the new foreign agent is used 
as the criterion to decide whether to establish a new anchor region or not. In 
this paper, a static threshold is used. A dynamic scheme may use the information 
of the mobile's traffic and mobility pattern to update the threshold dynamically. 
Deployment of a dynamic scheme is currently under investigation. 
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Abstract. We propose a distributed channel allocation algorithm based on a 
threshold scheme (D-CAT) for mobile cellular networks. A cell employs two thresh­
olds, a light and a heavy thresholds, to classify its interference cells in the system into 
three categories: light, modemte, and heavy cells. Using such a threshold scheme, 
how many free channels and from where a heavy cell needs to import is clearly de­
termined so that a heavy cell can import free channels as many as possible during 
one channel acquisition process in order to satisfy its channel demand. This mech­
anism results in a low overhead cost for message transmission between the cells 
for acquiring free channels and simplifies the channel allocation mechanism. Sim­
ulation experiments and analyses show that D-CAT causes much lower overhead 
cost of message transmission than the other versions of distributed channel alloca­
tion strategies and provides a call blocking probability comparable to an efficient 
centralized channel allocation strategy. 

1 Introduction 

The rapid growth in the demand for mobile communications has led the industries 
into intense research and development efforts towards a new generation of wireless 
cellular systems. In order to utilize the limited resources (radio spectrum) effec­
tively, the geographical area is divided into cells and the radio spectrum is reused 
in non-interfering cells. The radio spectrum is divided into channels to serve dif­
ferent calls depending on the various radio technologies: Frequency Division (FD), 
Time Division (TD), and Code Division (CD) [IJ. Many schemes for channel al­
location have been proposed in order to use the available channels efficiently and 
maximize the channel reuse [2-5J. The performance index used for measuring the 
efficiency of a channel allocation scheme is the call blocking probability, i. e., the sum 
of the probabilities of new call blocking and forced termination. 

Channel allocation strategies can be mainly classified into two types: fixed [6J 
and dynamic [2,7]. A combination of these two classes is also possible [8]. A fixed 
allocation (FA) strategy is to allocate a fixed set of channels to each cell perma­
nently. The same set of channels is reused by another cell at some distance away. 

K. Goto et al. (eds.), Performance and QoS of Next Generation Networking
© Springer-Verlag London Limited 2001



158 Yongbing Zhang et al 

The advantage of the FA strategy is its simplicity. Its disadvantage, however, is 
that if the number of calls exceeds the number of channels allocated to a cell the 
excess calls have to be blocked. Variations of FA strategies have been proposed and 
shown that the performance can be significantly improved [9,10J. A dynamic allo­
cation (DA) strategy is to allocate the channels in the system dynamically. Each 
cell has no channels to itself but requests for free channels if necessary. The system 
keeps a pool of free channels and any cell can use any channel that does not violate 
the channel reuse constraint. The DA strategies tend to be more efficient than the 
FA strategies in conditions of light, non-homogeneous, and time-varying traffic but 
accompany with high implementation overhead. 

In addition to the issue of how to allocate channels among cells, the problem 
of who plays a key role in making a channel allocation decision is also very impor­
tant. Most of the algorithms in the literature depend on a mobile switching center 
(MSC) to accomplish channel allocation, which are referred to as centralized chan­
nel allocation algorithms [2,5,9,l1J. The disadvantage of centralized algorithms is 
that the centralized scheme may cause the MSC overloaded and the failure of the 
MSC makes the whole system down. In distributed algorithms, on the other hand, 
each BS at a cell plays a key role in a channel allocation decision and is capable of 
running the channel acquisition algorithm if the cell gets overloaded with channel 
demand. The main advantage of a distributed algorithm is its high reliability and 
scalability. In a distributed algorithm, a cell collects the information of channel us­
age by either contacting with other interference cells [3,4,9J or sensing the carriers 
of the channels only by itself [1,12,13J. The latter method is simple but a channel 
allocation may not be optimal. The former method, on the other hand, can pro­
vide better channel allocation but its implementation cost, e.g., overhead cost for 
message transmission between cells and resource management, may be high. The 
overhead cost may increase exponentially in the worst case as the number of cells 
in the system increases. In this paper, we focus on the algorithms employing the 
latter information collection scheme and explore how to reduce the overhead cost. 

In this paper, we propose a dynamic distributed channel allocation algorithm 
based on a threshold scheme called D-CAT. Each cell in D-CAT employs a heavy and 
a light thresholds to classify its interference cells in the system according to their 
states, defined by the number of channels available at a cell, into three categories: 
light, moderate, and heavy cells. The heavy threshold is a predefined parameter 
but the light threshold is determined by the states of the other cells within the 
interference distance. When a cell becomes heavy, the cell (or its BS) triggers the 
channel allocation algorithm to import free channels. Using such a two-threshold 
scheme, how many free channels and from where a heavy cell should import is 
clearly determined. When importing channels a heavy cell takes the light threshold 
as its target to satisfy its channel demand. The resources (channels) between the 
cells are therefore balanced and the overhead cost of message transmission between 
the cells is minimized. 

The rest of this paper is organized as follows. Section 2 describes the cellular 
system model. Section 3 presents the D-CAT algorithm proposed in this paper. 
Section 4 shows the performance evaluation of D-CAT in comparison with the 
other algorithms, D-LBSB, D-ES, and CAT, in the literature. The final section 
presents the conclusion of the paper. 
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Fig. 1. Cellular System 

2 System Model 

The geographical area is divided into hexagonal cells in a mobile cellular network 
as shown in Fig. 1. A base station (BS) and the mobile users communicate through 
wireless links using radio channels. A number of cells (or BSs) are linked to a mobile 
switching center (MSC) through dedicated wire-line links. Each MSC is linked to 
the fixed telephone network again through a wire-line link and acts as a gateway 
of the cellular network to the fixed backbone network [14J. 

The system has totally S distinct channels and they are initially assigned to the 
cells based on a fixed channel assignment scheme. Figure 1 shows an example of the 
initial state of the system where the alphabets on the cells denotes different sets of 
channels and the set of cells using distinct sets of channels is 7. It is assumed that 
a channel is not assigned to a cell permanently but can be reassigned to any cells 
provided that the same channel is used farther enough than the minimum reuse 
distance, the minimum distance at which the same channel can be reused without 
interference. A newly incoming call or a handoff call from an adjacent cell will be 
assigned a free channel immediately if there are any free channels. When an active 
call traverses the boundary between two cells an intercell handoff occurs and the 
call releases the serving channel in the original cell and is reassigned a new channel 
at the adjacent destination cell. In order to improve the channel utilization, a cell 
may also enforce an active call to release its serving channel and reassign it with a 
new one in the same cell. This process is called the intracell handofJ. 

A set of cells in the system forms a group, Ni, so that each cell in Ni is located 
within the minimum reuse distance related to the center of the group, cell i, as 
shown in Figure 2. A set of cells in Ni that all own channel c is denoted by Pi{c). 
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Channels in the system are not stocked in the global free channel pool but owned 
by each cell. A cell has the whole right to control the free channels it holds; that 
is, it can assign or lock any specific channel it owns without negotiation with any 
other cells. 

The cells in Ni are classified into three categories-heavy, moderate, and light 
cells-based on a heavy and a light thresholds, nand 11. If the number of channels 
available at cell i, Vi, is less than or equal to n, that is, Vi ::; Th, cell i is a heavy 
cell. If Vi is equal to or greater than 11, that is, Vi ~ 11, on the other hand, cell i is 
a light cell. Otherwise, it is a moderate cell. A cell intends to import free channels 
when it becomes heavy. It may, on the other hand, export free channels to the 
other cells if it has plenty of free channels. It is assumed that cells in the system 
are cooperative in the sense that they will respond kindly channel requests and do 
their best to satisfy the channel requests. 

The heavy and light thresholds are key parameters in a channel allocation al­
gorithm. An algorithm is triggered by a cell i when Vi becomes equal to or less 
than the heavy threshold, n. The value of n are set according to the necessity of 
the channel allocation policy. If the value of Th is greater than zero, a cell can still 
assign a channel to a newly arriving call during the process of channel importing. 
A cell only attempts to import free channels, on the other hand, if it has no free 
channels anymore when the value of Th is zero. A typical value of Th is therefore 0 
or 1. The light threshold, 11, is the target value that cell i intends to achieve. The 
value of 11 is determined by the average number of channels available at a cell in 
Ni as follows. 
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If 11 = 0 then set 11 = l. 
The notation used in this paper is listed as follows. 

Notation 

S set of channels used in the system 
Ci set of cells as candidates for channel import 
Vi number of channels available at cell i 
lti set of channels available at cell i 
Ui number of channels used in cell i 
Ui set of channels used in cell i 
Ni set of cells within interference distance with cell i 
Roj set of channels imported by cell i from cell j 
R!;,j set of confirmed channels exported from cell j to cell i 
Th heavy threshold, 0::; Th < 11 
11 light threshold 
ri number of channels needing to import for cell i, ri = 11 - Th 
Pi(c) set of cells that own channel c in Ni 

3 The D-CAT Algorithm 

The D-CAT algorithm is distributed and dynamic in the sense that each cell runs 
the algorithm independently and according to its own state whenever it needs free 
channels. Unlike some dynamic algorithms, there is no global free channel pool in D­
CAT and each cell treats the free channels it holds as its own property. Furthermore, 
a cell gets some free channels from its light neighbors when it becomes heavy and 
will keep these channels as its own property. It is therefore not a borrower-lender 
relation between a heavy and a light cells but an importer-exporter relation instead. 

When D-CAT is activated by a heavy cell i, it asks its interference cells for help 
and attempts to import sufficient channels to satisfy the channel demand of cell 
i. The messages transmitted between cell i (importer) and a cell j (exporter) are 
classified into four kinds of messages as shown as follows. 

• request message, request(i): Message sent by importer i to all the cells in Ni 
to request free channels. 

• reply message, reply(j, Yj,Uj ): Message from cell j,j E Ni responding to the 
importer i. A reply message contains the identifier of cell j, and the sets of 
channels available and used in cell j. 

• inform message, inform(i, Roj): Message from importer i to the exporters and 
the others in Ni to inform them its channel acquisition decision and the end 
of channel acquisition process. The message also includes the request to the 
exporters for the reserved channels. 
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• confirm message, confirm(j, R~j): Message from exporter j to importer i to 
inform it the availability of the requested channels that have been reserved at 
cell j. 

The channel allocation is performed independently at each cell and therefore it 
need a mechanism to synchronize the time clock between the cells. In this paper, a 
method proposed by Lamport [15J is used as in [3J. That is, a timestamp scheme is 
used to synchronize the time of messages transmitted between the cells. 

The D-CAT algorithm consists of two components-channel import component 
and channel export component. The former component is activated by a cell and 
works as the client. The latter component, on the other hand, works as the server 
and waits for the requests from the clients on the other cells. 

Channel Import Component 

Cell i enters to the "ask-for-help" mode if it becomes heavy and asks its interference 
neighbors in Ni for acquiring free channels. The channel acquisition algorithm can 
be described as follows. 

1. When cell i becomes heavy, i.e., Vi :5 Th, it sends a request message, request(i), 
for free channels to all of its interference neighbors in Ni . When cell i receives 
a request from another cell with a larger timestamp, it postpones the response. 
Otherwise, it replies the request immediately. 

2. After cell i has received all the reply messages from the cells in Ni , it calculates 
11 and rio It then determines from where and how many channels it is going to 
import according to the following steps. 
(a) Seek for the free channels in Ni, i.e., S-UjENi (VjUUj). Stop the algorithm 

if the request is satisfied. Otherwise, go to the next step. 
(b) Seek for the free channels from the light cells in Ni according to the fol­

lowing steps. 
i. Find a light cell j where Vj > 11 and add it to Gi. 

ii. For each cell j in Gi , find a channel c such that /Pi(c)/ = 1, and add 
channel C to the import channel set, R.j. Repeat this process until the 
request is satisfied, there are no any appropriate channels, or the state 
of cell j alters. 

iii. For each cell j in Ni , find a channel C such that c belongs to cells 
j,j E Pi(c) n Gi. That is, find channel c that belongs to the light cells 
in Ni . Add channel c to Rij . Repeat this process until the request is 
satisfied, there are no any appropriate channels, or the state of cell j 
alters. 

(c) Find channel c such that c belongs to cells j,j E P;(c) and max(m~n(vj),j E 
J 

Pi ( c» - 1 ~ Vi + / U j E Ni R.j / + 1. Add channel c to Rij . Repeat this process 
until the request is satisfied, there are no any appropriate channels, or the 
state of cell j alters. 

3. Mark the channels in R.j that are reserved at cell j and send an inform mes­
sage, inform(i, Rij), to each channel exporter j to inform which channels are 
imported or requested. Wait for the confirmation of the marked channels if 
necessary but the unmarked channels in R.j are available immediately. Also 
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send an inform message, inform(i,0), to the other cells in Ni to inform them 
the end of the channel import process. 

4. After receiving the confirm messages, confirm(j, R: j ), from channel exporter 
j, make the marked channels available. 

Channel Export Component 

Requests for free channels arrived at cell j are queued in a request queue based on 
the timestamps of the requests and processed sequentially. When cell j receives a 
request from cell i it processes the request according to the following steps. 

1. If there are no requests under processing, go to step 2. Otherwise, compare 
the timestamps of the requests. If the newly incoming request from cell i has 
a smaller timestamp than the request from cell k under processing then the 
request from cell k will be aborted and put into the request queue and then go 
to step 2. 

2. Reply cell i with a reply message, reply(j, Vi, Uj ), and wait until the inform 
message arrives if cell j is not heavy. If cell j is heavy it has no need to wait. 

3. When cell j receives an inform message, injorm( i, R;j), it locks the requested 
channels. If any channels in R;j are the reserved ones but still available, cell j 
will lock these channels and take the other free channels as reserved instead, 
and then add these channels to R:j . 

4. Send cell i a confirm message, conjirm(j, R:j ), to inform the availability of the 
reserved channels. 

4 Performance Evaluation 

The performance of D-CAT is evaluated with respect to two parameters: the im­
plementation cost and the call blocking probability. For the implementation cost, 
the number of messages transmitted between the BSs during the process of channel 
allocation and the delay of message transmission are taken into account. Two dis­
tributed algorithms, D-LBSB proposed by Das et al. [9], and an enhanced search 
algorithm proposed by Cao et. al [3], referred to as D-ES in this paper, and one 
efficient centralized algorithm proposed by Zhang et al. [11], referred to as CAT in 
this paper, are chosen in comparison with D-CAT. 

4.1 Implementation Cost Comparison 

The total number of cells in the system is denoted by N. The message delay between 
the BSs and between a BS and the MSC is fixed to be 8. The postponed response 
delay is denoted by 8d. In D-ES, np denotes the number of interference primary 
neighbors of a cell, m denotes conflict rate, and nu denotes the update message. 
Since the execution time of a channel allocation algorithm is much shorter than the 
message delay, it is not taken into account in the comparison. In order not to bring 
any bias to the comparison results for the chosen algorithms, the case of locking 
three co-channels for each lender cell for D-LBSB and CAT and the worst case 
scenario for D-CAT are considered. It is assumed that a heavy cell needs X channels 
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and each channel exporter can offer only one channel. Since in D-ES a heavy cell 
borrows only one channel during one channel acquisition process, it needs to run 
the algorithm X times to obtain X channels. The messages transmitted between 
the BSs and the message delay in D-CAT can be listed as follows. 

1. Channel importer i sends a request message to each cell j in N i . The total 
number of request messages is INil and the delay of message transmission is 8. 

2. After receiving the request from importer i, cell j sends back a reply mes­
sage. The total number of the reply messages is INil and the delay of message 
transmission is 8. 

3. Importer i sends an inform message to each cell in Ni to inform its channel 
importation decision and notice the end of the channel importation process. The 
messages to the channel exporters also include the requests for confirmation 
if it requests any reserved channels from the exporters. The total number of 
messages is INil and the delay of message transmission is 8. 

4. Exporter j sends a confirm message to importer i to inform it the availability of 
the requested channels. Assuming that there are x channels needing to confirm 
and each channel belongs to a distinct cell, the number of the confirm messages 
is x and the delay of message transmission is 8. 

Table 1. Implementation cost comparison of the algorithms. 

Scheme Number of messages Message delay 
CAT N+4X+1 28 

D-LBSB 2(N -1) + 2(INi l + 3)X 48(1 + 3X) 
D-ES (31Ni l + 3npm + nu)X (2(1 + m)o + Od)X 

D-CAT 31Ni l +x 2(1 + 0)8 + 8d 

The total number of messages transmitted between the cells and the delay for 
message transmission for channel acquisition is therefore 31Ni l + x and 38 + 8d, 
respectively. Table 1 shows the total number of messages transmitted between the 
cells and the delay of message transmission for importing X channels for CAT, 
D-LBSB, D-ES, and D-CAT. In D-CAT, if only all of the imported channels need 
to be confirmed then () = 1. Otherwise, () = O. Since a cell in D-CAT can import 
at least one channel in a channel importing operation and therefore in most cases 
() will be zero, leading to a message delay of 28 + 8d. 

It is observed that even though D-CAT shows an implementation cost higher 
than its centralized counterpart, CAT, but it provides significant improvements 
on both the message number and the message delay over the other distributed 
algorithms. It can be seen that by letting each cell have its own channels simplifies 
the algorithm since the negotiation of a channel allocation between the cells is 
reduced to only the importer-exporter pair. One possible problem with this scheme, 
however, is that the identifiers of the channels a cell holds may become disjointed 
sparsely. To deal with this problem, a priority channel acquisition scheme is used 
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in this paper. The channels a cell is going to import are prioritized according to 
their identifiers so that a channel with an identifier nearer to the identifiers of the 
channels initially assigned to the importer cell has a higher priority. For example, 
cell i is initially assigned with channels, 5, 6, and 7, and now has two channels, 
5 and 7. If cell i has found five free channels, 1,4,6,9, and 10, then it attempts to 
import these channels with a priority of 6, 4, 9, 10, and 1. 

4.2 Call Blocking Probability Comparison 

Simulation was also used to evaluate the call blocking probability of D-CAT and 
compare it with D-LBSB and CAT. The results shown in the figures were obtained 
with 90% confidence interval and within 5% of the sample mean. The simulated 
cellular system contains 15 x 15 hexagonal cells shown in Figure 1. The letters, 
a, b, c, ... , on the cells in Figure 1 denote distinct sets of channels and the cells with 
the same letter are assigned with the same set of channels. Each cell is initially 
assigned 40 channels. Incoming call arrival at each cell is assumed to follow a Poisson 
process with a mean A. The holding time of a call is assumed to be distributed 
based on an exponential distribution with a mean 1/1-£ of 180 secs (3 mins). The 
parameters used in CAT are as follows: L1 = 2, ps = 20% and Cmin = 0.050 where 
o is the number of channels assigned to a cell. The degree of coldness at a cell in 
LBSB is 0.1. 

Figure 3(a) and 3(b) show the call blocking probability of the algorithms under 
consideration. Two kinds of calling demands, uniform and non-uniform, was simu­
lated for the algorithms. In the previous case, call arrival at each cell is identical. In 
the latter case, on the other hand, a cell can get congested from time to time. That 
is, a cell gets congested from A to 3A with a probability of 0.001 and a congested 
cell will return to the normal state with a probability of 0.01. It is observed that 
D-CAT outperforms all of other algorithms in terms of call blocking probability. 
It is observed that there are no large differences in D-CAT between the cases of 
Th = 0 and Th = 1. This figure has confirmed the potential of distributed algo­
rithms; that is, distributed algorithms are also capable of providing significantly 
good performance in practical conditions. 

Figure 4 shows the average number of channels imported during one channel 
acquisition operation in D-CAT. The more the number of channels imported in one 
channel acquisition process, the lower the overhead cost needed for the message 
transmission. It is observed that D-CAT imports many channels for a heavy cell 
each time in normal conditions and therefore improves significantly the overhead 
caused by message transmissions (e.g., near to 6 channels on average at 35 Erlangs). 

5 Conclusions 

In this paper, a distributed channel allocation algorithm based on a two-threshold 
scheme, D-CAT, has been proposed and evaluated in mobile cellular networks. It 
has been shown that D-CAT provides better performance than other centralized 
and distributed channel allocation algorithms. It has also been shown that the 
implementation cost, both on message complexity and message delay of D-CAT, is 
much less than that of either distributed algorithm, D-LBSB or D-ES. Furthermore, 



166 Yongbing Zhang et al 

letting each cell hold its own channels simplifies the channel allocation procedure 
and makes a channel allocation algorithm more efficient. 
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Abstract. In this paperD, the performance in terms of signal-to-interference ratio 
(CIR), of a spectrum overlaid system of N-CDMA over W-CDMA is investigated. 
The radio channel is composed of the inverse fourth-power path loss law with log­
normal shadow fading. The perfect power control is assumed in the estimation. 
In order to suppress the interference, the other important techniques used in the 
analysis are the ideal notch filter and the signal level clipper for the transmitters 
and receivers of W-CDMA system. We propose the concepts of the notch filtering 
depth and signal level clipping depth. The maximum capacity trade-offs between 
the two systems and the impact of varying transmission rates on the overlaid system 
are investigated and quantified. Based on the numerical results, the feasibility of 
the overlaid system is discussed. 

1 Introduction 

Wide-band code division multiple access (W-CDMA) is considered as a promising 
radio access technique for the third generation mobile radio communication sys­
tems, which are called I MT2000[2]. Especially, this generation mobile system can 
supply multimedia communication with anyone at any time from anywhere[1],[3]. 
With the expected wireless revolution in telecommunications, the available spec­
trum should be used efficiently and flexibly. One step in this direction is the use of 
spread spectrum overlay. The overlay of systems has significance for adopting some 
advanced signal processing and interference suppression techniques, such as notch 
filter[4], and signal level clipper. 

In fact, the spectral overlay of a new system to the existing system is not 
strange but has been studied in Refs.[1],[2],[3],[7] and [9]. However, the spectral 
overlay system under fading channel employing some interference suppression tech­
niques and also the impact of varying transmission rates on the overlaid system 
have not been examined until now. For example, Ref.[1] only analyzed the overlaid 
system of cellular CDMA on AMPS. Refs.[2] and [3] depicted the simple model 
for N-CDMA/W-CDMA overlaid system without considering any shadow fading 
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No.12680432 and by Research for the Future Program at Japan Society for the 
Promotion of Science 

K. Goto et al. (eds.), Performance and QoS of Next Generation Networking
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effects and proposing any interference suppression techniques. The capacity trade­
offs between the two systems were only investigated. The feasibility of the overlaid 
system and the future application have not be discussed. 

When W-CDMA is considered as a wireless access technique for IMT2000 
systems, in order to efficiently make use of a limited radio spectrum, adoption 
of overlaid system may have many attractions, such as high reuse of bandwidth 
and high capacity because of using notch filter, and signal clipping techniques. 
In this paper, we first introduce notch filter, and signal level clipper in the N­
CDMA/W-CDMA overlaid system. We propose the concepts of the notch filtering 
depth and signal level clipping depth and estimate their effects on the overlaid 
system. The maximum capacity trade-offs and the performance of the system with 
varying transmission rates are investigated and quantified in terms of signal-to­
interference ratio, C I R. We focus on the reverse link in our investigation because 
the capacity of conventional CDMA cellular system is usually limited by the reverse 
link, mainly due to the non-orthogonal, asynchronous transmission interference 
caused by multiple users and the constraint on the mobile station's transmitter 
power. 

The reminder of this paper is organized as follows. The next two sections depict 
the system model and performance analysis via estimation of interferences. The 
section 4 describes the N-CDMA/W-CDMA overlaid system under the interference 
suppressions. Section 5 gives some numerical results and discussions. Finally, the 
conclusions are given in the section 6. 

Fig. 1. Standard cellular geometry and interference geometry 
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Fig.2. Filtering depth and clipping depth depicted in the signal level versus fre­
quency plane 
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Fig. 3. Block diagram of W-CDMA receiver which employs interference suppression 
techniques 

2 System Models and Interference Suppression 

2.1 Overlay Considerations 

We consider the N-CDMA/W-CDMA overlaid system employing several interfer­
ence suppressions which will be introduced in the following subsection. 

We model the overlaid system as several CDMA systems with different spread­
ing bandwidths. Its capacity trade-offs for different service purposes are investigated 
and quantified in detail. Figure 1 shows a typical cellular system where each cell 
consists of N-CDMA users and W-CDMA users. We can select anyone cell as the 
home cell, in which there are N-CDMA system base-station (BS) and W-CDMA 
system BS. They are colocated in the center of the cell. For CDMA system, the 
assignment of the entire channels to each cell, using the pseudo-noise (PN) codes 
which are uncorrelated, absolutely separates the desired signal. 
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2.2 Interference Suppression 

As shown in Fig.2, where the ordinate is the signal level and the abscissa is the 
frequency axis, the idea behind the spread spectrum is to transform a desired sig­
nal with narrow-bandwidth into a noise-like signal of much wide-bandwidth Wb. As 
indicated above, one of the most attractive characteristics of adopting spread spec­
trum in wireless cellular system is the ability to overlay wide-band CDMA system. 
A wireless access is considered for advanced systems on top of existing narrow­
band CDMA. The block diagram of W-CDMA receiver which employs interference 
suppression techniques[4] is shown in Fig.3. We will estimate their performance in 
detail. 

We know that CDMA systems are relatively sensitive to interference. By the 
use of a multiplication procedure with the pseudo-noise codes in wide-band, all 
the signal power, including desired signal and noise are essentially reduced by the 
processing gain, G as 

(1) 

where W and Rb are the spread bandwidth and information rate, respectively. W 
may be denoted as the spread bandwidth Wb or Wn for W-CDMA system and 
N-CDMA system as shown in Fig.2, respectively. 

In Fig.2 due to the low-power spectral density, W-CDMA signals cause relatively 
little interference to N-CDMA system occupying less bandwidth. On the other hand, 
the N-CDMA system causes high interference to the W-CDMA system without 
any interference suppressions, which limits the uses of the overlaid system and the 
system capacity. Then, the interference suppressions must be adopted in the W­
CDMA system. For the suppression of the interference, we introduce the notch 
filter and signal level clipper in the overlaid systems. The notch filter is the limited 
spectrum filter used in W-CDMA receiver for filtering the part of the overlaid 
bandwidth of N-CDMA with the higher signal level. The signal level clipper is a 
kind of signal level limiter used for suppressing the higher signal level of interference. 
In the design of notch filter and signal level clipper, we propose the filtering depth, 
p and clipping depth, q defined as follows 

(2) 

where B and L are the notch filtering bandwidth and clipped signal level, respec­
tively. p represents the tolerance of the collapsed signal in poor shape in W-CDMA 
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decision hardware. q represents the signal clipping depth in W-CDMA receivers. 
Based on the definition, the deduction ratio of interference of N-CDMA system to 
W-CDMA system is given by 

1/ = (1 - p)(1 - q) (3) 

3 Performance Analysis Via Estimation of Interference 

3.1 Cellular Structure and Propagation Model 

Let us consider the overlaid system as shown in Fig.l. We can compute the distance 
between any users located in the i-th cell and the BS of the home cell as 

(4) 

where Ti is the the distance between the BS and the user. Di is the distance between 
the home cell BS and the BS of the i-th cell. 0: is defined in Fig.l. 

For the radio channel with the path loss law, K and shadow fading loss with 
the random variable>., which is the log-normal distribution with zero mean and 
the standard deviation of cr, the received signal power at the receiver Sr can be 
depicted as[7J [9J 

(5) 

where P is the transmitted signal power at the transmitter. T is the distance between 
the receiver and transmitter. 

3.2 Interference Estimation 

In our estimation of the interference, we assumed that both the N-CDMA and W­
CDMA systems are interference limited, as is the case in most practical situation. 
A user receives the interference generated by the other users located in this cell 
termed as intracell interference, lin and the interference generated by the users 
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located in the surrounding cells termed as intercell interference, rut [9J [11 J. In the 
N-CDMA/W-CDMA overlaid system, there are also the cross-interferences among 
them, such as the intracell W-CDMA interference to N-CDMA and so forth. 

In order to delineate the trade-off between the N-CDMA system and the W­
CDMA system, CIR constraint of N-CDMA or W-CDMA system is generally ex­
pressed as 

(6) 

where S is the desired signal power. No is the background thermal noise. Based 
on the vast literature on the CDMA cellular systems, such as Ref.[IJ,[2J and [5J, 
because all the users use the same spread bandwidth in all cells, all the other users' 
signal power is considered as interference. In contrast with the interference, No is 
considered as negligibly small in our investigation. 

C I R for the overlaid system shown in Fig.l will be evaluated. In the over­
laid system, the following five contributions can be distinguished to the N-CDMA 
reverse link, namely as[9][1l][14J; 

1) Desired Signal Power of N-CDMA, s;; of one user; 
2) Intmcell N-CDMA Interference to N-CDMA, I~':. which is generated by the 

users of N-CDMA system, located in the home cell; 
3) Intmcell W-CDMA Interference to N-CDMA, I~nn which is generated by the 

users of W-CDMA system, located in the home cell; 
4) Intercell N-CDMA Interference to N-CDMA, I~~t which is generated by the 

users of N-CDMA system, located in the surrounding cells; 
5) Intercell W-CDMA Interference to N-CDMA, I::,':,t which is generated by the 

users of W-CDMA system, located in the surrounding cells; 
For the W-CDMA reverse link, the following five contributions can be distin­

guished namely as[9][1l][14J; 
1) Desired Signal Power of W-CDMA, S~ of one user; 
2) Intracell N-CDMA Interference to W-CDMA, I~';., which is generated by the 

users of N-CDMA system, located in the home cell; 
3) Intmcell W-CDMA Interference to W-CDMA, I~";" which is generated by the 

users of W-CDMA system, located in the home cell; 
4) Intercell N-CDMA Interference to W-CDMA, I~:;,t which is generated by the 

users of N-CDMA system, located in the surrounding cells; 
5) Intercell W-CDMA Interference to W-CDMA, I::'':: which is generated by the 

users of W-CDMA system, located in the surrounding cells; 

3.3 Maximum Capacity Trade-oft's 

For the N-CDMA/W-CDMA overlaid system, it is not easy to estimate the max­
imum capacity because of the data rates from various traffic sources, different ac­
tivity factors and the different levels of transmission quality. According to Eq.(6), 
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the maximum capacity trade-off between the two systems can be usually written 
by the nonlinear function of system parameters as[2] [3] 

N-; R'b :5 g(CIR~eq, Clit:eq, U, W, No, j.L, N~ Rb') (7) 

where j.L is the activity factor which may be the voice data transmission activity 
factor, /-Lv or high data transmission activity factor, j.Ld. C I ~eq and C I it:eq are 
the requirements of N-CDMA signal transmission quality and the requirement of 
data transmission quality in W-CDMA system, respectively. N-; and N~ are the 
numbers of the users of N-CDMA and W-CDMA systems per cell, respectively. R'b 
and Rb' are the data rates, respectively. Based on C I R constraints of N-CDMA 
and W-CDMA, the trade-off between them will be shown in Eqs.(14) and (15), 
respectively. 

~ . General fr.qu.ncy allocatlon (or 5 N-cDMA 
.yot .... (II-51 

Wb 
•. Opt1 ... 1 fr.quency allocation for 5 N-CDMA 

.y.t .... (II-51 

Fig. 4. Overlaid spectrum patterns 

4 N-CDMA/W-CDMA Overlaid System 

The third generation mobile communication systems will provide not only voice and 
low data rate services, but also video and higher data rate services. The N-CDMA 
systems based on IS-95 protocol are mainly asked for voice users under the narrow 
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bandwidth of 1.25MHz. It is difficult to allow video and high data rate services, 
such as video conference system, with 384kbps or more high data rates, such as 
1Mbps or 2Mbps. So recently, there are many new W-CDMA techniques investi­
gated in Refs. [2] [3] [4] in order to supply multimedia communications with anyone 
at any time from anywhere. In order to efficiently use bandwidth, the overlaid N­
CDMA/W-CDMA systems[2][4] are regarded as one of efficient methods in which 
some interference suppressions are introduced. 

Earlier works of Refs.[1]-[2] identified the possibility of the overlaid systems 
and estimated some performance of the system. According to those approaches, the 
mutual exclusion of medium band frequency allocations (FA's) and narrow band 
FA's like Fig.4, and the capacity trade-offs among all possible overlaid patterns[1][2] 
were investigated. We model the system structure in the same way as in Ref.[2] in 
this paper introducing interference suppressions among them. We investigate the 
capacity of the overlaid system, and obtain the allowed highest data rate under 
various cellular mobile environments. 

Based on Refs.[2] and [3]' Fig.4-B shows the optimal frequency allocation be­
tween N-CDMA and W-CDMA systems. In the W-CDMA system with Wb , trans­
mitted power density, ~ is shared with K N-CDMA systems of different spread 
spectrums as shown in Fig.4-B where K is the number of narrow band FA's within 
the W-CDMA spread bandwidth. All the systems are assumed to use the same base 
station, otherwise the analysis is very difficult even if the precise transmitted power 
control is adopted in each system. 

4.1 Signal and Interference on the N-CDMA Reverse Link 

1) Desired Signal Power, S;;: In the overlaid system of K N-CDMA systems over 
W-CDMA system as shown in Fig.4-B, the received desired signal, S;;, is assumed 
as the constant level under the precise perfect power control[9][14] at the i - th 
N-CDMA base stations for i = 1,2, ... K. 
2) Intracell Interference, lin: lin is composed of two portions. They are I;""';" and I~';" 
which use the same frequency bandwidth. There is no interference among the N­
CDMA systems because there are no frequency overlaid portion among them when 
we use the optimal allocation of frequency[I][2] of the systems shown in Fig.4-B. 
lin can be expressed as 

(8) 

3) Intercell Interference, lout: lout is composed of I~~t and I::,':,t. The interference, 
I~~t is estimated under the effects of shadow fading, where the approximation has 
been introduced here that we use the circular cell rather than the true hexagonal 
cell for simplicity. Notice that R of the circular cell is essentially the same as R of 
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the hexagonal cell. Ai is the area of one cell. I~~t is obtained by the integration of 
each cell as follows[7][9][12] 

mn 

= E /-LvS~ r(r/do, Ai, AO,Pn) (9) 
i=l 

where 

(10) 

where mn is the total number of outer N-CDMA cells considered in our estimation, 
pn is the user's distribution density function which is calculated as 2~i.2' E[lOA; -AO] 

means the expected value of [.]. The derivation of E[lOA;-AO] is given by C.C.Lee 
and R.Steel in Ref.[9] or the appendix in Ref.[14]. 

We can use the similar analytical method above, then I:,":,t is given by 

(11) 

where, 

N~ 
pw = 271'R2 

and m", is the number of outer W-CDMA cells which are considered in the estima­
tion of the overlaid system. 
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4.2 Signal Power and Interference on the W-CDMA Reverse 
Link 

1) Desired Signal Power, S:;' and Intracell Interference, lin: under the perfect power 
control, for the W-CDMA reverse link, S:;' takes the constant level. tn is composed 
of I~':" and I::,':,.t. It is depicted as 

K 

= JJdN:;' S:;' + L viJJvN-; ~ (12) 
i=l 

where, Vi is the deduction ratio of interference to the W-CDMA system generated 
by i-th N-CDMA system for i = 1,2, ... K. 
2)Intercell Interference, [Out: For the W-CDMA system, there is significant inter­
ference to its link because there are many N-CDMA systems which overlay their 
spread bandwidth within the W-CDMA system bandwidth. lout which is composed 
of I~~t and I::'':: can be summarized as 

[Out = I~':"t + 1:'-:; 
K mn 

= L Vi LJJv~ r(r/do, Ai,AO,pn) 
i=l i=l 

(13) 

where, Pi the filtering depth of bandwidth of i-th N-CDMA system for i = 1,2, ... K. 

4.3 N-CDMA and W-CDMA Constraints 

In order to maintain adequate transmission quality in N-CDMA and W-CDMA 
systems, respectively, we must find the constraint relationship satisfying the re­
quirement that the bit energy-to-noise density ratio of each received desired signal 
should be greater than or equal to the certain target value for its requirement 
among the aggregate data of N-CDMA systems and W-CDMA system under vari­
ous transmission data rates. Based on Eq.(6), we can obtain the trade-off based on 
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the N-CDMA constraint as 

(14) 

and the trade-off based on the W-CDMA constraint as 

where in Eqs.(14) and (15), (~)~eq and (~);eq are the requirements to maintain 
adequate transmission quality for W-CDMA and N-CDMA systems, respectively. 

5 Numerical Results 

In order to derive some numerical results, more specific model assumptions have to 
be made. We consider the N-CDMAjW-CDMA overlaid systems of the following 
parameters: 

1) Wb = 25MHz, Wn = 1.25MHz; 
2) 0 ~ p ~ 1, q ~ 1, 0 ~ II ~ 1; 
3) /-Lv = 0.375, /-Ld = 0.375; 
4) Ii, = 4.0; 
5) 0" = 6,7,8, 9dB; 
6) mn = mw = 18; 
7) S': = 1.00S~ , 0.50~ , 0.03~; 
8) R'b = 9.6kbps, Rb' = 9.6, 56, 128, 384kbps; 
9) R = 10 km, K = 5; 
10) Although, the required bit energy-to-noise density ratio for W-CDMA is 

generally greater than that for N-CDMA because data requires the lower bit error 
ratio. The retransmission schemes can enforce the transmission quality as shown in 
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Fig. 5. The number of N-CDMA users due to the number of W-CDMA users with 
the various ratio of ~ under N-CDMA constraint of Eq.(14) ( Wb = 25MHz, 
Wn = 1.25MHz, (j = 8dB j.£d = 0.375, j.£v = 0.375) 
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Fig. 6. The number of W-CDMA users due to the number of N-CDMA users with 
the various notch filtering depth, p and signal clipping depth, q under W-CDMA 
constraint of Eq.(15) ( Wb = 25MHz, Wn = 1.25MHz, (j = 8dB j.£d = 0.375, 

w SW 
/-Lv = 0.375, Rb = 9.6kbps, ~ = 0.5 ) 
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various data rate, R'b' ( Wb = 25MHz, Wb = L25MHz, /-Ld = 0.375, P = 0.25, 
S': = 0.03~, N~ = 43 ) 
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Refs. [1] and [2], such as (~) ~eq:::; 7 dB. We also assume them as the worst situation 
as 

( Eb ) n = 7 dB and (Eb) W = 7 dB 
No req , No req 

Figures 5 and 6 illustrate the system capacity trade-offs between the two systems. 
They are the N-CDMA constraint and W-CDMA constraint, respectively. Figure 5 
shows that as the S': / S;: ratio decreases, the slope of the capacity curves becomes 
smoother. In order to ensure no rapid decrease of the two system capacities, we 
must adopt that 0.03 :::; S': / S;; :::; 0.50. Figure 6 shows the effect of N;- on N~ 
varying notch filtering depth and signal clipping depth. We see the overlaid system 
with p = 0.25 and q ;::: 0.5, the two system capacities can be higher, otherwise the 
overlaid system has not any advantages for the practical use. If p > 0.25, the better 
results will be achieved. 

Figure 7 illustrates the W-CDMA capacity in the presence of N;- versus shadow 
fading, (J" for various values of q. From the results, whether the system is in any 
wireless environments, the more q reaches one, the higher the overlaid system ca­
pacity is achieved for commercial applications because we can obtain the increase 
of total system capacity under the same spread bandwidth. Then, the high reuse 
of bandwidth can be achieved. 

In W-CDMA, for the varying transmission rates, Fig.8 shows the data rates 
supported when q = 1 and q = 0.997, respectively. We see the overlaid system can 
also support the highest data rate at 384 kbps in the case of q = 1. For q :::; 0.997, 
the system can not support this data rate. Below 384 kbps, the overlaid system can 
be supplied in the various wireless environments. 

6 Conclusions 

The co-channel interference issues of sharing spread bandwidth among N-CDMA 
and W-CDMA systems have been investigated. We introduced the notch filter and 
signal clipper in the estimation of interference. The numerical results show the 
followings: 

1) Without precise notch filter and signal clipper, any overlaid systems by em­
ploying bandwidth sharing can not be used in practical situation because of signif­
icant co-channel interference problems in the overlaid system. 

2) CIR in the N-CDMA system was not degraded significantly by the presence 
of W-CDMA system because of the smaller power spectrum density of the W­
CDMA system. On the other hand, CIR ofW-CDMA system was degraded greatly, 
then the W-CDMA receiver and transmitter must be paid attentions carefully. 

The important issue on the feasibility of the N-CDMAjW-CDMA overlaid sys­
tem was investigated for the reverse link. The analytical method depicted in this 
paper could be easily extended to treat the forward link and additional performance 
in the overlaid systems which have potentials for the future wireless applications. 
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Abstract. In cellular mobile communication systems, the mobility of vehicles af­
fects some important parameters, such as handover rates, channel occupancy times 
and blocking probabilities. The present work is based on a model proposed in [1] 
that suggests a convenient and practical approach to build an analytic traffic model, 
which also includes the effect of vehicle mobility. 

This model is extended for CDMA networks, where the handover is of the so­
called "soft handover" type. Performance measures like soft handover rates, soft 
handover type distributions and the offered communication traffic per cell, etc. are 
obtained. It is also explained how the model could be used for design and analysis 
of 3rd Generation WCDMA Systems. 

1 Introduction 

As today's cellular operators move to increase the number of services they offer 
to subscribers - e.g. by integrating wireless access to the Internet - new technolo­
gies are required in their systems. 3rd generation cellular networks [2] are being 
developed and standardized currently offering: 

• increased capacity within their existing spectrum allocation, 
• higher capacities and lower system design costs per subscriber (lower infras­

tructure costs), which will lead to a lower cost per subscriber, 
• new subscriber features and integrated (voice and data) services, which will 

help the operators to increase their market penetration. 

Code Division Multiple Access (CDMA) is regarded as the most suitable mul­
tiple access technology to fulfill the above requirements, and Wideband CDMA 
(WCDMA) [3] is capable to serve the new, high data rate wireless multimedia 
demand. 

The present work is based on a model presented in [1]. This model offers a 
convenient and practical approach to build an analytic traffic model, which also 
includes the effect of vehicle mobility. In [1], the method was presented for cellular 
networks, in which the handover is of the so-called "hard handover" type. 

K. Goto et al. (eds.), Performance and QoS of Next Generation Networking
© Springer-Verlag London Limited 2001
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In this work, the above model is extended to a CDMA cellular network, where 
the significant part of the handovers is of the "soft handover" type. Soft handover 
means that a mobile terminal can communicate with more than one base station 
at the same time. (For a thorough discussion of the advantages and disadvantages 
of soft handover see [4].) The consequence of this is that the traffic load on the 
fixed access network will not only (or mostly) depend on the call intensity, but 
the distribution of the number of legs a mobile is connected to the network with 
will also have a significant effect. This is because for example a call that is served 
by three base stations for some time will be (during that time) carried over three 
separate connections in the fixed network up to the so-called Diversity Handover 
unit (DHO), which combines the information stream on the three connections into 
one single connection. In the model, a road system is defined and covered with 
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overlapping CDMA cells. The vehicle traffic on this road system is described by a 
vehicle traffic matrix. The vehicle traffic is routed over the road system, and also 
the vehicle traffic load and the vehicle speed on different streets are calculated. 
Calls are generated to/from the vehicles as a Poisson process. Different call classes 
are defined in the model, which makes possible to investigate integrated-services 
WCDMA systems. Soft handover rates, the offered communication traffic per cell, 
blocking probabilities and also the distribution of the offered traffic with different 
number of legs is obtained. The method also gives a possibility to estimate the 
offered user-plane traffic between Radio Network Controllers (RNCs) in UMTS 
access networks (i.e. on the lur interface, see Fig. 1). 

1.1 Overview of the Literature 

Several papers have been written about mobility modelling and spatial traffic dis­
tribution in cellular networks. First we give an overview of the literature that is 
most relevant for our work, then the objectives, goals and limitations of our work 
are discussed. 
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In [5], many aspects of mobility modelling in third generation mobile systems 
are considered, giving a good overview on mobility modelling and a good starting 
point for the interested reader. In [6] and [7], cells are divided into soft handover 
regions and calls are uniformly generated in a cell. As a result, the probability 
distribution function of total sojourn times in the soft handover region of a given 
cell during a channel holding time is obtained by analytical calculations. In these 
works, the mobile can move up, down, left and right, changing its speed M times 
during a call (where M is a geometrically distributed random variable) according to 
a uniform distribution over [0, V max]. Applying these distributions, it is difficult 
to find parameters such that they fit to real measurements. Especially, vehicular 
traffic is difficult to model, since the effects of a road map (directions, speeds, ve­
hicular traffic hot spots, etc ... ) are difficult to take into account. A similar approach 
is presented in [8]. Here, an analytic traffic model is proposed to estimate the soft 
handover rate in CDMA cellular systems. As a limitation, a mobile can have at most 
two simultaneous connections (to two base stations) at a time. The call generation 
rate in the different regions (handover or non-handover) depends on the ratio of the 
areas of regions and cells. The main result is the analysis of the sensitivity of the 
handover rate when varying the cell radius, the speed of mobiles and the activity 
of the users. In [9], the authors present a mathematical formulation for systematic 
tracking of the random movement of a mobile station in a cellular environment. 
Based on this detailed formulation, a computer simulation is developed to obtain 
the behavior of different mobility-related parameters (e.g. the handover rate). An 
analysis of data obtained by simulation shows that the generalized gamma distri­
bution function is a good approximation for the cell residence time distribution. 
However, the results in [10] indicate that it is not the residence time distribution, 
but it is its mean that influences teletraffic results. Therefore, classical Markovian 
methodology (applied also in our paper) has a chance to be valid and useful in 
practical analysis. In [11], it is emphasized that spatial teletraffic characterization 
is essential for planning and dimensioning of mobile communication systems. A ge­
ographic traffic model is presented, that makes it possible to involve demographical 
and geographical factors into teletraffic modelling. However, the evaluation of the 
performance measures related to handovers is not incorporated in this model. 

1.2 Our Work 

In this work, we extend the model presented in [1] for CDMA networks. The model 
is applied to problems arising in CDMA networks (soft handover modelling), as well 
as problems arising specifically in WCDMA networks (user-plane traffic estimation 
on the Iur interface). Our contribution is that we allow overlapping cells, and we 
consider soft handover instead of hard handover. This model may directly take 
input from a large scale mobility model, e.g. a gravity model [5]. 

The paper is organized as follows. In Section 2.1, a road network model and 
a method for estimation of the vehicular traffic volume on the road network are 
explained. Section 2.2 gives a summary of all the simplifying assumptions we con­
sider in the model. In Section 2.3, closed form solutions of the call arrival rate and 
the residence time in a soft handover region (SHR) are given and the relations be­
tween these parameters are shown. In Section 2.4, it is shown how the parameters 
achieved that far can be used to estimate inter RNC traffic. The probability distri­
bution of the channel occupancy time in a cell is given in Section 2.5. By assigning 
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capacity to each cell, in Section 2.5, we obtain the blocking probability and the 
offered traffic load on each cell in each call class by applying a recursive method. 
The handover intensity in a cell is also given in Section 2.5. Section 2.6 presents a 
simple numerical example. Finally, conclusions are drawn in Section 3. 

2 Description of the Model 

In [1], the authors proposed a method to analyze the mobile communication traffic 
on a road systems model in which the road network is covered by non-overlapping 
hexagonal omnicells. This cell layout assumes adjacent cells with common boundary, 
therefore it enables to analyze only the handovers of the so-called hard handover 
type. In our work, we changed this cell structure by applying circle-shaped and 
overlapping cells, where the significant part of the handovers is of the soft handover 
type. By modelling soft handover operation, we are able to obtain some important 
performance measures of WCDMA cellular systems. 

2.1 Road Systems Model and Traffic Flow Estimation 

From the viewpoint of the mobility, the road network characterizes the geographical 
area under study. In our model, we consider only one transport mode, let us say 
vehicular traffic that flows over the specified road network between different traffic 
sources and absorption points. Pedestrian mobility is not considered, but it seems 
to be straightforward to include. 

The road system can be modelled by a graph, where the links of the graph 
represent the streets and the nodes of the graph can be junctions (representing 
crosses in the road system) or the so-called centroids (representing the origin and 
the destination of the traffic flows on the road system). Fig. 2 shows an example. 

• centroid inside the area 

o centroid on the area boundary 

o junction 

- street 

o target area 

boundary of a zone 

Fig. 2. A road network in a target area 

Traffic flow on the road network of the target area is surveyed in advance. At the 
beginning of the survey the target area is divided into zones. Since the division is 
based on geographic, population and transport characteristics, these zones usually 
differ from radio zones such as cells in cellular systems. The traffic volume flowing 
from a zone to another zone is measured for each pair of zones. The results of this 
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survey are usually represented by Origin-Destination tables (O-D tables) - Table 1 
for example. Note that this table also can be exploited as a result from a mobility 
model for large-scale areas that is on a higher abstraction level. We distinguish two 
kind of centroids: 

• each zone of the target area has its own centroid placed inside the zone, which 
represents the origin and the destination of the zone itself (see Fig. 2), 

• other centroids, which exist on the edge of the target area, represent traffic flows 
from/to the zones out of the target area (in Fig. 2 the target area consists of 4 
zones). 

Table 1. An O-D table for the road network in Fig. 4 

'Vehicles/hourI! cO I cl , c2 , c3 , 

cO 0 1000 250 50 
cl 1000 0 50 250 
c2 250 50 0 1000 
c3 50 250 1000 0 

Each element ODij in the O-D matrix (see Table 1) is the vehicular traffic 
volume defined as the number of vehicles moving from centroid ci to centroid cj 
during a unit time (e.g. rush hour). To determine which routes these vehicles move 
along towards their destination, we use an incremental traffic assignment method 
(details can be found in Appendix A), but other algorithms could also be used. 
With this algorithm, the vehicular traffic is routed over the road network and the 
vehicular traffic load on all the streets are calculated. 

The road network is covered by intersecting circle-shaped cells. The intersection 
of the circles and the links of the graph will be called imaginary nodes. We thus 
consider a new graph representing our road system, where the nodes of the graph 
can be centroids, junctions or imaginary nodes and the links of the graph are some 
parts of the original streets (links between junctions and/or centroids) divided by 
the imaginary nodes. Since the cells are overlapping, the overlapped regions are the 
so-called soft handover regions (SHR), where the soft handover calls can occur. We 
assume that a mobile under soft handover can communicate with maximum three 
base stations at the same time (a soft handover region can be in the intersection of 
one, two or three cells), see Fig. 3. 

2.2 Notation and Assumptions 

Some Preliminary Notation. With some routing algorithm used on the 0-
D table (see Appendix A) we can get the routes r = 1, ... ,R and the Qr traffic 
volumes for each route r. 

On route r we have soft handover regions 

SHRL.·· ,SHRj, ... ,SHRJr , 
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listed in order of appearance (some soft handover regions can appear in the list 
more than once depending on the line of the route). 

cell z = ~-I.r = zJ·r = zJ+ lor = zJ+2,1 
2 I I I 

• centroid 

junclion 

• imaginary node 

" 

<C .. ""I: )00 ... (:114 

I (z).r 1 (z).( I (t).r 
135 c.. -c (It. 

I (z), I (z),1 
2 ' 4 

Fig. 3. Hierarchy of sections on route r 

For each SH Rj we define the chamcteristic set as 

Zj,r = {cells containing SHRj} = {zV, ... ,zi<:.), 

roule r 

.' 

.' 

where S H Rj is overlapped exactly by cells zV, ... , zi<r , and therefore the number 
j.r 

of those cells is 1 ~ Kj,r ~ 3. 
Finally, the smallest undivided section of route r is a link, which can begin and 

end in an imaginary node, a junction or a centroid. On the route r S H Rj contains 
the links 

lj,r lj,r lj,r 
1 ""'i '''''1·' j,r 
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(See Fig. 3 for the better understanding of all the above notation.) 
We will use the indicator function J throughout the paper: J (expression) equals 

1, if the expression is true and J(expression) equals 0, if the expression is false. 
From theory of sets: x E X (X '3 x) means that element x is in set X (set 

X owns element x), Y t;;; X (Y :2 X) means that Y is a subset of set X (set Y 
contains set X as a subset). 

Assumptions. The model parameters and the assumptions are the following: 

• The road network in the target area is covered by circle-shaped and intersecting 
cells with radius Ro. (Al) 

• The centers of the adjacent cells are placed as the vertices of a regular triangle. 
The distance between the centers of the adjacent cells (the base stations are 
placed in the middle of the cell and have omnidirectional antennas) is D. (A2) 

• Consider that we have Neell cells and cell z (z = 1, ... ,Neell) has a capacity of 
Sz channels. (A3) 

• One transportation mode is considered (vehicular traffic) and the traffic volume 
flowing from a centroid to another is given in form of the O-D table. (A4) 

• The speed of the vehicles on the streets is given by the load-speed profile (see 
Fig. 5) and is assumed to be constant on a street (v(x) stands for the speed on 
street x). (AS) 

• The length of each street and each link is given in advance (L(x) stands for 
the length of street or link x). (A 6) 

• The traffic volumes and the speed of the mobile terminals on the links connected 
by an imaginary node are equal. (A 7) 

• The distribution of vehicles on a street is uniform. (A 8) 
• We distinguish C different call classes. Call class c (c = 1, ... ,C) is charac­

terised by the call arrival rate Ae , the holding time he and the bandwidth be. 
(A 9) 

• If there are n vehicles in a cell, then the arrivals of calls of class c form a Poisson 
process with the originating rate Aen (the number of vehicles in the rush hour 
in a cell is sufficiently larger than the number of channels in the cell). (A 10) 

• The holding time of a call of class c is an exponential random variable with 
mean he. (All) 

• The arrival rate of calls originating outside the target area and then entering 
the target area are given in advance at the centroids on the border (A~(p) for 
call class c for the centroid pl. (A12) 

• The handover operation is of soft handover type (if an active mobile crosses a 
soft handover region border, we will say its call is "handed over" to the next 
soft handover region). A soft handover call is not blocked, if at least one of its 
soft handover legs is not blocked. (Al3) 

2.3 Soft Handover Region Parameters 

From [1] we know that the probability that a new call of class c generated on IV 
succesfully reaches the soft handover region boundary between SH Rj and SH Rj+l 

Tj,r t~,r 

is p~ew(SHRj+l Il{,r) d~ ~e--t;;-(1- e-t), for 1 ~ j < Jr, where t{,r d~ 
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L(I1':) is the whole travelling time on lV (L(lI,r) is the length of link lV and v(ll,r) 
u(l; ) 

is the speed on link lV that equals the speed on the whole street containing this 
[j,r 

link) and Tl'r d~ E t~r is the travelling time from the boundary of lV and ll;l 
h=i+1 

to the boundary of SHRj and SHRj+1' 
QO [vehicles/hourJ = KO [vehicles/kmJ vO [km/hourJ for vehicular traffic, 

where Q is the traffic volume, K is the traffic density and v is the traffic speed. 
Therefore, the proportion of the arrival rate of new calls of class c on lV that gets 
connected to the set of base stations Z ~ Zj,r is 

Z.xnew(lj,r) =.x ....ik-L(lj,r) ZP. (SHW) =.x Q tj,r ZP. (SHW) where Q 
c" C v(lt,r) I C J C rIc ) , r 

is the traffic volume on route r and 

Z Pe(SHRj) d~ n (1- Be(z)) n Be(s), 
zEZ 

where Be(z) is the blocking probability of c-type calls in cell z (the proportion of 
new call intensities fI1 .x~ew(lV) correspond to the blocked portion of calls, Z = 0), 
see Section 2.5 for the calculation of the blocking probabilities. 

Remark: The arrival rate of new calls of class c on ll,r is 

.x~ew(ll,r) d~ E Z.x;ew(lj,r). Note that .x~ew(lV) is the call arrival rate corre­
Zc;Zj,r 

sponding to the infinite cell capacity case like in [lJ (no blocking, Be(z) = 0 for all 
cell Z = 1, ... ,Neell) and also notice that Z .x;ew (lfor) = .x~ew (lj,r) Z Pc(SH Rj). 

Suppose that a new call of class c originates in SHRj from a vehicle moving 

along route r. Then the probability that this new call originates on lj,r is Pe(lV) ~ 
[j,r '*, like in [1], where TJ,r d~ E tr is the 

o h=l 

>..:;-ew (It,r) = Ac Qr ti,r 
li,r lj,r 

E .x~ew(l~r) E.xe Qr t~r 
h=l h=l 
travelling time through SHRj on route r. 

This results in the soft handover probability of new calls of class c from SH Rj 
(the probability that a call of class c originating in S H Rj successfully reaches the 
boundary of SHRj and SHRj+l) to be 

lj,r 

new (SHR": I SHR":) = ""pnew(SHRr Ilj,r) p (lj,r) = Pc 1+1 J L...J c 1+1 t e t 

i=l 
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Notice that the above expression on the right is a telescopic sum (an expounded 
sum, where the terms have alternating signs following each other and with the 
exception of the first and the last term, the others sum up to zero - the middle 
neighbouring terms cancel each other out) with Tl::1 = Tl,r +t1,r and with Tt = 0, 

J,r 

thus we get 

h ~j,r 

Pnew(SHRr I SHRr) = _,c (1- e-~) for 1 <_ J' < Jr, 
C i+l 3 TJ,r ' (1) 

Next consider the soft handover probability of soft handover calls of class c from 
SHRj, Le. the probability that while moving on route r the call of class centers 
SHRj (so it is "handed over" from SHRj_l to SHRj) and succesfully reaches the 
boundary of SHRj and SHRj+l (it is "handed over" to SHRj+l) and that is 

T.J,r 

p~O(SHRj+1 I SHRj) = e-~, for 1 < j < J r (2) 

because of the assumptions (A9),(AIO),(All). 

We still need the boundary conditions for the soft handover probabilities: Con­
sider an ongoing call that enters the target area at the centroid in S H R'i and moves 
from this centroid to the destination along route r. The problem is that the centroid 
is usually found inside the area rather than on the boundary of the cells of Zl,r, 
thus the boundary conditions for the soft handover calls entering these cell are not 
straight-forward. Therefore, considering these types of handover calls, we assume 
that the first link of route r is "lengthened backwards" to reach the boundary of 
one of the cells of Zl,r. If the lengthened part is dr long, the travelling time of the 

new first street is T~t d;j \I(~fr) + T5,r, so we have the boundary condition 

Tl,r 

p~O(SHR2 I SHR~) = e-+C-. (3) 
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On the other hand, the calls in SHR'jr are not "handed over" to further soft 
handover regions, therefore 

p~eW(SHR'jr+1 I SHR'jJ = 0, 

p~O(SHR'jr+1 I SHR'jr) = 0, 

and thus the formulas for the soft handover probabilities are completed. 

(4) 

(5) 

Let we define the Z -set call arrival rate of new calls of class c in S H Rj on 
route r as the proportion of the call arrival rate of new calls of class c in SH Rj on 
route r that get connected to the base station set Z ~ Zj,r. It can be calculated as 

[j,r 

Z)..~ew(SHRj) = L)..c Qr tV zpc(SHRj), thus 
i=1 

(6) 

The call arrival rate of new calls of class c in SHRj is )..~ew(SHRj) d~ 
~ z)..;ew(SHRj) = )..c Qr TJ,r. It coincides with the call arrival rate of the 

ZC;Zj,r 

infinite cell-capacity case (see [1]). 
Remark: We have the following simple relationship for the Z-set call intensities 

of the newly initiated calls: 

(7) 

Let we define the Z -set call arrival rate of soft handover calls of class centering 
SH Rj as the proportion of the call arrival rate of soft handover calls of class c 
entering SH Rj that get connected to the base station set Z ~ Zj,r. It consists of two 
parts, namely the newly initiated calls of class c in SH Rj_1 and then "handed over" 
to S H Rj and the calls of class c "handed over" from the previous soft handover 
region to S H Rj -1 and then "handed over" further to S H Rj for 1 < j ~ Jr. 
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For Z 1= Zj,r \ Zj-1,r, if Zj-1,r ~ Zj,r this means that 

x II {(1- Bc(z))I(z E Z) + Bc(z)I(z rt Z)} + 

+ PhO(SHW I SHRr: ) ZnZj-l,r>..hO(SHW ) 
c J J-1 c J-1 x 

x II {(1- Bc(z))I(z E Z) + Bc(z)I(z rt Z)} (8) 

because for the Z ~ Zj,r that contains a cell from the tighter characteristic set 
Zj-1,r, the Z-set soft handover calls consist of exactly the ZnZj-1,r-set newly 
initiated and soft handover calls of S H Rj -1 that successfully reach S H Rj and get 
blocked exactly by the required new cells in the looser characteristic set Zj,r. 

For Z ~ Zj,r \ Zj-1,r, if Zj-1,r ~ Zj,r, we get 

(9) 

because for the Z ~ Zj,r that does not contain any cell from the tighter character­
istic set Zj-l,r, the Z-set soft handover calls does not exist (there are no calls in 
the previous SHR that can be "handed over" to SHR'j in such way). 

For Z -=J 0, if Zj-1,r 2 Zj,r, we get 

Z>,,~O(SHRj) = p~ew(SHRj I SHRj_1) ~ S>..~ew(SHRj_1) + 
Z5;S5; Z3- 1,r 

+ p~O(SHRj I SHRj_1) ~ s>,,~O(SHRj_1) (10) 
Z5;S5;Zj_l,r 

because for the Z ~ Zj,r not empty sets, the Z-set soft handover calls consist of 
all the S-set newly initiated and soft handover calls of the previous SHR (of looser 
characteristic set Zj-1,r) for which S is looser than Z that successfully reach the 
boundary of S H R'j -1 and S H Rj (no blocking can take place for calls "handed 
over" to S H Rj this way). 
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For Z = 0, if Zj-l,r ;2 Zj,r, we get 

x 
fIJ¢Sr;Zj_l,r \Zj,r 

fIJ )..~O(SHRj) = p~ew(SHRj I SHRj_l) x 

S)..~ew(SHRj_d + p~O(SHRj I SHRj_l) x 

x 
fIJ¢Sr;Zj_l,r \Zj,r 

(11) 

because for the Z = 0, the blocked soft handover calls consist of all those non­
blocked S-set newly initiated and soft handover calls of the previous SHR that S 
does not contain a cell from the tighter characteristic set Zj,r and that successfully 
reach SHRj (no new blocking again). 

For the completion of this recursive formula we need to give the initial condition 
and that can be 

(12) 

route h starts in S H Rf 

for Z ~ Zl,r, where z )"~(SHR'i.) d;j )..~(p'i.) Z Pc (SHR'i.) (here pr is the first centroid 
of route r), if we assume that the call arrival rate of calls coming from outside the 
target area to SH Rr is divided among the routes starting in the particular soft 
handover region in the proportion of the traffic volumes on these routes. 

Remark: The call arrival rate of soft handover calls of class centering SHRj is 

)..~O(SH Rj) d;j E Z )..~o (SH Rj) does not provide us such a simple relation like 
Zr;Zj,r 

equation (7) for the newly initiated call intensities (an analogous to equation (7) 
for the soft handover call intensities does not hold, for example because of equation 
(9)). 

Remark: We derive the Z-set call arrival rates to be able to calculate inter RNC 
traffic (we need the 2-leg and 3-leg proportion of the call arrival intensities in the 
soft handover regions to calculate the user-plane traffic on the Iur interface, see 
Section 2.4). We also need to know the proportion of the blocked call arrival rates 
in some soft handover regions when calculating the offered traffic load for a cell, 
see Section 2.5. 

We define the mean SHR residence time of call class c as the mean value of 
the holding time of the call of class c being in a specific SHR until the call is 
terminated or until it reaches the border of (is "handed over" to) the next SHR. 
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The mean SHR residence time of call class c originated in SHRj (from [1]) is 
Ij,r Ti,T t~,r 

h~eW(SHRj) = he - ~ I>--t;;;- (1- e-t;-), and since it includes a telescopic 
o i=l 

sum with Ti,r = Ti,r + ti,r we get 
t-l t t' 

(13) 

The mean SHR residence time of call class c "handed over" from SHRj_l to 
SHRj is 

T."r 

h;O(SHRj) = he(l- e-+C-), for 1 < j < Jr. 

The boundary conditions are 

because of the "backward lengthening" in the first cells of the route r and 

h~eW(SHRJJ = he, 

h~O(SHRJr) = he 

(14) 

(15) 

(16) 

(17) 

because the calls in the last cell of the route are not "handed over" to further SHRs. 
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Remark: Note that there is a simple relationship between the soft handover 
probability and the mean SHR residence time 

h:eW(SHR'j) = he(l- p:ew(SHR'j+1 I SHR'j)) , 

h~O(SHR'j) = he(l- p~O(SHR'j+l I SHR'j)), 

(18) 

(19) 

where equation (18) stands because of equations (1) and (13); (4) and (16) and 
equation (19) stands because of equations (2) and (14); (3) and (15); (5) and (17) 
respectively. 

We can calculate the Z -set traffic load for Z ~ Zj,r for the call class c for each 
soft handover region S H R'j (defined as the proportion of the traffic load that is 
induced by the calls that get connected to the base station set Z ~ Zj,r) by 

z Loade(SHR'j) = z)..;ew(SHRj) h~ew(SHRj) + 
+ z)..~O(SHRj) h~O(SHRj), (20) 

and thus the I-leg offered traffic load for any area (some soft handover regions 
together) can be calculated as the sum of those Z-set offered traffic loads of soft 
handover regions in the area for which IZI = I, for I = 0, 1, 2, 3. 

2.4 User-Plane Traffic Estimation on the Iur Interface 

Let the cell sets RNCI ~ {I, ... ,Neell} and RNC2 ~ {I, ... ,Neeu} represent two 
RNC-s (RNCI n RNC2 = 0 and the corresponding cells are connected to RNC! 
and RNC2 respectively). Using equation (20), we can get a lower bound for the 
traffic generated on the Iur interface between the two RNC-s 

= 

IurIOWer(RNCl, RNC2) = 
c 

1: 1: z Loade(SH Rj) x 

(21) 
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and an upper bound 

= 

Iur"pper (RNC1, RNC2) = 
c 

L L Z Loadc(SHRj) x 

(22) 

where we summed up all those Z-set traffic loads of the soft handover regions, which 
are both in RNC1 and RNC2 (see the first two summations) for sets Z ~ Zj,r 
that contain a cell of each RNC (Zl E RNC1,Z2 E RNC2), so the proper 2 and 
3-leg traffic loads (see the third summation and the indicator functions) for each 
call class (see the fourth summation). Note that we need the blocking probabilities 
here implicitly in the Z-set traffic loads through the Z-set call arrival rates. 

Notice that we could determine the exact value for the traffic on the lur inter­
face, but here we omit it because it is contagious to formulate it (the 3-leg traffic 
gives one or two-legged traffic on the lur interface depending on the route structure 
in the corresponding SHR). 

2.5 Cell Parameters 

Distribution of the Channel Occupancy Time. Consider the mean value 
of the cell residence time that is usually called channel occupancy time (it is the 
time during which an active call holds a channel in a cell). 

r is 
The mean channel occupancy time of c class calls originating in cell Z on route 

h 2 T(»·r 

hnew( (r») _ h __ C_(1_ -~) 
c Z - c () e c , T. Z ,r 

o 
(23) 

similarily to equation (13) and the mean channel occupancy time of c class calls 
handed over to cell Z is 

T(»,r 

hhO( (r») - h (1 -~) c Z - c -e c , (24) 
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similarily to equation (14), where Tciz),r is the travelling time on route r through 
I(.),r I(.),r (z),r) 

11 rp(z),r d!l '" t(z),r _ '" L Ii ( P' 3) ce Z,.Lo - L..J i - L..J ( ) see ~g, . 
i=1 i=1 v(li z ,r) 

We can also derive the distribution of the channel occupancy time in the cell for 
the newly initiated calls of class c as follows: 

Let ~(z) be the random variable of time required for a trip from the call orig­
inating point to the boundary of cell z on route r. From assumption (A8) and 
denoting the random variable of the holding time of a class c call by Te , we can get 
the probability of {~(z) < t} given that {Te > t} and given that the class c call is 

generated on l~z),r as 

Pe(~(z) < t I Te > t, { 

0 t < r,(z),r , - . 
d f (.),r l(z),r) ~ ~ T(z),r < t < T(z),r 

1. t~z),r , 1. - '&-1 

1 T (z),r < t 
, .-1 , 

I(.),r 

h T (z),r d!l E (z),r £ h . - 1 lId T(z),r d!l 0 were i - th or eac 2 - , ••• , (z) r - an I -, 
I (.z),r 

h=i+l 

On the other hand (similarily to the soft handover regions), the probability that 
d f (.),r 

a class c call is generated on l~z),r is equal to Pe(l~z),r) ~ ii.j,r, and thus uncondi­
o 

I(.},r 

tioning, we get Pr{~(z) < t I Tc > t} = E Pc(~(z) < t I Tc > t, l~z),r) pc(l~z),r) = 
i=1 

t I(.),r I(T(z),r < t < T(z),r) r,(z),r I(.),r I(T.(z),r < t) t(z),r t 
___ ",. - I-I • + '" I-I I = __ d 
rp(z),r L..J r.(z),r L..J r.(z),r r.(z),r' an 
.L 0 i=1 0 i=1 0 0 

introducing the density function of the above distribution, g£z),r(t) = ~, we can 
To ' 

get for the TJz),r random variable (the channel occupancy time in cell z on route 
r): 

TJ·),r -t 

Pr{TJz),r > t} = l g£z),r(s)ds 

the probability distribution of T~z),r is 

y:(z),r _ t 
Pr{T(z),r < t} = 1 - 0 e--t 

e y:(z),r' 
o 

(25) 

and the fJz),r probability density function of TJz),r is 

(26) 
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The mean channel occupancy time for the new c class calls in cell z on route 
TJo).r h 2 T(o).r 

r is then hnew(z(r») = ( t j(z).r(t)dt = h - _C_(1 - e-~) and this 
c 10 c c TJz).r ' 

coincides with equation (23). 

Blocking Probability and Offered Traffic Load. The offered traffic load 
for a cell is composed of all the newly initiated call intensities in the cell, the newly 
initiated and handover call intensities in the SHR preceding the cell on some route 
and succesfully reaching the boundary of the cell and finally the call arrival rates 
from outside the target area to the cell each multiplied by the corresponding mean 
channel occupancy times: 

Loadc(z) = L h~ew(z(r») )..~ew(SHRj) + h~o(z(r») x 
Zj.r3 z 

x{p~ew(SHRjISHRj_l)()..~ew(SHRj_l) _ fIJ )..~ew(SHRj_d) + 

+p~O(SHRjISHRj_l)()..~O(SHRj_l) _ fIJ )..~O(SHRj_d)} + 

+ L h~o(z(r»))..~(pi} (27) 
Zo.r3 z 

Having the offered traffic load, we can calculate the blocking probabilities of each 
call class c in each cell z by the multirate Erlang B formula (see [12]): 

(28) 

where bc is the equivalent power of the calls of class c, 8:. is the capacity of the cell 
z and the auxiliary function qO is given by the following recursion: 

{
1 ,fors=O 

q(s) = ~ ~ Loadc(z) bc q(s - bc) , for 0 < s :5 Sz. (29) 
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Unfortunately, the offered traffic load and the blocking probability are not in­
dependent of each other, therefore we can not get them explicitly. We have a si­
multaneous system of equations for the parameters of interest that we are going to 
solve numerically using the following straight-forward iterative algorithm: 

Step # 0: Calculate the soft handover probabilities for the new and the soft 
handover calls for each call class c = 1, . . . ,C in each soft handover region S H Rj , 
j = 1, ... ,Jr on each route r = 1, ... ,R by equations (1), (2), (3), (4) and (5) and 
the mean SHR residence time by equations (13), (14), (15), (16) and (17) or by 
equations (18) and (19) knowing the soft handover probabilities already - all these 
will not change any more. 

Step # 1: Calculate the call intensities for each call class c = 1,..., C in 
each soft handover region S H Rj, j = 1, ... ,Jr on all routes r = 1, ... ,R by 
equations (6), (8), (9), (10), (11) and (12) (the very first step is calculated assuming 
infinite cell capacities that is each blocking probability Be(z) equals 0 for all cells 
Z = 1, ... ,Neell and for each call class c = 1, ... ,C). 

Step # 2: Calculate the Z -set traffic load for each Z ~ Zj,r for call class c = 
1, ... ,C in each soft handover region SH Rj, j = 1, ... ,Jr on each route r = 
1, ... ,R by equation (20) and the offered traffic load for each cell z = 1, ... ,Neell 

by equation (27) respectively. 

Step # 3: Calculate the blocking probabilities for each call class c = 1, ... ,C 
and for each cell z = 1, ... ,Neeu by using equations (29) and (28). 

Repeat: Steps #1, #2 and #3 until a predefined stopping condition is not sat­
isfied (some stopping conditions: given number of iterations; soft handover proba­
bilities and/or offered loads and/or blocking probabilities do not change more than 
some predefined small positive real number(s)). 

Remark: The simultaneous system of equations define an f : lR M ---+ lR M con­
tinuous function, where M is the number of parameters (as a function of the system 
parameters). We can consider function f as a continuous, bounded function from 
a bounded M-dimensional space (the probabilities are bounded and other param­
eters can be normalized for example by the sum of the corresponding parameters). 
Therefore, this function f has a fixed point f(x) = x (this is exactly the claim of 
the Brouwer's fixed point theorem, see [13]) and this makes our iterative algorithm 
reasonable. 

Soft Handover Intensities. We can derive a very important cell parameter, the 
soft handover intensity (mean number of hand over requests in the cell (to the cell)) 
that consists of the non-blocked newly initiated calls in the SHR region preceding 
the cell on some route and the non-blocked soft handover calls in the same SHR 
that reach the boundary of the cell and the call arrival rates from outside the target 
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area (if the cell is on the boundary of it): 

'E {p~ew(SHRjISHRj_l)(>.~ew(SHRj_d-
Zj.r3Z~Zj_l.r 

_ fIJ >.~ew(SHR'j_l)) + p~O(SHR'jISHR'j_d(>,~O(SHR'j_d­
- fIJ >.~o (SH Rj-l)) } + 'E >.~ (pi"). 

Zo.r3 z 

2.6 A Numerical Example 

(30) 

Let us consider the road network depicted in Fig. 4. The cell radius is Ro = 2 (units 
of length), the cell center distance is D = 3 (units of length), the cell capacities 
are Sz = 12 (units in channel) for z = 0, ... ,9. The O-D table used can be seen 
in Table 1. Streets [cO, ell and [el, c2] are avenues, street [cO, c3] is main street and 
street [c2, c3] is a minor street (see the load-speed profile, Fig. 5). 

Three kind of call classes are considered (Table 2). 

Table 2. Class parameters 

IIhc (hour)l>.c (call/hour/user)lbc (voice equivalent)1 

voice (c = 1) 0.025 0.8 1 
data (c = 2) 0.075 0.2 3 
video (c = 3) 0.25 0.002 8 

No call arrival rates were considered from outside the area (>'~(cj) = 0, j = 
0,1,2,3). 

We had two scenarios for calculating the traffic on the Iur interface (two pairs 
of RNC-s) 
Scenario #1: RNCI = {O, 1,2,3}, RNC2 = {4,5,6, 7,8,9} (vertical cut), 
Scenario #2: RNCI = {O, 3, 4, 7}, RNC2 = {I, 2, 5, 6, 8, 9} (horizontal cut). 

The Iur traffic estimators for the two scenarios are: 
Scenario #1: 6.557428:5 Iur(RNC1, RNC2) :5 8.065130, 

(Iurlowero :5 IurO :5 Iuruppero) 
Scenario #2: Iur(RNCl, RNC2) = 0.491769. 

Not suprisingly, the offered user-plane traffic on the Iur interface is much more 
bigger in the case of the "vertical cut" scenario (the vertical cut goes through the 
streets [cO, c3] and [el, c2] with heavier traffic flowing on them). 

In Table 3, we have summarized the offered traffic load, blocking probabilities 
and soft handover intensities for the cells. 
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Table 3. Both Scenario #1 and #2 parameters 

!cells II L2(Z) I B2(z) I tnA~O(Z) I 
z=o 3.684217 0.540058 15.450449 
z=l 0.485426 0.010870 2.065872 
z=2 3.340962 0.483740 13.241960 
z=3 3.397117 0.582286 10.021143 
z=4 2.013934 0.334187 15.434090 
z=5 2.021324 0.317490 12.582370 
z=6 3.363575 0.559529 7.822015 
z=7 3.561136 0.527074 15.594346 
z=8 0.318122 0.003280 2.524403 
z=9 3.808097 0.548885 13.647168 

3 Conclusion 

The traffic analysis method presented in [1) has been derived for a model considering 
soft handovers by introducing more detailed parameters (equations (6), (8), (9), 
(10) and (11)) for finite capacity cells. 

The distribution and density of the channel occupancy time for a cell in equa­
tions (25) and (26) has been derived. 

An iterative algorithm has also been detailed to solve our system of simultane­
ous non-linear equations (the offered traffic load, needed for calculating the blocking 
probabilities of the cells, have been expressed with the detailed parameters - equa­
tion (27». 

The traffic load for soft handover regions has been derived enabling the calcu­
lation of the overhead caused by the soft handover traffic in the transport network. 
The traffic load for soft handover regions were used to calculate the offered traffic 
on the lur interface (equations (20), (21) and (22)). 

We have shown on a simple numerical example that there can be significant 
difference in terms of inter RNC traffic among different RNC structures. Therefore, 
it is useful to solve a clustering problem for the grouping of cells to RNC-s opti­
mizing (minimizing) the inter RNC traffic. For example, this way our results and 
our software could be a part of a network planning procedure. 

A Appendix: Incremental Assignment Method 

The incremental assignment mechanism is based on a multistep shortest route rout­
ing algorithm in which the 'User optimal rule is assumed. The user optimal rule 
means that it seems reasonable to assume that each subscriber always selects the 
shortest route between two centroids. 
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Fig. 4. A road network Fig. 5. Load-speed profiles 

We define the transportation usage cost of a street as the travel time of vehicles 
moving along the street in our case as in [1]: 

UsageCost(j) (hour) = v(jtWJ~,;:(Lr)' 
where L(j) is the length of street j and v(j) is the speed of vehicles in street j. 
L(j) is obtained from the road systems model and v(j) is given by the load-speed 
profile of street j, where the load-speed street profile characterizes the street and 
represents the relation between the traffic volume and the speed of vehicles in the 
street. Streets are classified into different types such as avenue, main street, minor 
street etc., according to the scale of the traffic they can carry. Each type of street 
has its own load-speed profile. Fig. 5 shows an example of these profiles. 

Let ODij be the traffic volume from centroid i to centroid j, which is given by 
the O-D table. The incremental assignment method approximately estimates the 
amount of traffic volume flowing along each possible alternative route from centroid 
i to centroid j. For the estimation, the method divides the traffic volume into m 
parts and in m number of steps it assigns O~ij amount of traffic volume to the 
shortest route between centroid i and centroid j (the well-known Dijkstra-algotithm 
is used for the calculation of the shortest route, see in [14] for example). In each 
step, the vehicular traffic gradually adapts to the street network environment (the 
traffic volume on each link changes, the usage cost of each street also changes), 
consequently the shortest route can change as well - the cost of a route is the sum 
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of the usage costs of the streets of the trip between centroid i and centroid j. The 
larger the value of m, the more accurate approximation is achieved. 
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Abstract. One of the key problems to be solved in Mesurement-Based Admission 
Control is to efficiently utilise the information provided by the sources and measured 
by the network. There is a direct relationship between the amount of information 
available and the resulting effectiveness of the admission algorithm. In this paper 
we analyse the tradeoff between complexity and effectiveness using a practial class 
of AC methods in the context of Differentiated Services Internet. 

1 Introduction 

When a network aims to provide any guarantee on the quality of its service it must 
introduce some form of Admission Control (AC) to protect the network from over­
load. AC algorithms check incoming requests and decide if they can be served at the 
requested quality without degrading the quality of other connections. The decision 
is based on traffic information supplied by the sources, measured by switches or 
assumed by the AC algorithm. 

Recently numerous papers discussed different AC approaches utilising a differ­
ent mix of the above three information sources. In [1] the decision is based on a com­
plex, deterministic descriptor, which, if tightly set, enables high utilisation without 
performing on-line measurements. Heuristic methods [2-5] make simple measure­
ments and assume that some statistical properties of the traffic remain constant or 
predictable. [6] describes a theoretic approach where sources are assumed to be well 
described by MMPP processes. [7] gives effective bandwidth formulae for a class of 
non Markovian sources, where state transitions are modelled by a markov chain. [8] 
uses measurements of the average and variance of the rate and assumes Gaussian 
property of the aggregate. Sally Floyd's method [9] uses the Hoeffding bound to 
compute a theoretical upper bound on the overflow probability, expects only a peak 
rate from the sources, measures the aggregate mean rate and assumes the indepen­
dence and weak stationarity of the sources. Brichet and Simonian [10] can achieve 
higher utilisation using token bucket parameters supplied by the sources. In [11] 
we proposed an AC algorithm that uses admitted peak rates and token buckets, 
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and measurements of the variance and mean providing a tighter bound. Finally the 
work of S. Crosbyet al. is mentioned [12J, their Mosquito algorithm uses detailed 
per-flow measurements to approximate the SCGF of the flows and assumes weak 
dependence among consecutive time periods. 

The efficiency of these AC methods can be evaluated by their ability to meet 
the primary and secondary goals of AC. The primary goal is to ensure that the ad­
mittance of a flow will not degrade the service level of already admitted traffic. The 
secondary goal is to admit as many traffic as possible while ensuring the primary 
goal. 

Each information source has its own drawbacks and benefits meeting these goals: 

• Information provided by the sources. This type of information can be the most 
reliable and also this can be enforced at the ingress point by traffic policing or 
shaping. However in many cases sources can not provide an exact and detailed 
characterisation of their traffic at the time of flow setup because of the highly 
varying nature of traffic generated by certain applications e.g., streaming video. 
As a result these descriptor sets usually can only be fitted very loosely thus 
limiting the efficiency of admission control algorithms that rely only on the 
supplied parameters. Furthermore we should not force applications to fit certain 
complex traffic models rather on the contrary: the traffic descriptors should be 
general and simple enough to fit all the needs of current and future applications. 

• Information based on assumptions. Assumptions are very useful in approach­
ing the AC problem with analytical tools. The drawback is that these assump­
tions can be very misleading and certain -traditionally used- assumptions in 
telecommunications such as Poission models have been proven to model IP 
traffic poorly [13J. Thus more complex models are suggested by most authors, 
but their applicability in AC have not been proven satisfactorily. 

• Information based on measurements. Measurements are made to increase our 
knowledge about the traffic. The measured data is then used to fit the model 
we assumed the traffic fits best. On the other hand measurement has its limits 
as well and the infromation which can be gained using measurements is also 
limited due to practical or theoretical reasons. Measurements always have some 
variance (error) that will cause erroneous AC decisions. This variance can be 
decreased by measuring a larger number of flows or increasing the measure­
ment period. This is not always possible, as the time interval that would be 
required for precise measuremnet may be larger than the length of the flows or 
the timescale during which the process can be considered stationary. There are 
also practical limitations of using measurements, as obtaining certain complex 
statistics or measuring a large number of parameters may require an uneco­
nomical amount of resources. 

In a previous paper [l1J we argued that an efficient and scalable admission 
control algorithm should utilise these three information sources in the following 
way: 

1. Information provided by the sources should be simple and easy to police. 
2. The required assumptions should be simple and reasonable for example weak 

stationarity or independence. 
3. Measurements should be done only on large traffic aggregates and not per-flow. 
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In this paper we analyse the tradeoff between the detailedness of measurements 
and the gain in AC effectiveness, i.e., the tightness of the effective bandwidth cal­
culations based on the parameters. Our conclusion is that measuring the traffic in 
a small number of groups gives the same performance as per-flow measurements, 
while the implementation of the former does not exhibit the scalability problems of 
the latter. We present an optimal strategy to group the flows and also demonstrate 
our conclusions using measured real-life TCP lIP traffic. 

2 AC model with flow grouping 

We assume a class of AC methods, where at flow setup time the sources admit 
only their peak rates hk, which is simple, general and easy to enforce. The router 
has a FIFO buffer on the outgoing interface with service rate C. For efficient ad­
mission control decision, the router makes measurements on the average bit-rate 
of the traffic. We can examine the tradeoff of efficiency vs. complexity by vary­
ing the detailed ness of these measurements. The two ends of the spectrum under 
consideration are: 

• Only the aggregate traffic on the link is measured. This is very easy to imple­
ment, just a simple counter is required on the interface . 

• All packets are classified according to their flow (e.g., they are classified based 
on the source and destination addresses, port numbers, logical connection iden­
tifier) and the average rate of each flow is measured separately: mk. This is 
much more complex to do as it not only requires to keep per flow states in each 
router, but also classification is needed for each packet to decide which flow k 
it belongs to. 

The first end of the spectrum scales well but gives only an overall measurement 
althogh the flows may be very different in their traffic statistics and how they utilize 
their profiles. Using aggregate measurements, this information is lost, so a conser­
vative effective bandwidth calculation has to be used. If per-flow measurements are 
available then we know more about the behaviour of the sources and can derive 
tighter bounds for the effective bandwidth. 

In between the two extremes we can find methods in which we group a number of 
flows into a limited number of groups and we make measurements of the aggregate 
traffic of the groups only. We do not differentiate the flows further within a group. 
This way we have more information than just the aggregate and also classiffication 
may be easier to do for a limited number of groups. We predict that the more 
groups we make the tighter bound can be given. Furthermore, if the grouping is 
done in an optimal way even higher utilization can be achieved. 

In this paper, the presented AC methods are based on the concept of effective 
bandwidth and zero buffer approximation. (A non zero buffer approximation can be 
found in [l1J.) The effective bandwidth of the aggregate traffic is BW if 

(1) 

where f is the saturation probability. A new flow is admitted if BW :S C where the 
new flow is included. 
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The rest of the paper is organized in the following way: in Section 3 we show how 
to construct an AC method with aggregate measurement, in Section 4 the method 
based on grouping is derived. Examples for the methods are given in Section 5. 
Section 6 and 7 discuss the way we group flows. In Section 8 a real life example is 
shown. 

3 Effective bandwidths based on aggregate 
measurement 

In [14] it is shown how the Chernoff bound leads to the Hoeffding bound using 
a suitable overestimation of the moment generating function. In this section we 
present another overestimation of the Chernoff bound which will make it easy to 
understand the extension we give later in the paper. Using the Chernoff bound 
the effective bandwidth of the aggregate traffic can be expressed as a function of s 
(s> 0) [14] 

1 N ( eshk 1 ) BW(s)=:;L:ln 1+ hk- mk +; 
k=l 

(2) 

Where N is the number of flows, hk and mk are the peak and measured mean rates 
of flow k respectively. 'Y = - in e, where e is the probability that the link capacity 
is exceeded. This inequality holds for any s > 0, so for a tight result (2) should be 
optimized for s. 

If we know the individual values of mk (per-flow measurements) then this ex­
pression can be directly used for AC. In this case the mk of the new flow has to 
be estimated (e.g. by hk or a token rate if provided). If we can measure only the 
aggregate then we need to modify this expression to contain only the aggregate 
mean. First we rewrite this expression as 

1 N ( eshk - 1 ) 'Y BW(s) = -In n 1 + h mk +-
s k=l k S 

(3) 

Factorizing: 

fl (1 + eSh~k-1 mk) = fl (eSh~k-1) fl ( mk + eSh~k_ 1) (4) 

The geometric mean is smaller than the algebric 

(5) 

And the effective bandwidth expression is 

BW(s) ~ BWapprox(S) 

_ N I (M + 2:~=1 e.k:_l) 1 EN I ( hk ) 'Y --n -- n +-
s N s eShk - 1 s 

k=l 

(6) 
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Where M = E mk is the aggregate load measurement. The saturation probability 
is not exceeded for any value of s > 0, for optimal utilization we may find the 
optimal s where this expression is minimal 

BWapprox = min(BWapprox(s)) (7) 
s 

This bound -which is an overestimation of the Chernoff bound- is always tighter 
than the Hoeffding bound, but cannot be expressed in a closed form. A good ap­
proximation for s can be found by using the first few elements of the Taylor series 
and then differentiating on s. (See [11].) 

Sopt = 'Y 

l,\:",N h.2_1 . .l.(M_l.,\:",N h.)2 
8 L.Jj=l J 2 N 2 L.Jj=l J 

The closed form result using this approximation is still in most cases tighter 
than the Hoeffding bound, especially if the traffic is biased to high or low mean­
to-peak ratio, which is the typical case for most current applications. (See again 
[11].) 

Note that during the calculations a major step was (3) where using an approx­
imation we replaced the expression with an other where only the sum of means is 
present. On a network link this means that only a simple counter is needed for the 
aggregate traffic measuring the transmitted amount of bytes during a given period. 

4 Effective bandwidths based on measurements of flow 
groups 

In this section an effective bandwidth expression is given which contains information 
on load measurements only on a per group basis, where the number of groups can 
range from 1 (in this case we have aggregate measurement only) to the total number 
of flows (in this case per flow measurements are done). First we give a solution which 
is true for arbitrary grouping. Then in Section 6 problem of grouping is addressed. 

Let's group the N flows into G sets (groups), and denote these sets as Ai, i = 
l..G and let ni := JAiJ the number of flows in group i. Then using the algebric­
geometric inequality among the groups we get 

(8) 
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The full effective bandwidth expression is: 

1 ~ (Mi + ~kEAi estkk_l) 
BW(s) :5 BWgroup.(S) = :; L.J ni In n. 

i=l '& 

N 

1 E ( hk ) "( -- In +-
S eShk -1 S 

k=l 

(9) 

Where Mi = ~kEAi mk is the average load measurement for group i. 
A good approximation for S is derived in Appendix A. The result is 

Sopt = 

Clearly the tightness of this expression depends on the choices of: 

• the number of groups (G) 
• the distribution of flows among the groups (Ai) 

Expression (4) can be optimized for both. For the second a simple "rule of thumb" 
exists: if we select "similar" flows into the same group then the geometric mean 
will be closer to the algebric in (4) resulting in tighter bandwidth estimation. 

The term "similar" here denotes flows with similar V(k) = mk + hk/(eshk - 1) 
values. The problem is hard because S is still an unresolved parameter. But in any 
case flows with similar mk and hk are "similar" in this sense. As a practical example 
we can say that all flows belonging to similar application types (e.g. IP telephony, 
streaming video, file transfer) are "similar". 

5 Is there any practical gain in grouping? 

The gain is obvious if the grouping is done efficiently, and there are 'similar' types 
of flows. We did a test to see the magnitude of this gain. We assumed two typi­
cal applications and created two randomized sets of flows with similar mean and 
peak rates within a group. (See Figure 1a.) Type-1 flows have average peak rate 
100kbit/s and average mean-to-peak ratio 0.5, while type-2 flows have average peak 
rate 1Mbit/s and average mean-to-peak ratio 0.1. The first type may model high 
quality streaming audio with low burstiness and lower peak rates, the second may 
correspond to MPEG compressed real-time video applications with high peak rates 
and relatively low mean-to-peak ratios. 

On Figure lb. the gain in the admitted number of flows can be observed if we 
group the flows into two groups and make load measurements per group instead of 
measuring the aggregate. The lower line is the admittance region if aggregate load 
measurement is used (Hoeffding bound based admission control), the upper line 
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shows when we group the flows according to their types (group-1 contains type-1 
and group-2 contains type-2 flows). 

We can see that in case of distinct flow sets high gain can be achieved when we 
do correct grouping. 
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Fig. 1. a) Randomly generated test set of flows. b) Admittance region of flow type-l 
versus flow type-2. 
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6 How to group flows? 

A tight approximation of the per-flow formulae can be done if flows with similar 
V(k) values are grouped together. On Figure 2 the V(k) values of the flows from 
the previous example is plotted in ascending order. 

090 
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§; 070 

tr---I!. fHe tral'llfer 
G--tJ r8ll1-1ime 

0~0~------100~------~~----~~------~~ 

floWilOrted in ucending order 

Fig. 2. V(k) values for flows (s=1.122). 

After sorting - interestingly - all flows of type-l can be found on the left side and 
all flows of type-2 on the right side, and there is a significant jump exatcly where 
the two groups can be separated. This suggests to define the groups according to 
where such jumps are visible on the V(k) plot. 

V(k) is influenced by the transport protocol, the application and the behavior 
of the user as well. In real networks it can be expected that there will be typical 
combinations of the above three (e.g. telephony: RTP/UDP, ON/OFF type with 
peak rate around 10kbps and mean-to-peak ratio close to 0.5) resulting in clusters 
on the (mk' mk/hk) scatter plot. 

In the following example there are more traffic types differing significantly in 
peak and mean rates. See Figure 3a. The corresponding sorted V(k) plot is also 
diplayed on Figure 3b. This latter graph also shows the seasonal difference of the 
V(k) curve which reveals three regions - suggesting the use of three groups. 

7 How many groups are needed? 

By increasing the number of groups we gain more knowledge and so we expect 
tighter bounds on the effective bandwidth. On the other hand if the number of 
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Fig. 3. a) Scatter plot of flows belonging to 4 groups. b) V(k) plot of flows and its 
seasonal difference plot. 

groups is large, more measurements are needed and classification may be more 
complex which may limit the scalability of the method. 

To show this tradeoff a random set of flows are evenly placed on the (peak, 
mean-to-peak) space (see Figure 4a). Then the number of groups G is increased 
to see how much gain is achieved with different number of groups. For a certain 
G the flows are sorted by their V(k) values and are evenly divided into G groups 
such that N / G flows fall into each group. Figure 4b shows the gain achieved by 
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grouping, calculated as the ratio of BW - M and BWgroups - M, where M is the 
total average rate of the traffic. 

The figure suggests that it is enough to use only a very few number of groups, 
and any further increase in the number of groups (e.g. per-flow measurements) does 
not give significantly higher gain. 
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Fig. 4. a) Random flow set. b) The gain vs. the number of groups. 
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8 Analysis of a dial-in service. 

Finally we used measurements of a real dial-in service. Flows were defined as all 
packets arriving to a specific IP address and with the same source TCP /UDP port 
number, as we tried to differentiate among different application types. We assumed 
that the peak rates of the flows equaled the modem connection speed which was 
in most cases 33Kbits/sec. It is likely that the peak rate values provided by the 
sources will not be more accurate in the near future (especially in the absence of 
appropriate real-time operating systems and protocols). The observed average rates 
are displayed on Figure 5. The TCP flows are spread out widely, but the UDP flows 
are more concentrated around 0.5 mean-to-peak (approximately 16kbps) which is 
caused by streaming video/audio applications (e.g. RealAudio). After grouping the 
flows according to their protocol, the admittance regions are plotted for different 
TCP-UDP traffic mixes on Figure 6. 
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Fig. 5. Histogram of measured mean-to-peak ratios of modem flows containing a) 
UDP and b) TCP packets. 

9 Conclusion 

We introduced a class of admission control algorithms based on the effective band­
width concept. We argued that between the two extremes suggested so far for 
MBAC (i.e., aggregate and per-flow measurements) there exists a range of algo­
rithms based on flow grouping that differ in implementation complexity and in the 
extent they can exploit the statistical multiplexing gain. The paper contains closed 
form formulae for these AC algorithms. Through examples we demonstrated that 
by increasing the number of groups the aggregate effective bandwidth decreases 
but the benefit from this is significant only for very few groups which means that 
a simple implementation of only a few groups can utilise most of the gain. We also 
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Fig. 6. Admittance region of UDP versus TCP flows, link capacity C = 2MlYit/s. 

give a heuristics of how to group flows efficiently and finally we demonstrate the 
efficiency of the method on data collected in a real-life dial-in service. 

A Finding an approximate value for s 

The effective bandwidth formula for grouped flows is the following: 

1~G ~ [(Mi 1 ~ hk )eShj _1] r BWgroups (s) = - In - + - h 1 h + -
S n· n' eS k - . S 

i=1 jEAi " kEAi J 

Taking the series expansion of hk/(eshk - 1) we get: 

hk 1 1 1 2 1 4 3 5 
eshk -1 = -; - "2hk + 12 hkS - 720hkS + O(s ) 

Substituting the first 3 elements (higher terms would disappear during the next 
steps) we get 

BWgroup.(S) 

1 G [(Mi 1 1 1 ) eShj -1] r = - " ''In - + - - -Hi-HHiS ni + -
S L..J L..J n· S 2n' 12n· h· S 

i=1 jEAi ' " J 
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using the notation Hi = L:kEAi hk and HHi = L:kEAi h~. Taking the series of the 
logarithm: 

Substituting back to BWgroups 

G 2 
" 1 1 (2Mi - Hi) "( 

BWgroups(S) ~ L Mi + '8 HHiS - '8 n S +-; 
i=1 1 

By deriving this solving for S = 0 we get an approximation 

and 

S~ 

G 

BWgroups(s) ~ L Mi + 
i=l 

1 (~ (2Mi - Hi)2) -"( L HHi - -"-----'-
2 i=l ni 

which is always smaller than the Hoeffding bound and is equal when the group 
mean-to-peak ratio is 0.5 which is leads to the highest variance in case of on/off 
sources and is thus worst case in some sense. 

G 

BWHoeffding(S) = L Mi + 
i=l 
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Abstract. Web servers often experience overload situations due to the extremely 
bursty nature of Internet traffic, popular online events or malicious attacks. Such 
overload situations significantly affect performance and may result in lost revenue 
as reported by the recent denial of service attacks. Overload control schemes are 
well researched and understood in telecommunication systems. However, their use 
in web servers is currently very limited. Our focus in this paper is to propose effec­
tive overload control mechanisms for web servers. An important aspect in overload 
control is to minimize the work spent on a request which is eventually not serviced 
due to overload. This paper studies three simple schemes for controlling the load 
effectively. The first scheme selectively drops incoming requests as they arrive at 
the server using an intelligent network interface card (NIC). The second scheme 
provides feedback to a previous node (proxy server or ultimate client) to allow a 
gapping control that reduces offered load under overload. The third scheme is sim­
ply a combination of the two. The experimental results show that even these simple 
schemes are effective in improving the throughput of the web server by 40% and 
response time by 70% under heavy overloads, as compared with the case without 
any overload control. 

1 Motivation 

The exploding use of web-based user interfaces for conducting business on the 
Internet has brought to focus the problem of dealing with overloads to which the 
web servers (especially those that form the front end of an e-commerce site) are 
subjected to. This paper motivates the need for overload control and presents results 
of some preliminary experiments on overload control. 

It is well-established by now that Internet traffic is very bursty over a large 
range of time-scales and shows asymptotic self-similarity and multi-fractal behav­
ior at intermediate time scales. For example, our study of web-server request pro­
cess in [2] shows that the busy-period traffic is asymptotically self-similar with a 
Hurst parameter of around 0.8. Several studies have also shown that WAN traffic 
is multifractal in nature [15,3]. Informally, self-similarity and multifractal behavior 
imply that there is considerable bunching of requests as they arrive at the server. 
Such an arrival process is known to lead to heavy-tailed queue-length distribution, 
which means that unless the web server is engineered for a rather low average op­
erating load, it will experience huge swings in response times and may occasionally 
experience queue overflows (and the consequent "server-too-busy" errors sent to 
clients). 

K. Goto et al. (eds.), Performance and QoS of Next Generation Networking
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Our recent analysis of e-commerce sites suggests that e-commerce traffic usually 
cannot be assumed to be stationary for more than 10-15 minutes [4]. Nonstationarity 
further exacerbates loading problems on the web server and consequently degrades 
user experiences. In addition, e-commerce sites are increasingly affected by special 
events either directly (e.g., promotional sale held by the site itself) or indirectly 
(e.g., championship game broadcast by television along with advertisements that 
direct viewers to the site). Such events can easily subject the front ends (i.e., web 
servers) of the e-commerce sites to loads that are an order of magnitude higher 
than normal loads, and thus cannot be handled by conservative engineering prac­
tices. The massive overload of Victoria Secret's web site during the last Superbowl 
illustrates this point very well. 

All these characteristics call for effective overload control of web servers. The 
recent denial of service (DoS) attacks on major web-sites has highlighted this need 
even further. The DoS attacks are usually carried out by a simple program, usually 
replicated on a large number of clients, that sends out a barrage of HTTP requests 
to the web-site and overloads it. Obviously, combating such DoS attacks requires 
an overload control scheme that can reject requests selectively from misbehaving 
clients. This would require rather sophisticated overload controls, which can be 
built on the foundation laid in this paper. 

The outline for the rest of the paper is as follows. Section 2 discusses load man­
agement schemes both in the context of telecommunications systems (where they 
are most well developed) and as they are currently employed by the web servers. 
Section 3 describes the experimental setup, Section 4 presents the overload con­
trol methods that were tested, and section 5 presents the results. Finally, section 6 
concludes the paper and discusses areas for further work. 

2 Overview of Overload Control Mechanisms 

Overload control is a very well-researched topic in telecommunications systems, 
and a carefully designed overload control scheme is a part of every level of the 
SS7 signalling stack [10-12,8]. In particular, telecommunications signalling nodes 
use a hierarchical structure to isolate each SS7 layer from congestion at other lay­
ers. Also, every signalling link, its associated processor, all network level (MTP3) 
processors, and all application level (ISUP /BISUP or TeAP) processors are pro­
tected by appropriate congestion control mechanisms. This section first discusses 
the general structure of these overload control schemes, and then points out special 
considerations for applying them to web-servers. 

2.1 Overload control in Telecommunications Systems 

The signalling network used in telecommunications systems (SS7) is a datagram 
network where most telephony related services do not establish any explicit virtual 
circuit for an end to end reliable communication. Only the link-layer uses trans­
parent retransmissions to cope with (link level) errors; higher layers (including 
application) depend on other mechanisms such as timeouts, redundant messages, 
and explicit repetition of certain messages for lost/corrupted/duplicated/delayed 
messages. This approach is different from the web-server environment where the 
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transport (TCP) layer is supposed to provide transparent protection against all 
losses/duplications of messages. Such a behavior considerably complicates feedback 
overload control as discussed later in the paper. 

In the following, overload control schemes are described in general terms. Details 
of specific schemes for link, network and application level congestion control may be 
found in [10]. The overload control is typically effected by defining 3 thresholds for 
the monitored parameter (e.g., CPU queue length) (a) abatement, (b) onset, and 
(c) discard. When the onset threshold is crossed from below, a feedback message 
is sent out towards the traffic source to request cut-down in the traffic. The traffic 
throttling happens at some control node, which is usually just the previous node, 
but could in principle be any node on the path back to the source, including the 
source itself. If the discard threshold is crossed before the traffic has been adequately 
cut-down, the excess traffic is simply discarded. Once the onset threshold is crossed, 
feedback messages continue to be sent until the monitored parameter goes below 
the abatement threshold. The motivation of continuous feedback is both to guard 
against dropped feedback messages and also to effectively handle rapidly fluctuating 
loads. In order to limit the feedback related overhead, most schemes don't send 
feedback for every message. Instead, they may send feedback for every n messages 
or every T seconds, where n or T are parameters of the control mechanism. 

One crucial aspect in overload control is the amount of resources expended on 
calls that are eventually dropped. Since setting up/tearing down a call involves a 
sequence of signalling messages, it helps to be more reluctant to drop messages well 
into the call setup process. Also, it undesirable to drop messages related to call 
teardown, since processing those messages would release resources. This brings in 
the concept of congestion priorities for various messages. That is, depending on their 
expected importance, messages are assigned congestion priorities for the purposes of 
overload control. Congestion priorities need not be identical to scheduling priorities 
at the server; for example, the server may process all accepted messages in a FCFS 
manner but give high congestion priorities to important messages so that they are 
unlikely to be dropped. Congestion priorities are implemented by using a separate 
sequence of abatement (Ai), onset (Oi) and discard (Di) threshold for each priority 
level i. (Assuming that higher i represents higher congestion priority, one typically 
uses Ai+l > Di') The feedback message indicates the priority level at which onset 
threshold has been crossed. The highest onset level crossed essentially indicates the 
priority level such that all messages of same and lower priority are to be throttled. 

Even when only one congestion priority is used, it may be useful to have a 
sequence of increasing onset levels, such that crossing level Oi indicates a "severity­
level" of i to the control node. This can be used by the control node for deciding the 
how much traffic to throttle. The SS7 application-level congestion control mecha­
nisms known as automatic congestion control (ACC) and automatic code gapping 
(ACG) use such an approach. The severity level is typically used in one of the 
following two ways for traffic throttling at the control node: 

1. Percentage throttling: Traffic is throttled probabilistically (with higher drop 
probability at higher severity level). 

2. Gapping control: The severity level is translated into a "gap" (i.e., minimum 
time between successive requests) and this gap is enforced by dropping all 
non-conforming requests. 
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Many considerations go into setting various congestion thresholds including 
feedback delays (which decides spacing between onset and discard thresholds), max­
imum acceptable response time (which decides location of onset threshold), prob­
ability of the queue running empty (which decides the abatement threshold), etc. 
These considerations apply in the web-server context as well, but a full discussion 
of these is beyond the scope of this paper. 

2.2 Overload Control in Web servers 

Before considering overload controls, let us first note a few important distinctions 
between web-servers and SS7 signalling nodes. Unlike the latter, current web servers 
have a monolithic architecture, with most of the processing performed on the main 
processor. A direct consequence of monolithic structure is large overhead associ­
ated with bringing a request up to the application layer. (The current architecture 
also results in unexpected bottlenecks which makes explicit overload control even 
more important [1].) In particular, an incoming packet will result in I/O interrupt 
handling, TCP processing, message assembly, possibly a copy from kernel to user 
space, and message analysis at the HTTP level, before the request can actually 
be dropped. This "wasted effort" would result in an unstable situation where the 
throughput continues to degrade as a function of overload amount. This is a critical 
consideration in any practical overload control scheme for web-servers. As the Web 
server architecture matures, it is expected that different software layers would run 
on different physical processors, which would make the task of isolating each proces­
sor easier. In fact, driven by the needs for QoS support, IPSec support [6], offioading 
of protocol processing from the main processor, etc., more distributed approaches 
are emerging rapidly. One such approach is to have several special purpose proces­
sors connected via a high-speed, low latency interconnect (e.g. InfiniBand™) for 
assisting the main processor (e.g., for TCP processing, security processing, etc.). 
Concurrently, the intelligence is percolating down into "protocol processors" and 
intelligent NICS that can do packet classification, packet forwarding, partial TCP 
processing (e.g., TCP checksums), etc. Assuming that these processors do not them­
selves get bottlenecked, much of the overhead of dropping packets is eliminated and 
good overload performance can be achieved. The experiments reported here used 
such a setup. It is important to note, however, that much of the benefit of overload 
control can also be achieved by implementing packet classification and dropping in 
the driver software of an ordinary NIC. 

The overload control mechanisms in place in current web servers are rather rudi­
mentary. Often, the only overload control technique is to return the HTTP server 
too busy message if the HTTP server queue exceeds some threshold. It is then up 
to the client to decide whether it wants to retry the request and with how much 
delay. A more sophisticated scheme is to do admission control at a node in front of 
the server farm (e.g., a load-balancer), so that web-servers don't have to deal with 
excess requests. Such an approach does not result in any wasted work on the web 
servers, however, it requires HTTP processing capability in the front end, which is 
used more and more as the overload increases. Thus, the detrimental effect of over­
load (i.e., wasted work) occurs at the front end, which is highly undesirable. More 
sophisticated load balancers also try to do balancing between multiple clusters of 
web-servers, perhaps located in geographically diverse areas [14,13]. The geograph­
ical diversity allows the use of spare capacity in another region if the servers in 
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one region are overwhelmed. It is also possible to exploit geographically distributed 
servers in minimizing the effects of network congestion and delays. Although so­
phisticated load-balancing can help considerably in alleviating overloads caused by 
the highly variable nature of the web traffic, it must be noted that load-balancing 
cannot replace proper overload control. Thus, a good overload control is essential for 
commercial grade servers even with load-balancing. Moreover, for small (e.g., single 
node) web-servers where load-balancing does not apply, or when not all servers can 
handle all web-pages, overload control becomes even more essential. 

In this paper, a direct implementation of overload control on the web-server is 
explored without necessarily assuming the presence of a "front-end" node that does 
admission control or load balancing. The motivation is to decentralise the rather 
heavy duty tasks of packet classification (needed for QoS based overload control), 
maintaining information on TCP sessions in progress, maintaining status about 
(possibly a large number of) traffic sources, etc. With the availability of intelligent 
NICs, packet classification and dropping can be done on each server without incur­
ring significant "wasted work". Also, instead of directly sending "server-too-busy" 
message from the server application level to the client application, lower level feed­
back messages are sent which can be used either for throttling the traffic or for 
simply indicating "server too busy" on the client end. Whenever feasible, the feed­
back is sent to a server on the path back to the client (e.g., the front-end load 
balancer, a proxy server, firewall, re-director node, etc.) so that traffic throttling 
can be effected easily. Dropping traffic as close to the source as possible helps cut 
down unnecessary traffic through the network. 

As noted in the last subsection, a major difference between web-servers and SS7 
nodes in terms of overload control issues is the connection oriented (TCP) environ­
ment. In an SS7 node, it is usually okay to simply drop any messages that cannot 
be handled since this would eventually result in a dropped call and subsequent 
retry by the user. In contrast, dropping a packet over TCP layer results in repeated 
attempts by the other side to retransmit the packet. The TCP-initiated retries are 
more troublesome because of much smaller gaps between retries compared to retries 
by a human and the overhead of maintaining the connection related information. 
A feedback mechanism that can avoid automatic retries in this case would be very 
helpful, but would surely require some changes to the default TCP behavior. 

Although the use of intelligent NICs in a monolithic server allows dropping 
of packets without incurring much overhead on them, it introduces a mismatch 
between the relevant data units that the application layer may wish to drop (i.e., an 
entire message) and the data units that the NIC deals with (i.e., packets). Although 
most requests to a web-server fit in one ethernet packet, a general solution demands 
that all packets corresponding to a request be identified and dropped. When there 
is a one to one mapping between TCP connections and application layer requests, 
this mismatch is easy to handle. In particular, by dropping the TCP connection 
request (i.e., the SYN message), the entire data exchange is avoided. However, a 
TCP connection may be used for multiple application level data transfers (using 
keep-alive feature of HTTP /1.0 or by default in HTTP /1.1). In such a case, overload 
control can be considered at two levels of granularity: (a) TCP connection level, 
and (b) HTTP transaction level. If the time for which the TCP connection remains 
open is well-bounded, a connection level control is not only adequate but also highly 
desirable. However, if a single TCP connection is left open for an entire user session, 



230 Ravi Iyer et al. 

a connection level control is clearly flawed. The increasing use of secure HTTP 
protocol for safeguarding sensitive transactions at e-commerce sites illustrates both 
of these extremes. Secure HTTP transactions typically use secure socket layer (SSL) 
which involves 3-4 rounds of message exchanges between the client and the server for 
mutual authentication and key exchange, followed by one or more data transfers [7]. 
In some environments, such as on-line retailing, a secure channel is needed only 
for purchase related transactions and therefore the duration of a secure HTTP 
session is well-bounded. A connection level control would work the best in this 
case. However, in certain other applications such as on-line banking, the entire user 
session is secured by going through the handshake process only in the beginning 
and then keeping the TCP connection open. In such cases, it may be unreasonable 
to keep additional users out until those already in are done. 

In order to do transaction level control, the intelligent NIC needs to examine 
the IP header of the packets and recognize packets belonging to the same message. 
Thus dropping all packets of a request is straightforward. However as stated earlier 
this interferes with the normal TCP functioning and the only way to handle this 
situation is for the intelligent NIC to be able to generate special type of acknowl­
edgements that are treated by TCP as true acknowledgements, but delivered to the 
application layer as indications of packet drops. In situations where certain classes 
of requests involve only a few transactions whereas other involve many, it may be 
desirable to implement both connection and transaction level controls simultane­
ously. If no such a priori classification exists and the number of transactions per 
connection varies widely, transaction level controls would have to be implemented. 

The discussion above indicates that overload control for exchanges in a connec­
tion oriented environment is difficult and would require changes to the transport 
layer so that proper feedback can be generated by the intelligent NIC and acted 
upon properly on the receive end. The feedback itself can be provided using a UDP 
channel and is easy to handle. Given a wide deployment of TCP, any changes to 
it need to be evaluated carefully. Also, in more general internet servers that use 
both TCP and UDP for data exchange (e.g., streaming media servers), the impact 
of overload control (or more appropriately admission control) must be examined on 
both types of transport. A related issue is of how feedback should be used by the 
ultimate clients (or browsers), where a direct traffic throttling makes no sense. The 
browsers could either transparently convert the feedback into a "server-too-busy" 
message to the user, or attempt to filter attempts by the user in repeatedly hitting 
the same site under overload conditions. 

3 Experimental Methodology and Setup 

This section describes the experimental setup that was used for performing overload 
control experiments, including such essential components as packet classification, 
overload detection, feedback mechanism, and traffic throttling policies used. It may 
be noted that the main purpose of this paper is to demonstrate the advantages of 
overload control in web-servers and to highlight the need for appropriate 0/8 and 
protocol support, rather than to explore the policy or parameter space for optimal 
overload performance. The latter issues need to be examined for each application 
environment and are beyond the scope of this paper. Also, the experiments address 
only the simple environment where each connection carries just one request, and 
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thus there is no need to distinguish between connections and the request within a 
connection. 

WebUsen 

Fig. 1. Experimental Setup 

3.1 System Configuration 

Our experimental setup consists of a few clients and a web server as illustrated in 
Figure 1. The web server was running Microsoft Internet Information Service 4.0 
(Web server) on Windows NT 4.0 and equipped with 4 NICs (Network Interface 
Cards) designed to operate on 100 Mbps ethernet. In order to allow targeting a 
desired amount of load on each NIC, each of them was configured on a separate 
subnet. The clients were partitioned into two categories called controlled and un­
controlled. The controlled clients made requests to the web server and responded to 
information about overload on the server. In contrast, the uncontrolled clients did 
not respond to changing load on the web server, and can be considered to be given 
preferential treatment. This treatment was introduced to understand the impact of 
overload control mechanisms in the presence of QoS constraints. The uncontrolled 
clients can be considered to be users that have paid a higher subscription rate 
to the service provider, revenue-generating traffic (e.g., purchases transactions in 
e-commerce), or others. 

One of the four server NICs were targeted by uncontrolled clients and did not 
need any packet classification capability. All others required such a capability and 
intelligent NIC's from Netboost ™ were used. Apart from the functionality of ordi­
nary NICs, these NICs consist of two major components called classification engine 
and policy engine. The classification engine understands an imperative language 
through which one could specify what fields in the packet headers (IP header, TCP 
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Fig. 2. Dropping Incoming Requests using the intelligent NIC 

header, or HTTP header) or even arbitrary strings in the message body (e.g., URL) 
are to be examined for packet classification. The policy engine deals with treatment 
of the packets (dropping, forwarding, sending them up the host stack, etc.). For our 
purposes, incoming packets were classified into two categories: (a) connection re­
quest packets destined to port 80 (HTTP) and (b) all other packets. Connection 
request packets were sent to the policy engine, while all the other packets were 
directly passed to the host networking stack. In order to drop connection packets 
under overload, functionality was developed within the policy engine using intel­
ligent NIC's APIs. The host application monitored the load on the system (via 
NT's Perfmon utility) and activated selective dropping of packets within the policy 
engine when the system got overloaded. This mechanism avoids the overhead of 
protocol stack processing for dropped packets. The flow of packets as implemented 
using the intelligent NIC is illustrated in Figure 2. 

3.2 Traffic Generation 

All clients generated HTTP GET requests resulting in the execution of a single 
active server page (ASP) script on the server that generated the web page to be 
sent out dynamically. The traffic was generated by a locally developed tool that 
generates aggregate traffic seen by the web-server without necessarily having to 
individually emulate each user. The generator has two parts: request parameter 
generator and actual request generator. The request parameter generator generates 
the time, size, target web page and other characteristics of the requests and could 
even be run offline to generate a trace. The request generator then formulates ac­
tual HTTP requests that accurately reflect these parameters. In order to achieve 
correct timing, successive requests are generated by a round-robin scheme between 
all the O/S threads on a client. When multiple client machines are used for load 
generation, a round-robin scheme is used between the clients as well. The traffic 
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generator is capable of generating traffic with complex behavior (e.g., asymptotic 
self-similarity and multifractality at intermediate time scales for the arrival pro­
cess, flexible description of skewness in web-page accesses, etc.), but most of those 
features were not used in the experiments reported here. 

The uncontrolled client made 30 requests per second for all runs. In order to 
study the impact of the arrival process on the performance, two extreme cases 
were considered: (a) deterministic inter-arrival times, and (b) M / G / 00 traffic [3], 
which is known to be extremely bursty and asymptotically self-similar. Overload 
situations were simulated by providing the web server with additional load from the 
controlled clients. Each controlled client generated an average of 20 requests per 
second. Each experimental run was for about 5 minutes and the controlled clients 
were started up after the load from the uncontrolled clients had stabilized at the 
server. 

3.3 Data Collection 

During each experimental run, the clients collected data about each request sent. 
The parameters monitored were the latency for the response and the type of the 
response. In addition, aggregate parameters for each test were collected which gave 
information about the total number of OK (HTTP 200) responses received and the 
total number of Server Error (HTTP 500) responses received. The aggregate data 
was collected in the time window that the overload occurred. Separate data was 
collected to determine the length of the tail until the load returned to normal. 

During the experiments, data collection on the web server was done using the 
performance monitoring utility of the host O/S (PERFMON). This utility provides 
access to various performance counters pertaining to several system objects such as 
the processor, active server page (ASP) statistics, TCP and UDP related counters, 
etc. In particular, processor utilization, the ASP queue length, connection requests 
per second and connection requests rejected and UDP packets sent during the 
experiment were used to analyze the performance of the proposed mechanisms. One 
limitation of this utility is that it can update performance parameters at most every 
second. For a large server, 1 second updates may be too slow. For certain metrics, 
such as the number of queued requests, this limitation can be easily overcome by 
explicitly monitoring the desired parameter. 

4 Proposed Mechanisms 

4.1 Overload Detection 

Although a high processor utilization is a good indicator of server load, it is not 
very useful for overload control since it does not indicate the severity of the overload 
beyond 100%. The real measure of interest is, of course, the unfinished work, often 
also referred to as virtual waiting time [5J. However, because a direct estimate 
of unfinished work is either infeasible or expensive, simple approximations (e.g., 
number of unserved requests) are typically used. In our experiments, every request 
targets an ASP file (actually the same ASP file), therefore, a good metric is the 
ASP queue length. It is important to note here that if the requests invoke a number 
of ASP scripts with widely different characteristics, the ASP queue length alone 
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may not be a good measure of the unfinished work. The host operating system 
provides access to the registry from where data regarding queue length for the ASP 
requests can be obtained by an application. The ASP object from the Windows 
registry facilitates monitoring of various parameters related to ASP requests. Using 
the API related to this object the queue length of outstanding ASP requests was 
monitored via an application thread on the web server. 

The following subsections describe three simple overload control schemes that 
were used to demonstrate potential performance gains due to overload control. 
Optimization of the schemes or their parameter values is beyond the scope of this 
paper. 

4.2 Dropping Incoming Requests 

This is the "baseline" scheme that simply drops new connection requests under 
overload. As stated earlier, most web-servers currently use a similar scheme (except 
that they incur a higher overhead by generating the "server too busy" response). 
Thus, to be useful, more sophisticated schemes have to provide better overload 
performance than this simple scheme. 

In this scheme, two thresholds are defined for the ASP queue length: abatement 
and discard. Whenever discard threshold is crossed, the host software makes a 
down call into the policy engine on the intelligent NIC so that all new connection 
requests arriving from the controlled clients are dropped. This dropping continues 
until the ASP queue goes below the abatement threshold. (Once again, the crossing 
of abatement threshold requires a down call to the intelligent NIC so that its policy 
engine can start redirecting traffic to the local TCP stack). 

One important consideration in such a scheme is how the requests are dropped. 
As discussed earlier, in current web-server architectures, there is no real dropping of 
the request; instead, either the web-server or a front-end load balancer responds to 
the HTTP request by a "server-too-busy" response. When done by the web-server 
itself, this approach obviously results in a lot of wasted work and thus will not 
perform well under heavy overload. In our scheme, the connection request is actually 
dropped by the NIC without even the TCP layer knowing about it. Consequently, 
the TCP on the other end considers this as a "lost packet" situation and reattempts 
the connection with increasing gaps (1.5 seconds initially, and doubling every time 
thereafter for a certain number of attempts). This puts additional burden on the 
clients and the network, which is undesirable. 

4.3 Traffic Throttling 

In this scheme, two thresholds are defined for the ASP queue length: abatement 
and onset. Whenever onset threshold is crossed, a feedback message is sent by 
the application towards the proxy server. The feedback mechanism is implemented 
by using UDP because of its lightweight nature. The server does not discard any 
packets in this case. 

Upon receiving the feedback indicating overload, the proxy server needs to re­
duce the rate at which it sends requests to this web server. It can accomplish this 
by forcing a minimum time gap between successive requests served from its queue. 
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This introduces the risk of queue buildup at the proxy, a possible performance bot­
tleneck. Since most proxy servers have the ability to send back custom messages to 
the web clients, a queue length threshold can be introduced to protect the proxy 
server from overload. When the proxy server queue length exceeds beyond this cho­
sen threshold value, it can send a "Server Too Busy" (STB) message directly to 
the user, thus saving the additional overhead of establishing a connection with the 
web server and receiving this response from the server. This also saves the server 
from performing wasted work (processing STBs). 

4.4 A combined mechanism for overload control 

A third mechanism involving the use of both the above mentioned methods is de­
scribed here. In this method, three thresholds are defined to classify the load on 
the server (in increasing order); an abatement threshold, an onset threshold and 
a discard threshold. The proxy server starts gapping the requests when the onset 
threshold is crossed. If the load does not increase further, this mechanism acts ex­
actly like the throttling mechanism presented earlier. However, if the load increases 
further and the discard threshold is crossed, subsequent connection requests are 
dropped. When the server load falls below the onset threshold, dropping is disabled 
and all subsequent connections are accepted. When the load eventually drops below 
the abatement threshold, a feedback message is sent to the clients to resume full 
traffic. 

5 Results and Analysis 

5.1 Performance without Overload Control 

We start by analyzing the impact of varied levels of load on throughput, utilization 
and response time. Figures 3 and 4 present the gathered results from this experi­
ment. The offered load (requests to active server pages) is varied from approximately 
30 requests per second to roughly 100 requests per second. If the connection is ac­
cepted by the server, the request is typically processed by the web service (lIS 4.0) 
in two ways depending on the number of requests already queued at the server. If 
the number of requests are below a certain threshold, lIS processes the request and 
sends back an OK response code to the client. If the number of queued requests has 
crossed the threshold, then the web service rejects the request and sends a "Server 
Too Busy" (STB) response to the client. This threshold, called "RequestQueue­
Max", is a O/S registry parameter that can be configured based on the observed 
performance of the server. 

Figure 3 presents the number of OK and STB responses as the offered load 
increases from 32 requests per second (leftmost) to 100 requests per second (right­
most). From the figure, it is found that the web server is capable of sustaining 
approximately 45 requests/s without generating STBs at approximately 100% pro­
cessor utilization. As the offered load increases to 71 requests/s (160% of optimal 
load), almost half the requests experience STB responses, thus lowering the OK 
throughput to 39 requests/s (86% of server capacity). Furthermore, when the of­
fered load increases to 100 requests/s (225% of server capacity), the OK throughput 
reduces to 32 requests/s (71% of server capacity). 
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Table 1. CPU utilization and ASP queue length without overload control 

Offered Processor Avg Queue 
Load Utilization Length 

(requests/s) (%) (Reqs) 
32.58 73.67 0.043 
43.97 99.95 105.02 
71.42 99.87 249.52 
99.55 99.82 252.68 
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Another important metric to measure performance is the response time as seen 
by the client. Figure 4 presents the impact of increasing load on the average re­
sponse time. It is clear from the figure that when the system is running at 75% 
processor utilization (32 requests/s load), the average response time seen by the 
client is very small (about 170 ms) and a negligible average queue length. However, 
when the system is almost 100% utilized (at roughly 44 requests/s), the response 
time increases to over 3.3 seconds. The increase in response time is attributed the 
time spent in the request queue (average queue length of 105 requests) waiting to 
be serviced. Furthermore, as the load increases beyond 45 requests/s, the average 
response time increases to 7.3 seconds corresponding to an average queue length of 
249 requests (at 160% load) and to 8.8 seconds corresponding to an average queue 
length of 252 requests (at 225% load). Table 1 shows the processor utilization and 
queue length at various loading levels. 

The results above used deterministic interarrival times. Figures 5 and 6 show the 
results for the M / G / 00 self-similar request arrival process. Here the average offered 
load is varied from approximately 27 requests per second to roughly 85 requests per 
second. It is seen that the web server is still capable of sustaining approximately 
45 reqs/sec without generating STBs at approximately 100% processor utilization. 
As the offered load increases to 70 reqs / sec (150% of optimal load), almost half the 
requests experience STB responses, consequently lowering the OK throughput to 38 
reqs/sec (85% of server capacity). Furthermore, when the offered load increases to 85 
reqs/sec (190% of server capacity), the OK throughput reduces to 36 reqs/sec (80% 
of server capacity). As to the response time, Figure 5 shows that when the web server 
is loaded to 88% processor utilization (corresponding to a load of 38 req/sec) the 
average response time is close to 500 ms. At 150% overload however, the response 
time increases to 6.2 seconds even though the throughput is 38 requests/sec. 

It can be seen from this discussion that the overload behavior does not differ 
much even though the nature of the traffic changes drastically (from deterministic 
to self-similar). This is not surprising because if the ASP queue is running close to 
being full, the nature of the traffic hardly matters. 

5.2 Dropping Incoming Requests 
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This section studies the performance improvement obtained by simply dropping 
excess new connection requests at server. For this, two controlled clients were used 
so that it is possible to choose different dropping percentages for them. Figures 7 
and 8 present the performance of this scheme under 160% overload. Three different 
cases are shown here: (a) base case (i.e., no overload control), (b) control triggered 
at onset threshold of 20 and a 100% drop, for both controlled clients, and (c) control 
triggered at onset threshold of 20 and (50%,100%) dropping at the two controlled 
clients. Note here that requests from the uncontrolled client are not dropped and 
thus it can be considered a preferred client. The results indicate that this mechanism 
raises the throughput close to the server capacity (an improvement of 9%). Also, 
the change in response time is different for controlled vs uncontrolled clients. The 
average response time for controlled clients goes up significantly since dropping the 
connections results in several TCP retransmissions until the connection is accepted 
or the number of retries exceeds a predefined maximum. The control increases the 
response time of controlled clients by a factor of almost 20 whereas the response 
time of the uncontrolled client decreases substantially. 

For brevity, detailed results for the self-similar traffic are omitted here. The 
overall behavior is similar to that for the deterministic traffic except that the highly 
bursty nature of the traffic precludes achieving the optimum throughput of 44 
requests/sec. Instead, the best achieved throughput is only about 41 requests/sec. 
As in the deterministic case, the response time of the controlled clients increases 
substantially, but that of the uncontrolled client drops by about 30%. 

5.3 Impact of Traffic Throttling 

This section studies the performance improvement obtained by detecting the over­
load and sending the feedback. Ideally, the feedback should be sent to a control node 
(e.g., proxy server) as described in Section 4.3. However, this scenario was simu­
lated by sending a UDP message directly to the controlled clients. Upon receiving 
the message, the controlled clients increase the time gap between their consecutive 
requests. In the future, we intend to incorporate this mechanism into a proxy server 
(e.g., Squid). Here we analyze the performance of this mechanism and its relation 
to the following parameters: level of overload, queue length thresholds and time 
gap. 

Note that in these experiments, an explicit feedback is sent out to the clients 
whenever the ASP queue size falls below the abatement threshold. This is different 
from the more traditional approach where the control node chooses a time-interval 
for traffic throttling. An explicit feedback certainly gives more accurate information 
and thus will work better; however, it suffers from the weakness that if the feedback 
message is lost or excessively delayed, an overcontrol will result. It is possible to 
rectify this by using probe messages, but this aspect has not been explored at this 
stage. 

Figure 9 and 10 show the effect of traffic throttling on transaction throughput 
and response times when the offered load is 225% of the server capacity. The base 
case (leftmost bars), representing 225% overload with no control, shows a through­
put of roughly 33 requests/s and a response time of approximately 9 seconds. In this 
situation, the average queue length w~ approximately 252 (close to the maximum 
value). Thus, the overload control was studied with onset thresholds of both 200 
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Fig. 11. Uncontrolled client resp. time dist. for 225% overload (throttling only) 

and 150. The gapping interval used by the clients was also varied (50 ms, 150 ms & 
250 ms respectively). From Figures 9 and 10, it may be seen that the performance 
gains are significant up to a time gap of 150 ms. Since the three controlled clients 
each generate a uniform load of 20 requests/s under no control, increasing the time 
gap by 150 ms reduced the traffic during overload to roughly 5 requests/s (a total of 
15 requests/s from the three uncontrolled clients). Since the uncontrolled client gen­
erated roughly 30 requests/s, the overall load to the server was about 45 requests/so 
Since this is the capacity of the server, the queue length remains constant and the 
performance improvement achieved by throttling traffic at a gap 150 ms is close to 
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optimal. As the time gap was increased further to 250 ms, the gains in performance 
were minimal. We hypothesize that using a lower onset threshold to activate the 
overload control mechanism can further reduce the average queue length and cor­
respondingly reduce the average response time. The data shown in the figure not 
only supports this hypothesis but also shows that the overall throughput does not 
change significantly when the onset threshold is reduced. 
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The impact of the queue length threshold and time gap values on through­
put and average response time was illustrated in the above. However, the service 
provider may also be interested in the level of service provided to the incoming web 
traffic during overload. One way of quantifying the level of service is by looking at 
the overall distribution of latencies observed for all request-response pairs during 
the overload. Figures 11 and 12 plot the cumulative distribution of requests (y-axis) 
versus the response time (x-axis). In other words, a given point (X, Y) denotes that 
Y% of the requests experienced a service time of X milliseconds or less. In the 
figure, there are eight different curves corresponding to the 225% overload and the 
throttling mechanism run with different values for (time gap, queue length) as in­
dicated by the labels. The case of no overload contro is depicted by No control and 
shows the highest average response time due to the largest queue buildup (about 
260 reqs). As the threshold queue-length is reduced, the curves shift to the left. 
Similarly, as the time gap is increased under a fixed queue length threshold, the 
response time decreases. Also, for a large time gap of 250 ms, the curves increase 
very gradually from left to right. This can be attributed to the high fluctuations in 
the queue length caused by periods of underload and overload. 

The results above are for deterministic arrival process. With self-similar process, 
the throttling scheme is able to acheive a throughput of 43.5 requests/sec, which is 
very close to the optimal value of 44 requests/sec. The response time also decreases 
substantially as in case of the deterministic traffic. 

Figures 13 and 14 compare the performance of traffic throttling and dropping 
mechanisms for deterministic traffic under 160% overload. At this loading level, 
throttling achieves a throughput improvement of roughly 12% and response time 
reduction by a factor of 3.6. As expected, throttling incoming traffic is more effective 
than dropping connection requests since the former can better control the number 
of requests sent to the overloaded web server. In terms of response time, the average 
response time including controlled and uncontrolled clients is lower for the throttling 
mechanism. However, the average response time for the uncontrolled clients is much 
lower with dropping mechanism since dropping affects the controlled clients severely 
by causing several retransmissions . 
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5.4 Impact of combining the two schemes 

In this case, the onset threshold is chosen as 150 and discard threshold as 200. 
Figures 15 and 16 show the performance improvement of this scheme under 225% 
overloaded and deterministic arrivals. While the improvement in throughput is not 
significant when compared to the throttling mechanism, the average queue length 
is lower by 40% resulting in a lower response time for the uncontrolled clients 
as shown in Figure 16. This is an important result since it shows that revenue­
generating traffic can be supported even when the server is heavily overloaded. The 
combined scheme performs better than the throttling only scheme for self-similar 
traffic as well. 

5.5 Multiple Congestion Thresholds 

Section 2.1 mentioned the use of congestion priorities in implementing multiple 
grades of service. In order to demonstrate this, the controlled clients were divided 
into two classes such that one class had higher congestion thresholds than the other 
(and hence given a preferential treatment under overload conditions). The uncon­
trolled clients were still retained and obviously received the best treatment during 
overload. In these experiments, self-similar input traffic was used and overload con­
trol was achieved by traffic throttling. The experiments were run with traffic loads 
of 120% and 150%. 

Figures 17, and 18 presents the data for 150% overload. The client with the 
lowest threshold for overload control has a reduction in the overall throughput by 
about 22% while the other clients see an improvement in the throughput. It can 
be seen that the overall throughput is not affected much by the control, however, 
the impact of different congestion thresholds is clear. Similarly, the response time 
for the client with no control (corresponding to the client being given the highest 
QoS) shows an improvement of 55% as compared to an improvement of 35% for the 
client with the lowest threshold for overload control (corresponding to the lowest 
quality of service). Thus, multiple thresholds can be used to tune the performance 
according to the QoS requirements for various classes of traffic. 
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6 Conclusions and Future Work 

This paper proposed several simple overload control mechanisms to improve the 
performance of heavily stressed web servers. One such mechanism is to use an 
intelligent NIC at the web server to selectively drop connection request packets when 
overload occurs. Another mechanism is to send load feedback backwards towards 
the traffic source (another native server, a proxy server, or the ultimate client) to 
enable traffic throttling at or closer to the source. Through extensive experimental 
runs, it was shown that the performance improvements using these mechanisms can 
improve the throughput by as high as 40% and reduce the response time by 70% 
when the web server is 225% overloaded. The two mechanisms can also be combined 
and help reduce the response time further while maintaining the improvement in 
throughput. These results demonstrate how intelligent NICs can be exploited for 
an effective overload control without requiring a separate dispatcher node for the 
web-server. 

In order to judge the true worth of an overload scheme, it is necessary to repeat 
experiments for a wide variety of scenarios in terms of arrival process characteristics, 
level of overload, duration of overload, and type of overload. Also the parameter 
space for the overload control scheme (e.g., monitored congestion index, location 
of various thresholds, etc.) needs to be explored in order to find suitable operating 
regions. This paper has not concentrated on these issue since the purpose was simply 
to demonstrate the usefulness of more sophisticated overload control schemes than 
simply returning "server-too-busy" message to the client. 

As mentioned in section 2.1, application level overload feedback messages (e.g., 
ACC or ACG) used in telecommunications systems go only back to the previous 
application node. This is done because retracing the path backwards and directing 
feedback to them is expensive (in fact, not even possible according to the current 
standards). Reference [9] proposes a scheme for a more general and unified conges­
tion control mechanism. A similar problem occurs in case of web-servers as well. 
If a proxy server receives overload feedback, a considerable extra work would be 
needed to direct it back to the originating client (e.g., additional UDP channel back 
to each client and maintenance of the context so that the feedback can be pushed 
backwards). It remains to see if the overhead of such a scheme is worthwhile. It 
appears that effectively combating DoS attacks would require such a capability. 

Transaction level overload control was mentioned in section 2. Efficient imple­
mentation of such controls would require some protocol support so that it is possible 
to drop individual requests and not have them retried. In certain situations, suc­
cessive requests on a TCP connection are strongly dependent on previous ones -
a prime example of this is the SSL handshake required by a secure HTTP transac­
tion where the SSL handshake itself requires 3-4 request-response pairs. In such a 
situation, either the entire handshake should be allowed to go through or it should 
not be allowed to start at all. However, once the secure connection is established, a 
transaction level control might be used for individual requests. An appropriate use 
of congestion priorities can achieve such a behavior; however, the difficulty arises in 
recognizing congestion priorities at the NIC level. Again, a protocol support (e.g., 
congestion priorities encoded in HTTP headers) would help greatly in implementing 
such schemes. 

Identifying precisely what protocol changes are required at TCP and HTTP 
level to support feedback overload control is a major issue for further work on the 
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topic. It is important to actually make these changes, do an extensive testing under 
a variety of loading conditions, and use that as a basis for proposing changes to 
existing standards. As mentioned earlier, the browsers also should be able to deal 
effectively with feedback messages. Demonstrating the usefulness of such changes 
to browsers is also a topic for further work in the area. 
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Abstract. In differentiated services IP networks the sender of a TCP connection 
determines the class of data packets he emits. The receiver chooses the class of 
the acknowledgements sent back, independently of the received class. In this work, 
we examine the impact of different drop precedence within a class and the assign­
ment of different classes for data and acknowledgements. The results show that the 
throughput of a TCP connection depends not only on the data class, but also on 
the right choice for the acknowledgements. Some combinations of classes for data 
and ACKs could even lead to an "unfair" use of bandwidth. On the other hand, 
for a high throughput the selection of the drop precedence is in most cases only 
important for data packets. 

1 Introduction 

Internet Service Providers are looking for strategies to offer "differentiated services" 
to satisfy customer demand for quality of service (QoS) and of its potential to 
increase revenues. Row to support these differentiated services is still a subject 
of research. One of the models, the DS service architecture [6J, tries to implement 
different levels of services for individual or aggregated flows. The current framework 
allows the sender to mark its packets by setting the appropriate bits in an IP header 
field [2J. The network provider then checks the packets at the network border for 
conformance to service contracts. If the packet conforms to the contract it is marked 
as IN (in profile) otherwise the packet is marked as OUT (out of profile). The 
treatment of the IN and OUT packets in the core network depends on the per-hop 
behavior of the traffic class. Per-hop behavior (PRB) is defined as the externally 
observable forwarding behavior applied at a DS-compliant node to a DS behavior 
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aggregate [5]. The DS framework is independent of the routing decision and thus 
does not define any end-to-end service. It achieves scalability by implementing 
complex classification and conditioning functions only at network boundary nodes. 
The service is defined through the different treatment (PHB) of the marked packets 
in the routers. 

There are several ongoing discussions in the Internet Engineering Task Force 
(IETF) DiffServ working group about the interaction between UDP and TCP traf­
fic. In contrast to UDP, TCP uses congestion control based on a window mechanism 
to reduce its transmission rate. This leads in situations with congestion to unfair­
ness between UDP and TCP. There are already several papers [12,13] discussing 
the effects between UDP and TCP and trying to clarify whether it is necessary to 
use three instead of two levels of drop precedence. As far as we know, no investiga­
tion on the effect of different classes for TCP data and acknowledgments in a DS 
network has been done. Thus, we concentrate on the behavior of TCP connections 
in 

• different proposed traffic classes and 
• a single traffic class with different drop precedences. 

The aim of this paper is to evaluate the behavior of TCP under these conditions 
and to clarify the impact on the good put of a TCP connection. 

The paper is organized as follows. Section 2 describes different PHBs, the traffic 
conditioners which are located at the boundary nodes to mark the packets appro­
priately and the active queue-management to implement the different PHBs. The 
topology, configuration and parameters used in the simulations are presented in 
Section 3. Section 4 discusses the results. Finally, we give a conclusion and an 
outlook in Section 5. 

2 Components of a Differentiated Service Network 

We consider in this paper the following defined [3,4] forwarding per-hop behaviors: 

2.1 Expedited Forwarding PHB 

The intention of the expedited forwarding (EF)-PHB is to build a low loss, low 
latency, low jitter, assured bandwidth, end-to-end service through DS domains. 
Such a service appears to the endpoints like a point-to-point connection or a "virtual 
leased line" [4] and has also been described as Premium Service [11]. In RFC 2598 
no explicit treatment of the marked packets is defined, but packets marked for 
EF-PHB may be remarked at a DS domain boundary only to other codepoints 
that satisfy the EF-PHB. Packets marked for EF-PHB should not be denoted or 
promoted to another PHB by a DS domain. Consequently, packets which exceed 
the agreed rate are dropped. 

2.2 Assured Forwarding PHB 

The Assured Forwarding (AF)-PHB [3] specifies four traffic classes with three drop 
precedence levels (colors) in order to provide differentiated services to the customers 
in IP networks. The level of forwarding assurance of an IP packet in the AF class 
depends on 
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1. the forwarding resources that have been allocated to the AF class, 
2. the current load within the AF class and, 
3. in case of congestion within the class, the drop precedence of the packet. 

A DS node does not reorder IP packets of the same microflow, no matter if they 
are in or out of the profile, as long as they belong to the same AF class. This is 
motivated by the fact that reordering of TCP packets might cause severe perfor­
mance problems for a TCP connection. A DS node should implement at least one 
of the four AF classes, but it is not required to implement all of them. More details 
on the behavior of the AF-PHB can be found in [3]. Unmarked traffic is treated as 
Best Effort. 

2.3 Traffic Conditioners 

Traffic conditioners are used to shape respectively meter the traffic entering or leav­
ing a DS domain. Beside the "normal" Token Bucket algorithm which guarantees 
that the burstiness of a flow is bounded in such a way that the flow never exceeds 
the rate b + r . t, where b is the bucket size, t the time and r the token arrival rate, 
we implemented the following proposal by Heinanen and Guerin [1]. 

Two Rate Three Color Marking (trTCM) with Three Drop Prece­
dence 

The Three Color Marker (TCM) uses two token buckets (P and C) to meter an 
IP packet stream and marks its packets either green (DPO), yellow (DP1), or red 
(DP2). The two token buckets have different depths called Peak Burst Size (PBS) 
and Committed Burst Size (CBS). The first bucket is filled with the Peak Infor­
mation Rate (PIR) and the second with the Committed Information Rate (CIR). 
The conditioner operates in one of two modes, Color Aware and Color Blind mode, 
where the colors stand for particular codepoints in the IP header. In case of the 
AF-PHB, the color can be coded as the drop precedence of the packet. In both 
modes the token buckets P and C are initialized to PBS respectively CBS at time 
0. Thereafter, the token count Tp is incremented PIR times per second by one to an 
upper bound of PBS and the token count Tc is incremented CIR times per second 
by one up to CBS. If a packet of size B bytes arrives at time t in Color Blind mode, 
the following happens: 

• the packet is red, if Tp(t) - B < 0, 
• otherwise the packet is yellow and Tp is decremented by B, 

if Tc(t) - B < 0, 
• otherwise the packet is green and both Tp and Tc are decremented by B. 

If the traffic conditioner is in the Color Aware mode, it reacts as follows: 

• the packet is red, if it has been precolored as red or if Tp(t) - B < 0, 
• otherwise the packet is yellow and Tp is decremented by B, if the packet has 

been precolored as yellow or if Tc(t) - B < 0, 
• otherwise the packet is green and both Tp and Tc are decremented by B. 
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2.4 Active Queue-Management 

Beside traffic conditioners which are necessary to control the incoming traffic of a 
DS domain, a further mechanism is needed to determine the PHBs of the nodes. 

Drop Probability 

1.0 ...................... . 

mClXp ..................... . 

1..-__ .0=:::;.. ____ ..;..._-. Average 
mif1tt, moxth Queue Length 

Fig. 1. Increasing drop probability in RED. 

Random Early Drop (RED) Queue 
In RED Queues four parameters need to be configured. Two parameters define 

the thresholds, minth and maXth, where random packet drops occur driven by the 
average queue length (cf. Figure 1). The value maxp determines the drop probability 
at maXth and a weight Wq is used to calculate the average queue length (AQL). 
An arriving packet at time t is accepted with probability 1 - P(AQL(t}}, where 
P(AQL(t)) is the drop probability. The average queue size is calculated using a low­
pass filter with an exponential weighted moving average [9]. The intention behind 
RED is to control the average queue length through maXth, minth, and maxp, as 
well as the degree of burstiness reflected through W q . 

n-RED 
An extension of RED is n-RED in order to support the drop precedences of several 

classes, where the parameter values differ between the classes. We use the overlap 

Drop Probabili1y 

1.0 ............... .,...---

Average 
Queue Length 

Fig. 2. Drop probability for different traffic classes in n-RED (n = 3). 
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n-RED model as shown in Figure 2. The parameter n defines the level of drop 
precedence. The average queue length for packets at level n is the sum of packets in 
class 0 to n. The average queue length determines the drop probability as explained 
in the previous section. If the different drop precedences are adopted to a color as 
shown in Figure 2, the n-RED model can be used to define an AF-PHB. There are 
further possibilities to extend the RED model, for instance, the RIO (RED with IN 
and Out) mechanism calculates an average queue length for IN packets (AQ LIN), 
and another one for all packets in the queue (AQLALL). Both packet classes use the 
same threshold parameters, whereas the drop probability for IN packets depends 
on AQLIN and the drop probability for OUT packets on AQLALL. 

The mechanisms we use to build EF- and AF-PHB are only proposals and not 
defined in an RFC. There is ongoing discussion in the DS working group about 
optimal mechanisms to obtain service discrimination. 

3 Example Network and Parameters 

For our simulations we used the network simulator ns version 2.1b5 [8] developed 
at UC Berkeley, LBL, USC/lSI and Xerox PARCo The code has been modified to 
implement the traffic conditioners, multi-color RED and RIO queues. 

3.1 Network Topology 

<D .. 
~""" 

G):::::::::' A 
.' @ ........ . 

11-2(} .... x 

31-4(} .... 

41-50 ..... 

Fig. 3. Network topology used for simulation. 

For simplicity and comparability with other simulations we chose a similar 
topology to [7] or [12]. As shown in Figure 3, sources and destinations are con­
nected via a bottleneck link between router R1 and router R2. Five nodes with 
traffic conditioners to meter the incoming traffic are placed on both sides. Each 
node is connected over a 10 Mbps link to the router. Each node contains ten in­
dividual TCP sources. All sources are ftp-sources and use NewReno to transfer 
ftp-packets. Two sources send according to the simulation scenario Premium re­
spectively Green traffic (20%), three send Assured respectively Yellow (30%) and 
five sources use Best Effort respectively Red (50%) to transfer the packets. Thus, 
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there are 50 sources on each side connected to a sink on the opposite side and vice 
versa. The link between router Rl and router R2 has a bandwidth of X = 50 MbpSl 
. To simulate a bottleneck we vary the bandwidth X from 100 Mbps to 35.7 Mbps 
(50% to 140% maximum offered traffic). We observe the ftp connection between 
source 1 and source 51. The remaining 99 traffic sources create background traf­
fic during the whole simulation. The background sources begin their transmission 
randomly in the first 500ms. After 10 seconds the background traffics get stabilized 
and the examined source starts to transmit. The observed source is interrupted 
after 60 seconds of transmission for 20 seconds. This procedure is repeated a to­
tal of 10 times. The background TCP connections send ACKs of the same class 
(drop precedence) as the data. Only the examined connection uses different classes 
respectively drop precedences for data and ACKs. 

Two scenarios are investigated: 

• Two-Bit Differentiated Services Architecture 
The "classical" model from [l1J is implemented. It contains three classes: Pre­
mium (EF-PHB), Assured (AF-PHB), and Best Effort. The traffic within a 
class has identical drop precedence. This scenario shows the impact of differ­
ent classes for data and ACKs in a TCP connection. Two Token Buckets are 
placed at each node but not in the routers. The first Token Bucket controls the 
Premium Rate. If the Premium traffic exceeds its contracted rate the packets 
get lost. Premium traffic which follows the contract is placed in a preferentially 
treated FIFO queue. The second Token Bucket observes the Assured Rate. If 
Assured traffic exceeds its rate, the packets are only remapped to Best Effort. 
Beside these traffic conditioners, RIO queues are placed in each node and in 
the routers to treat Assured and Best Effort traffic. 

• Two Rate Three Color Marking with Three Drop Precedence 
To concentrate on the effects of different drop precedence in an AF class, the 
traffic in the simulations belongs to the same class. The only difference between 
the TCP connections is the different drop precedence. A trTCM traffic condi­
tioner is placed at each node to control the Color and a n-RED queue. The 
routers use only n-RED queues without traffic conditioners. 

3.2 Parameters for Simulation Study 

For all simulations we used a certain set of reference parameters: 

Delay 
To cover a wide range of different scenarios, the RTT is varied from 20ms to 

200ms (see Table 1). For every RTT value a scenario is simulated where all the 
connections have an equal RTT and a scenario where different RTTs are mixed to 
avoid possible oscillations of the TCP connections. A mixed scenario consists of 
traffic sources with 3 different RTTs. As shown in row two in Table 1 the link of 
the first traffic source to the router has a delay of 3ms, the second a delay of 23ms, 
the third a delay of 3ms and so on. Both scenarios show nearly equivalent results 
(see Appendix). 

1 This corresponds to 5 nodes connected with lOMbps. 
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Table 1. Simulated delays, RTT is the round trip time of the observed connection. 

node to router [ms] Rl to R2 [ms] router to destination [ms] RTT [ms] 
3 4 3 20 
3-23-3-23-48 4 3-23-3-23-48 20 
10 10 10 60 
15 20 15 100 
23-48-3-23-48 4 23-48-3-23-48 100 
30 40 30 200 
48-23-3-23-48 4 48-23-3-23-48 200 

Maximum offered traffic 
It is difficult to define something similar to load for a TCP connection, because 

TCP adapts its window size to the available resources. In the simulation scenario 
each node is connected over a 10 Mbps link to the router. Five nodes are connected 
to each router. Thus, if the link from Rl to R2 has a bandwidth of 50 Mbps in every 
direction, the system is well defined and has a maximum offered traffic of 100%. To 
create a bottleneck, the bandwidth of the router link is varied in the following way: 

Table 2. Maximum offered traffic at the the bottleneck link 

Traffic Conditioners and Queue Management 
The values for the traffic conditioners are motivated by the fact that 20% of 

the traffic should be Premium respectively AFll and 30% of the traffic should be 
Assured respectively AFn 

Table 3. Two-Bit DS token bucket 
parameters 

Premium CIR 250 kByte/s = 2 Mbps 
Premium CBS 50 kByte 
Assured CIR 375 kByte/s = 3 Mbps 
Assured CBS 70 kByte 

Table 4. trTCM token bucket param­
eters 

CIR 250 kByte/s = 2 Mbps 
CBS 50 kByte 
PIR 375 kByte/s = 3 Mbps 
PBR 70 kByte 

Theoretical studies still have to be done to formulate general rules which de­
termine the right parameters for traffic conditioners and queues in a DS network. 
To be comparable, we oriented our choice on previous simulations [7,10,12,13] and 
performed some studies to find appropriate parameters. 
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Table 6. trTCM parameters 

Table 5. RIO queue parameters 

minout 35 
maxout 50 

Pout 0.1 
min~ 55 

max In 65 

Pfu 0.05 
Wq 0.002 (=500 packets) 
queue limit 90 

minrpn 35 

maxred 50 

Pred 0.3 
minyellow 45 

maxyellow 60 

Pyellow 0.2 

mingreen 60 
maxgreen 70 

qgreen 0.1 
Wq 0.002 (=500 packets) 
queue limit 90 

The maximum transfer unit (MTU) of the ftp connections is 1000 Bytes for 
all sources. In the following section, we concentrate on the most significant results. 
More results can be found in the Appendix. 

4 Simulation Results 

In this section we present numerical results for the TCP goodput based on the 
parameters given in the previous section. Each point in the figures represents the 
average amount of data that was transferred within 60s. The errorbars are the 95% 
confidence intervals. We group the points according to their data class and connect 
the points with different acknowledgement classes. 

In the rest of the paper we use yx as abbreviation for a connection with class y 
for the data and class x for its ACKs (e.g. PB for Premium data and Best-Effort 
ACKs). The notation Premium, Assured, Best Effort express Px, Ax, and Bx. 

4.1 Two-Bit Differentiated Services 

We implement the Two-Bit DS model to estimate the impact of different classes 
for data and ACKs in a TCP connection. In the following two sections we present 
the results for different delays and maximum offered traffic. 

Influence of Different Delays 
Figure 4( a) shows the results for different maximum offered traffic at a fixed round 

trip time of 20rns. In this scenario the influence of the ACK class is very clear. As 
expected the rate for PP connections is independent of the load and - compared to 
Assured data connections - very low since in Two-Bit DS the dropper discards all 
Premium packets that are out of profile. The boundary for the throughput depends 
of course on the chosen parameters for the Premium class. PA and PB connections 
have an even lower goodput since beside the control of the data rate the ACKs have 
a higher delay and a probability to get lost in the RIO queue. Due to their small 
size, acknowledgements are not dropped or remapped at the traffic conditioner. The 
goodput of PB connections is about 60% in comparison to PP connections. Thus, 
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Fig. 4. Comparison of goodput for different class combinations with varying max­
imum offered traffic (mot = maximum offered traffic) 

even for connections in the Premium class with small RTTs the appropriate choice 
of ACKs is important. 

The effect that the goodput does not only depend on the class with which the 
data is sent, but also on the class of the ACKs, is even more evident for connections 
that use Assured data. The throughput of AP connections in Figure 4(a) is up to 
140% higher than that of AB connections. However, for Assured and for Best Effort 
connections the variation of the good put at different loads is significantly higher 
than for Premium connections. This results from the absence of droppers and the 
use of RIO queues. These mechanisms cause also that the Assured connections 
always have a higher goodput than Best Effort connections. 

Figures 4(a) to 4(d) show the evolution of the goodput, when the RTTs of the 
connections increase. With rising round trip time the effect of the Premium dropper 
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lessens as can be see in Figure 4( c). This results in a higher variation of the PP 
good put. In general, for a higher round trip time the difference between the classes 
decreases. 

Due to a higher round trip time, the token buckets influence the throughput 
not any longer and the Premium connections get a higher goodput than the other 
classes, see Figure 4(d). This is based on the preferential treatment of Premium 
packets. 

In the Figures 4( a) to 4( d) all connections in the respective simulations have an 
identical round trip time. The results are equivalent for an environment in which 
the connections have varying round trip times (see Appendix). 

Influence of the Bottleneck Link 
The figures are based on the same simulation presented in the previous section. 

The goodput is depicted with varying RTTs (including the mixed scenarios) over 
the different class combinations for a specified maximum offered traffic. 

Figure 5(a) shows the goodput in dependence of the round trip times and a 
maximum offered traffic of 100%. The figure indicates that with rising RTT the 
goodput of the different classes approaches an equal level. For low round trip times 
the Assured connections raise their throughput at the expense of the Best Effort 
connections. As seen in the figures the goodput is nearly doubled for Assured than 
for Best Effort connections. Further investigations are needed to clarify the amount 
of unfairness in these situations. 

Whereas at low load the class of the ACKs is the main factor for goodput, 
at higher loads the ACKs get less important for the goodput. This evolution is 
presented in the Figures 5(a) to 5(d). In Figure 5(d) more Best-Effort data packets 
are thrown away due to the high level of congestion and therefore these connections 
get a lower throughput. This effect could also be observed for low RTT connections. 
In Figure 5(a) and 5(d) the goodput of an AB connection with a RTT of 20ms is 
lower than the goodput for the same connection and a RTT of 60ms, whereas the 
AP connections take profit out of the situation. 

All simulations show that Premium and Assured connections are extensively 
protected by the used mechanisms and that sending Assured data with Premium 
acknowledgements results in the highest throughput, especially at low round trip 
times. This behavior should be taken into consideration for pricing models in DS 
networks. With Premium data packets the throughput can only reach the contracted 
rate. 

4.2 Three Color Marking with Three Drop Precedence 

To investigate the influence of different drop precedence in an AF class the whole 
traffic in the simulations belongs to the same class. Only three different levels of 
drop precedence are distinguished, labeled AFll, AH2, and AH3, where the first 
number in the index describes the class and the second the drop precedence. Thus, 
AFll has the lowest drop probability, followed by AF12 . Instead of the labels AFll, 
AF12, and AF13 the shorter labels D 1, D2 and D3 are used in the figures. 
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Fig. 5. Comparison of goodput for different class combinations with varying RTTs 

Influence of Different Delays 
The goodput is illustrated with varying maximum offered traffic over the different 

drop precedence combination for a specified RTT in Fig. 6. 

In Figure 6(a) the goodput for each data drop precedence remains within a rel­
atively small range of values. In comparison to the Two-Bit model, the throughput 
depends only on the drop precedence for the data except for very high loads and 
not on the drop precedence for ACKs. In this situation the n-RED queue protects 
AFll and AH2 at the expense of AH3 packets. 

As seen in the Figures 6(a) to 6(d), the difference in the goodput between the 
single drop precedences decreases with increasing round trip times. It is the same 
behavior we have seen in the Two-Bit DS model. In Figure 6(d) the goodput is 
independent of the different drop probabilities for low loads. In case of an increasing 
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Fig. 6. Comparison of goodput for different combinations of drop precedences with 
varying maximum offered traffic (mot) 

load the classes with lower drop probability are protected at the expense of the 
classes with higher drop probability. 

Influence of the Bottleneck Link 
The following figures are based on the same simulations presented in the previous 

section. The goodput is depicted in Figure 7 with different RTTs (including mixed 
scenarios) over the combination of drop precedence for a specified maximum offered 
traffic. 

In comparison to Two-Bit DS, the confidence intervals of all measured samples 
are smaller. This is caused by the use of the same queue for all packets. In Two-
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Fig. 7. Comparison of goodput for different combinations of drop precedence with 
varying RTTs 

Bit DS two queues are used, one priority queue for Premium packets and one for 
Assured and Best Effort packets. 

In contrast to Two-Bit DS the acknowledgement class has not a huge influence. 
The performance of a TCP connection mainly depends on the data class. This 
results from the fact that the loss of an ACK can be compensated by the TCP 
protocol, whereas this is not the case when a data packet is lost. Only in regions 
where the RTT is small and the network is overloaded the class of the ACKs 
influences the performance, cf. Fig. 7(a). Under these special conditions the goodput 
could be lowered more than 50%, see Figure 7(d), but as previously mentioned, in 
most scenarios only the drop precedence of the data is the important parameter for 
the good put. 
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5 Conclusions and Outlook 

In this paper we investigated the impact of different class and drop treatment for 
data and ACKs in a DS environment. The results of our simulations lead to the 
following conclusions: 

• The throughput of a TCP connection in a DS network does not only depend 
on the sender but also on the receiver. The appropriate choice of the ACK class 
has a big influence on the throughput. 

• In most cases, the use of different drop precedences within a class for ACKs 
has no influence on the performance worth mentioning. In general, the drop 
probability of the data determines the goodput. The drop precedence of the 
acknowledgements is only important for high loads and low round trip times. 

• The simulations show that it is possible to get a better throughput with Pre­
mium respectively EF-PHB ACKs. In some cases an even unfair gain is made. 

• The performance gain for some combinations of data and ACKs should be 
considered in pricing models. 

• Our studies facilitate the use of the EF class for real time traffic because the 
user gets a fixed, load-independent share of the bandwidth. 

Some questions arise from our investigation. They are left to further studies 
and discussions: 

• It should be specified which traffic should be transported in the EF class. In 
our opinion TCP can not take advantage of this traffic class except when the 
network is overloaded. 

• EF-PHB traffic can not exceed a specified rate. To get a higher throughput the 
TCP connection may be be split into an EF and AF class part. In this case 
there is the possibility of reordering TCP packets which affects the throughput. 
Further studies are needed to estimate if it is worth to use tow data classes for 
TCP or not. 

• A more complex topology and realistic traffic types, especially adaptive, non­
adaptive and short-lived (e.g. WWW) traffic flows should be used to investigate 
the influence of different classes and drop precedences. 

• The influence of the routing decision has to be considered (e.g. shortest path 
for premium traffic). 
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A Additional Simulation Results 

In this section we present additional results of simulations where the background 
traffic has different RTTs. The parameters are described in Section 3. As previ­
ously mentioned, the results are similar to the results in Section 4 for a non-mixed 
environment. 

Two-Bit DS - Influence of different delays 
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Three Color Marking with Three Drop Precedence - Influence of 
Different Delays 
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Providing QoS Guarantee for Individual Video 
Stream via Stochastic Admission Control 
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Abstract. In this paper, we consider a broadband video/audio delivery service. 
One important feature of this type of service is that it is necessary to provide high 
quality-of-service (QoS) guarantee to individual user. In this work, we consider 
a theoretical framework for performing admission control in a Video-on-Demand 
(VoD) system. The approach presents in this paper is a two-steps admission control 
algorithm. The QoS requirements are the average bandwidth and the average packet 
dropping rate. These two QoS requirements are either specified by users or can be 
a class specific QoS requirements. We illustrate how one can statistically guarantee 
the bandwidth requirement of the disk storage system using the Chernoff's theorem. 
We also illustrate how one can use the strong conservation law to determine the 
admissible region for a given set of packet dropping rates for different classes of 
requests. Once we determine the admissible region, we illustrate how to derive the 
transmission schedule which has a packet dropping rate vector that is less than or 
equal to the required packet dropping rate vector. We use example to illustrate how 
one can use our proposed method so as to achieve effective resource utilization by 
admitting more clients and thereby making the VoD service more cost-effective. 

1 Introduction 

Recent advances in distributed multimedia systems and networking technologies 
create the possibility of delivering many interesting broadband services. One of 
the most important broadband service is the real-time video/audio delivery such 
as Video-on-Demand (VoD) service. Designing a cost-effective VoD system is very 
challenging because the system needs to deliver the data to the admitted users with 
a very stringent time constraint. For example, if a user demands to view a video at 
a particular frame rate (i.e. 25 or 30 frames per second), then the system needs to 
guarantee this user the sufficient amount of I/O bandwidth, buffer space, as well 
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as network transmission bandwidth so that this user is able to view the requested 
video at the requested frame rate, without or with small amount of jitter if possible. 
Since video data are variable-bit-rate (VBR) in nature, to guarantee the frame rate 
and at the same time, admit as many users as possible, the VoD system needs to 
perform some form of I/O bandwidth and network bandwidth allocation so as to 
deliver the data to the user in a timely manner. 

One way to accomplish this goal is to perform some form of admission control. 
In general, when a request arrives at a VoD system, the admission control algorithm 
needs to decide whether this request can be accepted or not based on the following 
criteria: 

• Whether the VoD storage system has enough resources (e.g., disk I/O band­
width, buffer space, etc.) to satisfy the QoS requirement of this request . 

• Whether the network has enough resources (e.g., transmission bandwidth) to 
satisfy the QoS requirement of this request. 

If the system can satisfy the QoS requirement of this request and at the same time, 
QoS requirements of other existing requests will not be violated, this newly arrive 
request can be admitted, otherwise, it will be rejected. 

Let us begin with the brief literature survey in this area. There is a lot of re­
search work on the admission control algorithms for VoD servers, for example, [1-5]. 
For VoD services, video data have to traverse through the communication network, 
therefore, it is also very important to perform the necessary admission control and 
traffic scheduling on the communication network. There are many papers which ad­
dress the admission control of communication networks, e.g. [6], however, there is 
no work reported on the relationship and the interaction of the I/O retrieval and the 
packet transmission process. Since a VoD service has rather stringent QoS require­
ments, the admission control algorithm should be carefully designed and should be 
easily implemented. The approach presents in this paper is a two-steps admission 
control algorithm. The QoS requirements are the average bandwidth and packet 
dropping rate (e.g., the expectation of the maximum number of packets which can 
be dropped during a transmission time frame). These two QoS requirements are 
either specified by users or can be a class specific QoS requirement. We illustrate 
how one can statistically guarantee the bandwidth requirement of the disk storage 
system using the Chernoff's theorem. We also illustrate how one can use the strong 
conservation law to determine the admissible region for a given set of packet drop­
ping rates for different classes of requests. Once we determine the admissible region, 
we illustrate how to derive the transmission schedule which has a packet dropping 
rate vector that is less than or equal to the required packet dropping rate vector. 

This paper is organized as follows. The system architecture is presented in Sec­
tion 2. In Section 3, we present the admission control in the VoD storage sub-system. 
In Section. 4, we present the admission control as well as the video transmission 
scheduling algorithm in the network sub-system. Experiment results are presented 
in Section 5 and conclusion is given in Section 6. 

2 System Architecture 

A typical VoD system consists of a storage sub-system, processing sub-system and 
a network sub-system. Users view the videos on their display stations at the other 
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Fig. 1. A typical VoD system 

end of network. Figure 1 illustrates a typical VoD system we consider in this paper. 
The VoD system has a farm of disks for storing popular videos. It also has sufficient 
amount of memory for buffering the video data retrieved from the storage sub­
system before they are transmitted in the network sub-system. 

In general, a VoD server needs to perform storage management for all video files. 
There are many different data placement techniques reported in the literatures [7J, 
for example, for a large video file (e.g. movie), we may consider to stripe the data 
evenly across all disks in the system. For many small and popular video files (e.g. 
news clips or commercials), we may have to classify these short clips into different 
video objects and assign each video object to a disk so as to achieve load balancing 
property in the storage system. In this paper, we consider the data placement 
scheme that uses multiple disks to store video files. Each movie is striped across 
all disks in the VOD server. For example, data block 1 of a movie is stored in 
disk 1, data block 2 of this movie is stored in disk 2, ... , data block N of this 
movie is stored in disk N, data block N + 1 of this movie is stored in disk 1, .. 
etc. See Fig. 2 for an illustration. Since these disks can be accessed in parallel and 
independently, therefore, the system can support more users who want to view a 
movie simultaneously, possibly starting from the different parts of the same movie. 

In order to satisfy the timing requirement of a video application, the server 
uses some form of cycle-based scheduling algorithm[9-11] to retrieve data blocks 
from the storage sub-system. This type of algorithm can be described as follows. 
The data retrieval process is performed on a cycle basis. Let T be the duration (in 
seconds) of a disk retrieval cycle. Within each cycle, the server needs to retrieve 
video data to serve n video requests. The server will sweep the disk l and retrieve the 
data blocks based on the relative distance of the request's target track number and 
the current read/write head's position. For each request, the disk has to seek to the 
appropriate track (therefore incurring seek latency), rotate to the appropriate sector 
(therefore incurring rotational latency) and read out data blocks of the request 

1 Sweeping is done such that in cycle i, the disk arm will move from the inner most 
track to the outer most track and in cycle i + 1, the disk arm will move from the 
outer most track to the inner most track. 
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disk 1 disk 2 disk 3 

Fig. 2. Data placement scheme with N = 3. 

(therefore incurring transfer latency). Under the cycle-based scheduling algorithm, 
the transmission of data retrieved from the storage sub-system in the ith cycle does 
not start until the beginning of the (i + l)th cycle. The motivation of using the 
cycle-based scheduling algorithm is that we can improve the efficiency of the I/O 
bandwidth by reducing the total amount of seek time within a cycle. Note that there 
is a side effect of the cycle-based scheduling, that is, the server needs additional 
buffer space to hold the retrieved data until the start of the next service cycle. 
At that time, all retrieved data is ready for transmission. In [9,12,10,11]' authors 
illustrate the tradeoff between the improved I/O bandwidth utilization due to seek 
optimization and the need for additional buffer space to store the retrieved data. In 
general, higher number of admitted requests per cycle can reduce the overall seek 
overhead but also results in larger buffer space requirement at the server. Figure 3 
illustrates the cycle-based scheduling algorithm in the storage sub-system. 
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Fig.3. Cycle-based scheduling algorithm for serving 4 video streams in the VoD 
storage sub-system 
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In the figure, the video server retrieves data for 4 video streams. The require­
ment is that all retrieved data must be serviced (e.g. retrieve from the storage 
sub-system) by the end of every retrieval cycle of length T. That is, the retrieved 
data will be ready for network transmission at the end of every retrieval cycle. No­
tice that due to the nature of the retrieval algorithm, the order of data retrieval for 
various video streams are different from cycle to cycle. 

I networg 11al2a 13a 14alllg2bl3bl 4b I 1101201301401 

~ ~ ~ 
time 

W.J. 14all 13g2bllbl 130140110120 I 11al 3a 4b 
system time 

Fig. 4. Pipelining effect between storage retrieval and the network transmission 

Without loss of generality, we assume the network sub-system can transmit a 
fixed amount of data in every period T. The data retrieved from the storage sub­
system will be "packetized" (e.g. format into the network transmission unit) and 
transmitted across the network. Figure 4 illustrates the pipelining effect of the data 
retrieval from the storage sub-system to the network sub-system. Assume that we 
need to support four video streams, during the first transfer cycle, the storage sub­
system retrieves one data block (e.g. la,2a,3a and 4a) for each of these four video 
streams. These data blocks will be transmitted across the network sub-system in 
the next network transmission period. It is important to note that the ordering of 
data packet transmission can be different from the ordering of data retrieval from 
the storage sub-system. This implies that the storage sub-system and the network 
sub-system can operate independently on selecting which data to retrieve or to 
transmit (or even to drop packet, if possible). 

The QoS requirements we consider are bandwidth requirements and packet 
dropping rate requirements which are specified by users. 

Let ri be the random variable denoting the bandwidth requirement of the ith 

video request and ri = E[ii] be its average bandwidth requirement. One way to 
guarantee the quality of service for the ith request is to make sure that both the 
storage sub-system and the network sub-system can sustain ii, that is, the storage 
sub-system can retrieve ii T amount of data per cycle and the network sub-system 
can transmit iiT amount of data per period. To achieve this, one way is to provide 
worst-case resource allocation, that is, let r; = max{ii}, then we need to allocate 
enough disk I/O bandwidth to retrieve r;T amount of data per cycle and allocate 
enough transmission bandwidth to transmit r;T amount of data per transmission 
time frame. This type of pessimistic admission control usually implies that resources 
of the VoD system are usually under-utilized. The goal of our admission control 
algorithm is to guarantee QoS requirements of each individual class connection 
and at the same time, maximize the number of concurrent video requests that the 
system can support. 
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In the following sections, we will present our admission control algorithm. Let 
us first define some notations which will be used throughout this paper. 

n number of request currently admitted in the VoD. 
N = number of disks in the storage sub-system. 
T the length of a time frame in the transmission network. This is also 

the length of a transfer cycle in each disk. 
Ti the random variable denoting the non-idling time in a transfer cycle 

ofdiski,i=1,2, ... ,N. 
di = the packet dropping rate requirement specified by user i. 
r; = average bandwidth requirement for request i. 
Pij the average probability of a block of video required by viewer j is 

in disk i. 
P = the maximum overflow probability in disk transfer cycle. In order 

to make higher utilization of disk transfer bandwidth, we allow the 
disk transfer cycle to overflow with probability less than or equal to 
this probability. 

T:::k' (n) = a random variable denoting the worst case total seek time for serving 
n requests. 

T~~':j(n) a random variable denoting the rotational latency for serving the 
/h request. 

3 The Admission Control for Storage Sub-system 

For the n requests currently admitted, the bandwidth requirements are r = (Tl, ... , Tn), 
the dropping rate requirements are d = (d1, ... , dn ). The average number of videos 
requesting data from disk i is 

ni = r Pil + ... + pin 1· 
Therefore, for disk i E {I, 2, ... , N}, we have: 

ni ni 

Ti = T'::k'(ni) + LTrot-j + L Ttrf-j 
j=l j=l 

where T:::: (ni) representing the worst case seek time for service ni requests, i.e., 
when these ni requests are evenly spaced out on the disk surface [7]. 
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Let there be a new request (e.g., the(n + l)threquest) arriving with bandwidth 
requirement rn+l and dropping rate requirement dn + 1. Assume that the data block 
requested by the (n+ l)th request is in disk i with probability Pi(n+l), i = 1, ... ,N. 
If it is admitted, T; becomes: 

n~ n~ 

Ti = T'::k'(n:) + L: Trot-j + L: Ttrf-j 
j=l j=l 

where n~ = rPil + '" + Pi(n+1)l Let FVi(S) be the Laplace transform for the 
random variable T; and let F;ot_j(s) and Ft"fr-j(s) be the Laplace transforms 
for the random variables Trot- j and Ttr f - j, respectively. Since Trot- j, Ttr f - j ,j = 
1, ... , n are independent, using the convolution property of Laplace transform, we 
get: 

n~ n~ 

F1ji(S) = e[-sr~~~(n:)J II F;ot_j(s) II Ft"rf-j(s) 
j=l j=l 

Let Mi(S) be the moment generating function for the random variable Ti . Since 
Mi(s) is equal to Fv, (-s), applying Chernoff's theorem to bound the tail of the 
random variable Ti , we have the following [IJ: 

[ T] . {Mi(())} 
Prob Ti > ::; ~~t -;JT . (1) 

Using standard numerical solution techniques, we can obtain the o{>timal ()* which 
gives the tightest upper bound. If there exists a Ti such that M8l9T) > p, the disk 
transfer cannot satisfy the bandwidth requirement of request (n + 1), since it means 
that at least one disk transfer cycle will violate the overflow probability requirement 
if (n + l)th request is admitted. On the other hand, if all ~t~9;) ::; p, it means the 
disk transfer can satisfy the bandwidth requirements of all n + 1 requests. 

If the bandwidth requirements of users' can be satisfied, then we need check 
whether the packet dropping rate requirements of the users' can be satisfied or not. 
We explain how one can check these requirements in the next section. 
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4 The Admission Control for Network Sub-system 

Before we present the admission control algorithm for network sub-system, we need 
give some preliminaries which we use in deriving the the admission control algorithm 
for network sub-system. 

4.1 Preliminaries 

Let E = {I, ... ,n} be a finite set; x = (Xi)i'=l is a n-dimension vector. We first 
need to define the meaning of polymatroid [13]: 

Definition 1 The following polytope 

P(f) = {a; ~ 0 : L: Xi ~ f(A), A ~ E} (2) 
iEA 

is termed a polymatroid if the function f : 2E --+ lR+ satisfies the following proper­
ties: (i) (normalized) f(0) = 0; (ii) (increasing) if A ~ B ~ E, then f(A) ~ f(B); 
(iii) (submodular) if A, B ~ E, then f(A) + f(B) ~ f(AUB) + f(AnB). Specially, 
if 

8(f) = {a; ~ 0 : L:Xi ~ f(A), ACE; L: Xi = f(E)}, 
iEA iEE 

then 8(f) is the base of polymatroid P(f). 

The following definition defines the vertex of the base of polymatroid [14]. 

Definition 2 Let 1r denote a permutation of {I, 2, ... ,n} and 1r j is the jth com­
ponent of 1r, a;1r defined below are "vertices" of the base of the polymatroid defined 
in Definition 1. 

X;l = f({1rI}) 

X;2 = f({ 1rl, 1r2}) - f({ 1rl}) 
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Definition 3 (lS} A scheduling control policy is said admissible if it is non-idling 
and non-anticipative, that is, if no server is allowed to be idle when there are jobs 
waiting to be served, and the control is only allowed to make use of past history 
and the current state of the system. Any admissible control cannot affect the arrival 
processes or the service requirements of the job. 

Next, we will give the definition of strong conservation laws which was reported 
in [15]. Let E = {1, 2, ... , n} denote the set of all job types. For any A £;; E, let 
IAI denote the cardinality of A. Let U denote the set of all admissible policies. 
Let XU denote the performance measure under an admissible policy u E U. Let 
'Tr = ('Trl, ... , 'Tr n) denote a permutation of the integers {I, ... , n}, which represents 
an admissible priority rule, that is, type 'Trl jobs have the highest priority, and type 
'Trn jobs have the lowest priority. 

Definition 4 (lS} The performance vector x is said to satisfy strong conservation 
laws, if there exists a set function b (or respectively, f): 2E -+ ~+, satisfying 

b(A) = E X 1r" 'I17r: {'Trl, ... ,'TrIAl} = A, VA £;; E; (3) 
1riEA 

or respectively, 

f(A) = E X 1ri , V'Tr: {'Trl, ... ,'TrIAl} = A, VA ~ E; (4) 
1r'£EA 

(when A = 0, by definition, b(0) = f(0) = 0); such that for all u E U the following 
is satisfied: 

Ex~ ~ b(A), VA c E; Ex~ = b(E); (5) 
iEA iEE 

or respectively, 

E x~ ::; f(A), VA c E; E x~ = f(E). (6) 
iEA iEE 

If the performance measure in a particular question is minimized (or maxi­
mized) by the admissible priority rules, then the function b (or J) applies in this 
question [16]. 

This definition states two requirements that a performance vector must satisfy 
in order to satisfy strong conservation laws [15]: 
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1. The summation of all components of the performance vector in question is 
invariant under any admissible control policy. This requirement is reflected in 
following equations 

Exr = b(E); 
iEE 

or 
Exr = f(E). 
iEE 

2. The summation of components of the performance vector in question who rep­
resents job types in A is minimized (or maximized) by any absolute priority 
rule giving the job types in A over the other job types. This requirement is 
reflected in following equations and inequalities: 

or 

b(A) = E X"i' \hr: {11'1, ... , 11'1AI} = A, VA ~ E; 
"iEA 

Exr ~ b(A), VA c E; 
iEA 

f(A) = E X"i' V11': {11'1,oo. , 11'1AI} = A, VA ~ E; 
"iEA 

Exr $ f(A), VA c E; 
iEA 

The following theorem gives the relationship between the strong conservation 
laws and the base of a polymatroid. Unless otherwise stated, we use B(b) to denote 
the polytope {x ~ 0: LiEAxi ~ b(A),A C E;LiEExi = b(E)}, which is also the 
base of polymatroid by setting b(A) := b(E) - f(E - A). 

Theorem 1 [15} Assume the performance vector x satisfies the strong conservation 
laws (3) and (5) [(4) and (6)}, then: 

a) the convex polytope B(b) [BU)} is the performance space; 
b) B(b) [BU)} is the base of a polymatroid; and 
c) the vertices of B(b) [BU)} are the performance vectors of the absolute priority 

rules. 

Since B(b) [BU)l is a convex polytope, any vector in B(b) [BU)l can be ex­
pressed as a convex combination of its vertices. This implies that if a performance 
vector satisfies the strong conservation laws, we can easily derive the space of this 
performance vector. Also, given a vector, we can easily find out whether there exists 
an admissible priority rule under which the performance measure can achieve this 
vector. In the following, we illustrate how we can use the concept of polymatroid 
to determine whether we can satisfy a given dropping vector requirement. 
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4.2 The Admission Control Algorithm for Network Sub-system 

In a transmission time frame, we use an admissible policy defined in last subsection 
because allowing the server to be idle when there are packets to be transmitted 
in current time frame will not benefit the system. Also, in practice, if we use a 
non-work-conserving scheduling policy, we have to consider carefully the stability 
condition of the system. Here we regard packets which should be transmitted in 
current time frame but cannot be transmitted as violating the deadline and must 
be dropped. Since the probability of overflow in a disk transfer cycle is very small 
(e.g., this is upper bounded by the parameter p), so we ignore the bits dropped 
in disk transfer cycle. We assume that the distribution of the size of video stream 
which need to be transmitted in a transmission time frame is the same as the disk 
read-size in the corresponding disk transfer cycle. 

Assume the packet size is same for all the video streams (this is the case in 
ATM networks where each packet(cell) has the fixed length), it is easily seen that: 

1. The overall dropping rate, over all video streams in E is invariant under any 
admissible policy; 

2. The dropping rate over any given subset A, AcE is minimized by offering 
absolute priority to video streams in the subset A over the video streams in 
(E - A). 

Base on this observation, we know that the dropping rate vector d = (d1, ... , dn+l) 
satisfies the strong conservation laws. 

From the preliminaries, we know the space of dropping rate d is a base of poly­
matroid with each vertex corresponding to a specific absolute priority scheduling 
policy. Since this base of polymatroid is a convex polytope, any point of this base 
of polymatroid can be expressed as a convex combination of its vertices. So if the 
required dropping rate vector is in this polytope, we know we can find a convex 
combination of absolute priority rules to achieve it. 

Let b(A) denote the lower bound of dropping rate over given subset A, AcE. 
If the dropping rate vector d = (d1, ... , dn + 1) satisfies2: 

Edi:::: b(A), AcE 
iEA 

and 
Ed i > b(E) 
iEE 

we can always find a point in this base of polymatroid (i.e. the space of d) which 
is better than given d and can be realized by a convex combination of absolute 
priority rules. 

5 Experiment 

In this section, we present some experimental results obtained by using our pro­
posed admission control algorithm. We also compare these results with the results 

2Inhere,E={1, ... ,n+l} 
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obtained by using average bandwidth allocation strategy. Since using peak band­
width allocation (or worst case resource allocation) will result in worst bandwidth 
utilization than that of using average bandwidth allocation, therefore, we will not 
use peak bandwidth allocation policy in comparing with our proposed method. 

In our experiment, there are two disks in the VoD storage system. The related 
characteristics of each disk are listed in Table 1. 

Table 1. The parameters of the disk used in the experiment 

Number of cylinders 5288 
Transfer rate 80 Mbps 
Maximum rotational latency 8.33 milliseconds 

Seek time function (secs) seek(d) _ {0.6 * 10-3 + 0.3 * 10-3 * Vd if d < 400 
- 5.75 * 10-3 + 0.002 * 10-3 * d if d > 400 

In Table 1, d is the seek distance for a requested video block in a disk transfer 
cycle. We use the worst case seek distance as the value of d, which is the seek 
distance for a requested video block when all the requested video blocks in a disk 
are evenly spaced out on the surface of this disk. So 

d = r Number of cylinders in the disk 1 
Number of requested video blocks in the disk 

and seek( d) is the seek time for finding a video block in a disk. Also, we assume 
the rotational latency for the requested video block is uniformly distributed in the 
range [0,8.33] millisecond. The compressed video files are stored in the disks using 
the data placement scheme we talked about in Sect. 2. The size of one data block 
is exponentially distributed with mean 1.5 Mb for each MPEG-l video block and 
5 Mb for each MPEG-2 video block. 

The VoD system can provide service in three classes. Class A service is provided 
to users whose requested videos are compressed by MPEG-l and whose average 
bandwidth requirements are 1.5 Mbps and dropping rate requirements are 2% (that 
is, the average number of bits dropped in a transmission time frame should be less 
than 1.5 * 2% = 0.03 Mb). Class B service is provided to users whose requested 
videos are compressed by MPEG-l and whose average bandwidth requirements are 
1.5 Mbps and dropping rate requirements are 6%. Class C service is provided to users 
whose requested videos are compressed by MPEG-2 and whose average bandwidth 
requirements are 5 Mbps and dropping rate requirements are 10% [17]. We call a 
user's request "class i request" if the user will get class i service when his request is 
admitted, i E E = {A, B, C}. The length of a transfer cycle in the disk is 1 second. 
During each transfer cycle, the read-size of video is exponentially distributed with 
mean 1.5 Mb for each MPEG-l video and 5 Mb for each MPEG-2 video. The given 
overflow probability of disk transfer cycle is 1.0* 10-4 . The transmission network we 
employed is ATM network with bandwidth 155 Mbps. The length of a transmission 
time frame is 1 second. 

From the previous sections, we know that a new request (or new requests)can 
be admitted if and only if the system has enough resource to satisfy the QoS 
requirements of the new request(s) and at the same time, the QoS requirements of 
other existing viewers will not be violated. 
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We assume that at the beginning of the experiment, there are 51 video streams 
in the VoD system. Each class has 17 video streams (one can easily verify that the 
VoD system can support these video streams, both in storage sub-system and the 
network sub-system). Now there are one class A request, two class B requests and 
one class C request arrive at the same time. To see if these new requests can be 
admitted, first we need check whether the bandwidth requirements of the users' can 
be satisfied. Assuming the admitted requests are well-balanced, if the new requests 
are admitted in storage sub-system, applying the formula in Table 1, the worst case 
seek time for a video is 0.0047 secs, then applying (1), we got 

P[T;::: 1] S 6.6107 * 10-5 

so the probability of overflow of the disk transfer cycle is less that given p = 
1.0 * 10-4 . The bandwidth requirements of all users' can be satisfied. 

Next, we need check whether the dropping rate requirements of all users' can 
be satisfied. We treat the video streams belonging to the same service class as one 
"big" video stream and compute the lower bound of dropping rate b(A), where 
A ~ E, E = {A, B, C} represents the set of three "big" video streams. The results 
are listed in Table 2, also listed are dropping rate requirements d(A), A ~ E. By 
comparing the dropping rate requirements d(A) with b(A), we got: 

d(A) ;::: b(A) where A ~ E, E = {A, B, C} 

So these new requests can be admitted. The admissible region includes all the points 
whose coordinates (Xl, X2, X3) satisfy: 

Xi;:::O, i=1,2,3 
Xl;::: b(A) 
X2 ~ b(B) 
X3 ;::: b(C) 
Xl + X2 ;::: b(AB) 
Xl + X3 ;::: b(AC) 
X2 + X3 ;::: b(BC) 
Xl + X2 + X3 ;::: b(ABC) 

The admissible region is illustrate in Fig. 5 where HI J K 0 is a base of 
polymatroid, H = (4.6783,0.6895,0.0442), 1= (4.6783,0,0.7337), 
J = (0.5996,4.7682,O.0442),K = (0,4.7682,0.6438),0 = (0,0,5.4121). 

From the previous section, we know we can find an admissible scheduling policy 
to achieve each point in the base of polymatroid HI J K o. For each of 
other points in admissible region, we can find an admissible scheduling policy to 
achieve a "better" point than the point itself. 

Because d(E) = 10.764 > 5.4121 = b(E), we know we can find a point which 
is in the base of polymatroid HI J K 0 and which is better than the given drop­
ping rate vector. Here, the given dropping rate vector is (0.54,1.71,9) (see Ta­
ble 2), by deducting 1 from d2, deducting 4.8379 from d3, we got the "better" point 
(0.54,0.71,4.1621), where 0.54 + 0.71 + 4.1621 = 5.4121 = b(E). After solve the 
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Table 2. d(A) and b(A) in the experiment 
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Item 
d{A} 
d{B} 
d{C} 
d{AB} 
d{AC} 
d{BC} 
d{ABC} 

Value Item 
0.54 b{A} 
1.71 b{B} 
9 b{C} 
2.25 b{AB} 
9.54 b{AC} 
10.71 b{BC} 
10.764 b{ABC} 

..... 

Value 
1.2397e-25 
7.2971e-25 
0.0442 
3.7213e-14 
0.6438 
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Fig. 5. The base of polymatroid HI J K 0 
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following linear equation systems, 

(
4.6783) (4.6783) (0.5996) 

al 0.6895 + a2 0.0 + a3 4.7682 + 
0.0442 0.7337 0.0442 

( 
0.0) (0.0) (0.54) + a4 4.7682 + as 0.0 = 0.71 

0.6438 5.4121 4.1621 

ai ~ 0, i = 1,2, ... ,5 

we got the scheduling policy (0,0.0963,0.1489,0, 0.7548,0), that is, at the begin­
ning of a time frame, with probability 0.0963, the scheduling policy is (2,3,1); with 
probability 0.1489, the scheduling policy is (3,1,2); with probability 0.7548, the 
scheduling policy is (2,1,3). Within each class, the scheduling policy is allocating 
the bandwidth proportional to the number of bits each video stream has at the be­
ginning of the time frame. We can keep adding requests into the VOD system. Based 
on our experiment, we obtain the result that, using our proposed scheduling policy, 
the VOD system can support 20 video streams for class A, Band C, respectively. 

Now we compare the results obtained by using our proposed algorithm with the 
result obtained by average bandwidth allocation strategy. Here "average bandwidth 
allocation strategy" refers to the strategy that allocates transmission bandwidth 
to the video streams in network sub-system according to the average bandwidth 
requirements of the users'. This strategy also considers the VBR nature of the 
video streams, so it can achieve higher bandwidth utilization than peak bandwidth 
allocation strategy. In our experiment, employing average bandwidth allocation 
strategy means allocating 1.5 Mbps bandwidth to each video streams in class A 
and class B and 5 Mbps bandwidth to each video streams in class C. If there are 
20 video streams for class A, Band C, then the overall bandwidth requirement is 
160 Mbps which exceeds the bandwidth of the transmission network which is 155 
Mbps. So by employing average bandwidth allocation strategy, we can't admitted 
20 video streams for class A, B,C, respectively. And we cannot determine whether 
the dropping rate requirement of each user's can be satisfied. This is in contrast 
with our proposed algorithm which can accommodate 20 video streams for class 
A, Band C, respectively, and at the same time, we can find the scheduling policy to 
achieve the dropping rate requirements easily. 
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6 Conclusion 

In this work, we considered a theoretical framework of performing admission con­
trol in a VoD system. Previous work on the admission control in VoD is usually 
performed on a aggregated traffic basis. Our admission control algorithm can guar­
antee the QoS requirements of individual classes of connections and at the same 
time, achieve high bandwidth utilization. In the storage sub-system, some form of 
cycle-based scheduling algorithm is used and we determine the conditions in which 
the storage sub-system can satisfy the bandwidth requirements of the users'. For 
the network sub-system, we derive the admissible region of the packet dropping 
rate vector and the scheduling policy to achieve the dropping rate vector within 
the admissible region. Experiments show that our proposed algorithm can achieve 
high bandwidth utilization, making VoD service cost-effectively. 
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Abstract. Although continuous-time Markov chains have been widely used to 
analyze the performance of communication networks, constructing and solving a 
continuous-time Markov chain is a tedious and error-prone procedure, especially 
when the systems are complex. A relief from the burden is provided by stochas­
tic Petri nets and the corresponding software packages, which provide automated 
generation and solution of continuous-time Markov chains. This paper gives an 
overview of stochastic Petri nets. Two examples in communication networks (i.e., 
one for ATM networks and the other for wireless networks) are presented and stud­
ied to illustrate how to use stochastic Petri nets for performance, availability and 
performability analysis of communication networks. 

1 Introduction 

First introduced by A. A. Markov in 1907, Markov chains have been in use in 
performance analysis since around 1950. A Markov chain consists of a set of states 
and a set of labeled transitions between the states. A state of the Markov chain 
can model various conditions of interest in the system being studied. For example, 
these could be the number of packets in the buffer, the number of active users 
in the network, etc. After a sojourn in a state, the Markov chain will make a 
transition to another state. Such transitions are described either with transition 
probability matrix P (in case of discrete-time Markov chain, DTMC) or infinitesimal 
generator matrix Q (in case of continuous-time Markov chain, CTMC). Steady-state 
behavior of Markov chains, if it exists, can be studied by using a system of linear 
equations with one equation for each state, i.e., vP = v and vi = 1 for DTMC or 
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'irQ = 0 and 'lrl = 1 for CTMC, where v and 'Ir are the steady-state probability 
vectors for DTMC and CTMC, respectively. Transient behavior of a CTMC gives 
rise to a system of first-order, linear, ordinary differential equations[19,14], i.e., 

d~~t) = 'irQ. 

The most commonly used method for the performance evaluation of communica­
tion networks is abstracting the physical system into a CTMC or DTMC, and then 
setting up ordinary differential equations (for transient solution) or linear equations 
(for steady-state solution) manually, and finally writing a program for the numerical 
solution to the above equations. It is a rather tedious and error-prone procedure, 
especially when the number of states becomes very large. There are some efforts 
on developing software packages to solve CTMC or DTMC automatically, while 
still requiring manual construction of the CTMC. Note that the Markov model of 
a system is sometime far removed from the shape and general feel of the system 
being modeled. System designer may have difficulty in directly translating their 
problem into a Markov chain. Since late 1980s, some scientists have been developed 
a new modelling formalism and software packages for the automated generation and 
solution of Markovian stochastic systems. The efforts led to the emergence of a for­
malism called stochastic Petri nets (SPN) which is more concise in its specification 
and whose form is closer to a designer's intuition about what a model should look 
like. Some software packages such as SPNP[1l,13], DSPNexpress[5,6], TimeNet[26], 
and GreatSPN[8]' are available, which can translate an SPN model into a CTMC 
and then solve it automatically. The users' effort is now just in building an SPN 
model from the real system. 

In this paper, we will show how to build an SPN model to study the performance 
issue in communication networks. In section 2, the concept of SPN, GSPN and 
SRN are described. As an example, we construct a stochastic Petri net model for 
an Ethernet/ ATM bridge in section 3. In section 4, a performability model for the 
RF channel recovery in wireless communication systems is built. In section 5, we 
briefly discuss the recent advances in SPN. The conclusions are drawn in section 6. 

2 Stochastic Petri Nets 

2.1 Petri Nets 

Petri nets were originally introduced by C. A. Petri in 1962. Formally, a Petri net 
(PN) is a 5-tuple PN = (P,T,F, W,M), where 

• P = {PI, P2, ... , Pm} is a finite set of places (drawn as circles); 
• T = {tI, t2, ... , t n } is a finite set of transitions (drawn as bars); 
• F s:;; (P x T) U (T x P) is a set of arcs connecting P and T; 
• W: F -+ {I, 2,3, ... } is weight (multiplicity) function; 
• M: P -+ {O, 1, 2, ... } is the marking which denote the number of tokens (drawn 

as black dots) in places P and the initial marking is denoted as Mo. 

Graphically, Petri net is a directed graph with two disjoint types of nodes: 
places and transitions. A directed arc connecting a place (transition) to a transition 
(place) is called an input (output) arc of the transition. A positive integer called 
multiplicity can be associated with each arc. Places connected to a transition by 
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input arcs are called the input places of this transition, and those connected by 
means of output arcs are called the output places. Each place may contain zero or 
more tokens. A transition is enabled if each of its input places has at least as many 
tokens as the multiplicity of the corresponding input arc. A transition can fire when 
it is enabled, and upon firing, a number of tokens equal to the multiplicity of the 
input arc is removed from each of the input places, and a number of tokens equal to 
the multiplicity of the output arc is deposited in each of its output places. Therefore, 
the firing of a transition may transform a P N from one marking into another. With 
respect to a given initial marking Mo, the reachability set is defined as the set of 
all markings reachable through any possible firing sequences of transitions, starting 
from the initial marking [14,30]. 

Fig. 1 is a simple example of a P N [14]. In Fig. 1 a, only transition h is enabled 
because place Pl contains two tokens, t2 is disabled because P2 is empty. If the firing 
takes place, one token is removed from input place P l and one token is deposited in 
both output places P2 and P3 (see Fig. 1 b). In Fig. 1 b, both transitions tl and t2 
are enabled. If h fires, the PN will reaches Fig. 1 d, while Fig. 1 c will be reached 
if t2 fires. The reachability set in this example is given by {(2, 0, 0, 0), (1, 1, 1, 0), 
(0, 2, 2,0), (0, 0, 1, I)}. 

PI P2 PI P2 

II 

.~ 
t2 

0 a b 
P3 P4 P3 P4 

PI P2 PI P2 

II II 

d c 
P3 P4 P3 

Fig. 1. An Example of Petri Net 

PN can be used to capture the behavior of many real-world situations including 
sequencing, synchronization, concurrency, and conflict. In computer networks, it 
can be used to describe and verify the communication protocols. However, the 
concept of time is not explicitly given in the original definition of Petri nets, while 
for the performance evaluation of dynamical systems, it is necessary and useful 
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to introduce time delays associated with transitions in the Petri net models. This 
intuition has led to the emergence of stochastic Petri nets. 

2.2 Stochastic Petri Nets 

Stochastic Petri nets are Petri nets where exponentially distributed firing time 
is attached to each transition. In Generalized Stochastic Petri nets (GSPN) [22], 
transitions are allowed to be either timed (exponentially distributed firing time, 
drawn as rectangular boxes) or immediate (zero firing time, represented by thin 
black bars). Immediate transitions always have priority over timed transitions to 
fire. If several immediate transitions compete for firing, a specified probability mass 
function is used to break the tie. 

A marking of a GSPN is called vanishing if at least one immediate transition is 
enabled in the marking and tangible otherwise. GSPN also introduces inhibitor arc 
connecting a place to a transition. Inhibitor arcs have small hollow circles instead 
of arrows at their terminating ends. A transition with an inhibitor arc can not fire 
if the input place of the inhibitor arc contains equal to or more tokens than the 
multiplicity of the arc. 

It has been shown that a unique CTMC corresponds to a given GSPN under 
condition that only a finite number of transitions can fire in finite time with non­
zero probability [22]. 

The GSPN analysis can be decomposed into four steps [14]: 

• Generating the extended reachablility graph which contains the markings of the 
reachablity set as nodes and some stochastic information attached to the arcs, 
thereby all the markings are related to each other with stochastic information. 

• Eliminating the vanishing markings with zero sojourn times and the corre­
sponding transitions. This procedure generates the CTMC. 

• Analyzing the steady-state, transient and cumulative behavior of the CTMC. 
• Outputing the measures, such as the average number of tokens in each place 

and the throughput of each timed transition. 

When SPN is applied to performance evaluation of computer networks, places 
can be used to denote the number of packets or cells in the buffer or the number 
of active users or flows in the system, while the arrival and departure of packets, 
cells, users or flows can be represented by transitions. 

Fig. 2 shows a GSPN model of an M/ Em /1/N queueing system. Transition TI 
represents the arrival of a customer with firing rate A. An inhibitor arc with multi­
plicity N from place Pan to TI represents the capacity of the queueing system. The 
transition TI is disabled when the number of tokens in the system equals N. The 
immediate transition tl fires when there is at least one token in place Pan and Pser 
is empty, and m tokens will be deposited in place Pser after the firing of tl. 

Fig. 2 also shows the extended reachability graph of the GSPN model, where 
(i, j) represents that the number oftokens in places Pan and Pser are i and j, respec­
tively. After the extended reachablility graph is generated, the vanishing markings 
will be deleted, which is mapped to a CTMC. In this example, there are N vanish­
ing markings which are represented by rectangles, i.e., (1,0), (2,0), ... , (N,O). Then 
the CTMC can be evaluated with well-known numerical solutions. 
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AA 
If-O 

Tl POD t1 Pser 

SPN Model of an MlEmlllN queue 

Extended Reachability Graph (ERG) 

Markov Chain 

Fig. 2. An Example of GSPN 

T2 
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2.3 Stochastic reward nets 

Stochastic reward nets (SRNs) are based on GSPN but extend it further [12J. In 
SRN, every tangible marking can be associated with a reward rate. It can be shown 
that an SRN can be mapped into a Markov reward model. Thus a variety of perfor­
mance measures can be specified and calculated using a very convenient formalism. 
SRN also allows several other features that makes specification convenient: 

• Each transition may have an enabling function (also called a guard) so that a 
transition is enabled only if its marking-dependent enabling function is true. 
This feature provides a powerful means to simplify the graphical representation 
and to make SRNs easier to be understood. 

• Marking dependent arc multiplicities are allowed. This feature can be applied 
when the number of tokens to be transferred depends on the current marking. 

• Marking dependent firing rates are allowed. This feature allows the firing rate 
of the transitions to be specified as a function of the number of tokens in any 
place of the Petri net. 

• Transitions can be assigned different priorities, and a transition is enabled only 
if no other transition with a higher priority is enabled. 

• Besides the traditional output measures obtained from a GSPN, such as through­
put of a transition and the mean number of tokens in a place, more complex 
reward function can be defined. 

We will show in the following sections how to use these features to build concise 
models. 

3 Example 1: SRN Model for an Ethernet/ ATM 
Bridge 

3.1 Problem Description 

Consider an Ethernet/ ATM bridge, which has N Ethernet interfaces and one AT M 
interface. The packet arrivals from one Ehternet interface follow a 2-state Markov 
Modulated Poisson Process (MMPP). Assume that the traffic on the Ethernet in­
terfaces are homogeneous, then the aggregation of the traffic may be described by 
an N-state MMPP. The aggregated packet arrival process is Poisson with rate Ti 

while it is at state i. The transitions between these states form a homogeneous, 
continuous time Markov chain. The rate from state i to (i + 1) is i§; to (i - 1) is 
(N -i)'y. 

After the frames arrive into the buffer, they will be segmented into cells and 
each cell is serviced with a deterministic service time, Le., 2.7 microseconds (we 
assume the port rate of the ATM interface is 155.520 Mb/s). From the previous 
measurements of real networks, it has been observed that the frame sizes of data 
traffic in Ethernet have three predominant values: 46 bytes (with probability Cl), 

144 bytes (with probability C2) and 1500 bytes (with probability C3), which cor­
responds to 2 cells, 4 cells and 32 cells, respectively, after including the LANE 
(LAN Emulation) overhead (see [33,24]). It is found that Cl = 0.342, C2 = 0.093, 
C3 = 0.565. 



Stochastic Petri Nets and Their Applications 289 

These three different sizes are the consequence of three different application 
classes. Short frames are transmitted during terminal-to-host communication, 
whereas applications based on network-file system protocol (NFS) generate short 
frames in one direction followed by medium-sized frames in the reverse direction. 
The maximum frame size in Ethernet traffic is 1512 bytes, used mostly during file 
transfer applications. In other words, the data frames in the LAN consist of large 
packets, medium packets and small packets. This observation allows us to analyze 
and design the buffer more effectively. 

3.2 SRN Model 

The traffic is modelled by an N-state MMPP, which is represented by the subnet 
in the dotted rectangle in Fig. 3. The firing rate of Ton depends on the number 
of tokens in place Pon, i.e., (N - #Pon)r. The firing rate of ToJf depends on the 
number of tokens in place Pon as well, i.e., #Pon6. The firing rate of transition 
Tarrival depends on the number of tokens in Pon, say )..#Pon . 

The frames generated according to the MMPP have three possible sizes, 2 cells 
(with probability Cl), 4 cells (with probability C2), and 32 cells (with probability 
C3). The split between the large, medium and small frame is represented by the 
immediate transitions tl,t2, and t3. When a packet finds there is enough space in the 
buffer whose capacity is M cells, the packet enters the buffer, which is represented 
by immediate transitions t7, ts, and tg. If the packet finds that there is not enough 
space in the buffer to accomodate the entire packet, the immediate transitions t7, ts, 
and tg are inhibited by inhibitor arcs from Pbuf f er to t7, ts, and tg. Then the entire 
packet will be discarded, which is represented by immediate transitions t4, t5, and 
t6. In this paper, discard is frame-based, not cell-based. Therefore, partial packet 
loss will not exist in our study, and loss amplification caused by partial packet 
loss is prevented [4]. The deterministic service time of the multiplexer, which can 
accomodate M cells, is approximated with an n-stage Erlang distribution. 

The marking dependent firing rates for the timed transitions are listed in Table 
1. The guards for the immediate transitions are listed in Table 2. 

t 1 

Ton ~NTarriV'1 
POD 

Toff 

T departure 

o~ 
Pdep nIL 

Fig. 3. Stochastic Reward Net Model for Ethernet/ ATM Bridge 
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Table 1. Rates for the timed transitions in Fig. 3 

Transition Rate 
Ton (N - #Ponh 
TOff #Pon8 

Tarrival #Pon ).. 
Tdeparture nIL 

Table 2. Rates and Guards for the immediate transitions in Fig. 3 

Transition Guard 
t4 #Huf fer + #Pdep > M - 2 
t5 #Pbuf fer + #Pdep > M - 4 
t6 #Huf fer + #Pdep > M - 32 

4 Example 2: RF Recovery in Wireless Communication 
Systems[29] 

4.1 Problem Description 

In wireless networks, an RF (Radio Frequency) channel is assigned to a call either 
during the call set-up process when a new call is initiated or during the handoff 
process when an ongoing call subscriber roams into the cell. 

A common assumption in the previous studies has been that the channel in 
use never fails. However, in a practical environment, wireless networks, like any 
other physical system, are subject to failures, especially RF failure. There are many 
factors that cause RF failure, such as base repeater power failure, base repeater RF 
amplifier failure, etc. With the increasing penetration of wireless communications, 
a disruption in service could cause severe consequences in both economic and social 
sense. Thus providing restoration subsequent to channel failures has become an 
important issue in ensuring network integrity. 

4.2 Performance SRN Model (No RF Failure) 

Before proposing our channel recovery scheme, we first present a pure performance 
model under the assumption that the channels in a wireless network never fail. 

In cellular networks, a given geographical area is divided into a certain number 
of cells. When a new call (NC) is attempted in a cell covered by a base station 
(BS), the NC is connected if an idle channel is available in the cell. Otherwise, 
the call is blocked. When a mobile station (MS) travels across the cell boundaries, 
the channel in the old serving cell is released, and an idle channel is required in 
the target cell, which would be the new serving cell. This process is called handoff. 
If an idle channel exists in the target cell, the handoff call (HC) continues nearly 
transparently to the user. Otherwise, the HC is dropped. 

The dropping of a handoff call (HC) is considered more severe than the blocking 
of a new call (NC). One method to reduce the dropping probability of HCs is to 
reserve a fixed number of channels exclusively for HCs. These exclusively reserved 
channels are referred to as guard channels. For example, if the total number of RF 
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channels is C and the number of the channels in the reserved channel pool is g, 
then the number of RF channels available for new calls is C - g. 

Fig. 4 shows an SRN of a performance model for channel allocation with guard 
channels. 

g+1 

Fig. 4. SRN of a performance model for channel allocation. 

In Fig. 4, place C P is the channel pool for the cell. Initially, there are C idle 
channels which are accessible for both the NCs and the HCs. Transitions tn and t~ 
represent the arrivals of NCs and HCs respectively. Transition t~ is enabled with 
at least one idle channel in place CPo Otherwise, it is blocked. Transition tn is 
disabled if there are less than 9 + 1 channels in place C P. This is represented by 
the multiple input arc from place C P to transition tn and the multiple output arc 
from transition tn to place CPo The resulting effect is that when transition tn fires, 
only one token is moved from place CP to place T. The number of tokens in place 
T is the number of channels currently being utilized in the cell. Transitions td and 
th respectively represent the departure of a call, either due to the termination of 
the call or due to the MS leaving the cell. The clearing rate for a single call is Ad. 
The rate at which an MS leaves the cell is Ah' Notice that transitions td and th 
have marking dependent firing rates. The actual firing rates for transitions td and 
th are kAd and kAh respectively, where k is the number of tokens in place T. The 
marking dependency is indicated by the # signs next to the transitions in Fig. 4. 

Let Tn denote the number of tokens in place T and consequently let m = 
{Tn, CPn} denote the marking of the SRN in Fig. 4. The continuous time Markov 
chain (CTMC) for the SRN of the performance model is shown in Fig. 5, where 
At = An + A~ and Ao = Ad + Ah' 

4.3 Performability SRN Model (with RF Failure and Recovery) 

With RF failure and recovery, a failed channel (FCh) is automatically switched 
by an idle channel, if one is available. Otherwise, the call with a failed channel is 
queued until an idle channel is available. Since the spectrum is scarce, no spare 
channels are reserved exclusively for calls with failed channels. However, calls with 
failed channels are treated with the same priority as the HCs in the sense that both 
of them can access any available channel in the reserved channel pool. We assume 
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~ ... ~ 
..1,0 2..1,0 (C - g -1)..1,0 

... 
(C - g + 1)..1,0 

Fig. 5. CTMC for the SRN model in Fig. 4. 

that an idle channel is always in perfect condition for service. In other words, a 
channel can only fail when it is in service. A call fails when the channel it holds 
fails. 

g+1 

Fig. 6. Performability SRN Model 

In Fig. 6, we show the SRN model. Compared with the pure performance model 
in Fig. 4, two places (B and R), two timed transitions (tf and tr ) and one immediate 
transition (tI) are added in Fig. 6. Transition tf represents the failure of a channel 
while it is in use. The failure rate for a single channel is >. f. When a channel fails, the 
FC is switched to an idle channel if one is available. In this case, the FC is restored 
to service immediately. When the channel pool is empty, the FC is queued in the 
buffer B. As soon as an idle channel is available, an FC is restored instantly. The 
queued FCs are served by the first-in/first-out (FIFO) policy. The above process is 
represented by the immediate transition tl in Fig. 6. In order to fire transition tl, 
at least one token is required in both places CP (an idle channel) and B (an FC). 
In the mean time, the FChs are being recovered in place R under the FIFO policy 
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with a single recovery facility. This is represented by transition tr and the recovery 
rate is fJ-r. 

Let Tn denote the number of tokens in place T and consequently let m = 
{Tn, Bn, Rn, CPn} denote the marking of the SRN in Fig. 6. Then Fig. 7 shows the 
eRg obtained from the initial marking shown in Fig. 6, where C = 3 and 9 = l. 
Vanishing markings are represented by rectangles and ovals are used to represent 
the tangible markings. The corresponding CTMC is shown in Fig. 8. 

Fig. 7. ERG for the SRN model in Fig. 6. 

5 Recent Research on SPN 

5.1 Tools Development 

Concurrent with the stochastic evolution of Petri nets, effort has been devoted to 
defining and implementing automatic solution tools for PN models. For example, 

• SPNP (Stochastic Petri Net Package) and its GUI version iSPN can provide 
steady state, transient and cumulative measures, and advanced features such 
as marking-dependent rates, marking-dependent arc multiplicities and guards 
[11,13]. 

• GreatSPN provides graphical input, steady state and transient solution to 
GSPN[8]. 

• DSPNexpress can deal with Deterministic and Stochastic Petri Nets (DSPN) 
under the assumption that only one deterministic transitions can be enabled[5,6]. 
The solution to DSPN with two concurrently enabled deterministic transitions 
has been presented recently. 

• ESP implements an approximate solution based on the use of phase type dis­
tributions[l]. 
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Fig. 8. CTMC for the SRN in Fig. 6. 

5.2 Solutions Dealing with Largeness 

Since SPNs are based on the solution of CTMC, the state space and reachable mark­
ings grows exponentially as the number of transitions, places and tokens increase 
in the SPNs, which poses a higher requirement to the memory and capacity of the 
computers, and limits the applicability of SPNs to deal with real life applications. 
For example, in the Ethernet/ ATM bridge, the number of states is about nM N. 
If we choose 4-stage Erlang to approximate the deterministic transition, and as­
sume that the bridge has 8 Ethernet interfaces and the ATM port can accomodate 
20,000 cells (Le., about 1Mbytes), then the number of states is about 640,000. A 
large effort has been devoted to overcome or alleviate the largeness. For example, 
we can decompose the SPN model into multiple smaller models which can be solved 
separately [18,9]. Actually, the decomposition is based on representing the infinites­
imal generator matrix in a compact form as a combination of smaller component 
matrices with Kronecker operators [28,23]. However, sometimes the decomposition 
might not be very "clean", Le., there are interactions among the submodels: the 
input parameters in submodel A depend on the behavior of submodel B, and the 
input parameters in submodel B depend on the behavior of the submodel A. In this 
case, fixed-point iteration can be used [31,20]. For a proof of existence of a fixed 
point, see [31]. The proof of uniqueness, however, needs to be worked out on a case 
by case basis. The software package, SPNP, facilitates such fixed point iteration 
schemes. 

5.3 Solutions Dealing with Stiffness 

The wide difference among the rates of the transitions in SPNs is called stiffness, 
which will cause numerical difficulties while solving the Markov chain. In AT M 
networks, there are various processes operating on widely different time scales. 
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For example, the cells may be transmitted within 3 microseconds with the AT M 
port rate is 155Mb/s, while the cells arrive in bursts whose length is at order of 
magnitude of millisecond, and the connection duration in ATM networks might be 
from several seconds to tens of minutes. Then if we want to study the performance of 
AT M networks at cell level, bursty level and connection level within one model, we 
have to deal with the stiffness in the model. One method to deal with the stiffeness 
is based on hierarchical decomposition [18,2]' which decomposes the stiff model 
into multiple submodels so that there might be large difference in the magnitudes 
of the transition rates in different submodels, but the transition rates within each 
submodel do not differ significantly. The submodels can be solved separately and 
reward functions can be defined to get the final performance indices. Fixed-point 
iteration is still useful if the decompostion is not very "clean". 

Besides the hierarchical decomposition, uniformization has been recently im­
proved to handle stiff problems [17] and implemented in SPNP. 

5.4 Extensions to SRN 

Non-Markovian Stochastic Petri Nets The analytical tractability of SRNs 
and underlying CTMC are based on the exponential assumption of the distribu­
tion of the holding time in a given state. However, many activities in real life 
systems do not have an exponentially distributed duration, e.g., the transmission 
of cell in AT M networks has deterministic delay, self-similarity and heavy-tailed 
distributions were found in computer networks which demonstrates rather differ­
ent properties from the Markovian processes [27,21,32]. Although non-exponential 
distributions can be approximated by phase type distributions, the price for in­
troducing phase type distribution is an enlargement of the state space. In recent 
years, several classes of SPN models have been elaborated which incorporate some 
non-exponential characteritics in their definition [16,7,25,3,6]. SPNP supports sim­
ulations of general non-Markovian SPNs. 

Fluid Stochastic Petri Nets [15] Fluid Stochastic Petri Nets (FSPN) extend 
the SPNs by introducing real (positive) tokens to special continuous places. The 
places are partitioned into a set of discrete places containing an integer number of 
tokens and a set of fluid (or continuous) places containing a real fluid level. The 
state space of an FSPN is partially discrete and partially continuous. The discrete 
part is an integer vector accounting for the number of tokens in the discrete places. 
The continuous part is a vector of real numbers accounting for the fluid levels 
in the continuous places. Conceptually, FSPN is based on stochastic fluid flow 
models which have been used extensively to evaluate the performance of high­
speed networks. In high-speed networks, the stochastic processes can be viewed as 
continuous-state as the network speed increases (e.g., the cell transmission delay 
is 3 microseconds in 155Mb/s ATM networks). Therefore FSPN is very useful 
in high-speed networks. Besides, FSPN can be used to deal with the problem of 
largeness. 

Numerical analysis of FSPNs with single fluid place and discrete event simula­
tion with multiple fluid places have been integrated in SPNP [10]. 
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6 Conclusion 

As a high-level description language, SPN is very concise in its specification and 
its form is closer to a designer intuition about what a model should look like. 
Software packages developed by the researchers enable the automated generation 
and solution of Markovian stochastic systems represented by SPNs. It really relieves 
the performance analyst from the tedious task of building Markov chains and solving 
the associated linear equations. The aim of this paper is to encourage the researchers 
in communication area to use SPNs as a tool of performance analysis, therefore we 
omitted rigorous mathematical proofs for the procedures of automated generation 
and solution to CTMC. We focused on how to use SPNs as a tool of performance 
analysis and two examples in communication networks were presented and studied 
in this paper. We hope the "transition" from traditional methods to SPNs will be 
"enable"ed eventually. We do believe the "transition" is "deterministic" , if not 
"immediate" . 
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Abstract. The routing and wavelength assignment problem (RWA) in WDM net­
work can be viewed as a Markov Decision Process (MDP). The problem, however, 
defies calculation of the exact solution because of the huge size of the state space. 
Several heuristic algorithms have been presented in the literature. Generally, these 
algorithms, however, do not take into account the available extra information about 
the traffic, e.g. inhomogeneous arrival rates. In this paper we propose an approach 
where, starting from a given heuristic algorithm, one obtains a better algorithm by 
the first policy iteration. At each decision epoch a decision analysis is made where 
the costs of all the alternative actions are estimated by simulations on the fly. Being 
computationally intensive, this method can be used in real time only for systems 
with slow dynamics. Off-line it can be used to assess how close the heuristic algo­
rithms come to the optimal policy. Numerical examples are given about the policy 
improvement. 

1 Introduction 

The wavelength division multiplexing (WDM) is a promising technology for the 
future all-optical networks. In WDM several optical signals using different wave­
lengths share the same fibre. The capacity of such fibre links can be huge, even 
terabits per second. The routing in network nodes is based on wavelengths of in­
coming signals [1-3J. 

Generally, the routing and wavelength assignment (RWA) problem in WDM 
networks consists of choosing a route and a wavelength for each connection so 
that no two connections using the same wavelength share the same fibre [4,5J. For 
example a simple form of RWA problem is a static traffic case with single fibre links. 
If the nodes are incapable to perform wavelength translations, an assumption made 
throughout this work, the problem can be mapped to a node colouring problem, 
once routing is fixed (see e.g. [4]). 

K. Goto et al. (eds.), Performance and QoS of Next Generation Networking
© Springer-Verlag London Limited 2001
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When the traffic is not static, lightpath requests arrive randomly following 
some traffic process. Connection requests between a given source destination pair 
constitute a traffic class, which we index by k, k E K, where K is the set of all 
source destination pairs. Usually the RWA algorithm configures lightpaths in the 
network unless there are not enough resources available and the request is blocked 
(see e.g. [6-8]). 

The possible schemes considered under dynamical traffic can be divided into 
two cases. If it is possible to reconfigure the whole network when blocking would 
occur, then the blocking probability can be considerably reduced. Such an oper­
ation, however, interrupts all (or at least many) active lightpaths and requires a 
lot of coordination between all the nodes. In large networks the reconfiguration 
seems infeasible. In any case the reconfiguration algorithm should try to minize the 
number of reconfigured lightpaths [9J. 

The other case is when active lightpaths may not be reconfigured. In this case 
it is important to decide which route and wavelength are assigned to an arriving 
connection request in order to balance the load and minimize the future congestion 
in the network. 

Several heuristic algorithms have been proposed and studied (see e.g. [6-8]). 
These algorithms, however, do not take into account the traffic characteristics like 
unequal costs of different requests or inhomogeneous arrival rates. In this paper we 
study this problem in the setting of Markov Decision Processes (MDP) and propose 
an approach, where we try to improve any given heuristic algorithm by the first 
policy iteration [lO,l1J. The policy iteration, indeed, is known to lead to a new 
policy with better performance. In order to avoid dealing with the huge size of the 
state space in calculating the relative state costs needed in the policy improvement 
step, we suggest estimating these costs on the fly by simulations for the limited 
set of states that are relevant at any given decision epoch, i.e. when the route 
and wavelength assignment for an arriving call has to be made. This approach 
was introduced in [12J. In this paper we focus on the performance improvement 
in heterogeneous traffic environment, while the traffic characteristics in [12J were 
assumed to be uniform. 

The rest of the paper is organized as follows. In Section 2 we briefly review 
Markov Decision Processes and policy iteration in general, and the first policy 
iteration, in particular. In Section 3, we consider the relative costs of states and how 
they are used in the policy iteration, and in the following Section 4 we study how 
theses state costs can be estimated by simulations. Some heuristic RWA algorithms 
are presented in Section 5. These are used as a starting point for policy iteration, 
and, in Section 6 some numerical results obtained by simulations are presented. 
Finally, Section 7 contains conclusions. 

2 Policy Iteration 

Routing and wavelength assignment constitutes a typical decision making problem. 
When certain events occur, one has to decide on some action. In the RWA problem, 
in particular, upon arrival of a request for new connection one has to decide whether 
or not to accept the request, and if accepted, which resources to allocate for it, i.e. 
which of the available routes and wavelengths are used for that connection. 
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In general, one is interested in the optimal policy which maximizes or minimizes 
the expectation (infinite time horizon) of a given objective function. Here we assume 
that the objective is defined in terms of minimizing some cost function. The cost 
may represent e.g. the loss of revenue due to blocked calls, where different revenue 
may be associated to each type of call. 

When the arrival process of type k calls is a Poisson process with intensity Ak, 
the holding times of those calls are distributed exponentially with mean 1/ Ilk and 
the expected revenue per carried call is Wk, then the system constitutes a Markov 
Process and the problem of determining the optimal policy belongs to the class of 
Markov Decision Processes (MDP) described e.g. in [10] and [11]. 

Three main approaches for solving the optimal policy in the MDP setting are 
the policy iteration, value iteration and linear programming approach. In this paper, 
we concentrate on the policy iteration, where, as the name says, one tries to find 
the optimal policy by starting from some policy and iteratively improving it. This 
policy iteration is known to converge rather quickly to the optimal policy. Even the 
first iteration often yields a new policy which is rather close to the optimal one. In 
practice, it is seldom possible to go beyond the first iteration. Also in this work, we 
will restrict ourselves to the first policy iteration. 

At each decision epoch, i.e. arrival of a new request, there is a finite set of 
possible actions: either reject the call or accept it and assign a feasible combination 
of route and wavelength (RW) to it. A feasible RW combination is such that along 
the route from the source to destination the wavelength is not being used on any of 
the links. If no feasible RW combination exists, the call is unconditionally rejected. 

A policy defines for each possible state of the system and for each class k of 
an arriving call which action is taken among all the possible actions in that state 
Many heuristic policies have been proposed in the literature such as the first-fit 
wavelength and most-used wavelength policies combined with shortest path routing 
or near shortest path routing [6-8]. Some of them work reasonably well. Common 
to all these heuristic policies is that they are simple. The choice of the action to be 
taken at each decision epoch can usually be described in simple terms and does not 
require much computation. We take one of the heuristic policies as a starting point 
and call it the standard policy. The policy resulting from the first policy iteration 
we refer to as the iteration policy. 

By doing the first policy iteration we have two goals in mind: 1) Finding a 
better RWA algorithm which, being computationally intensive, mayor may not be 
calculable in real time, depending on the time scale of the dynamics of the system. 
2) Even in the case the algorithm is not calculable in real time, estimating how far 
the performance of the heuristic algorithm is from the optimal one. 

Briefly, as explained in more detail below, our idea in the policy iteration is the 
following: at each decision epoch we make a decision analysis of all the alternative 
actions. For each of the possible actions, i.e. decision alternatives, we estimate the 
future costs by simulation. Thus, assuming that a given action is taken we let the 
system proceed from the state where it is after that action and use the standard 
policy to make all the subsequent decisions in the simulation. The iteration policy 
is the policy which is obtained when at each decision epoch the action is chosen for 
which the estimated cost is the minimum. It can be shown that the iteration policy 
is always better or at least as good a policy as the standard policy, and as said, it 
often comes rather close to the optimal policy. 
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3 Relative costs of states 

In the MDP theory, the first policy iteration consists of the following steps: With 
the standard policy one solves the Howard equations (see e.g. [10,11]) to give the so 
called relative costs of the states, Gi , which for each possible state i of the system 
describe the difference in the expected cumulative cost from time 0 to infinity, given 
that the system starts from state i rather than from the equilibrium. Then, given 
that the current state of the system is j and a class-k call is offered, one calculates 
the cost Gj +Wk for the action that the call is rejected, and the cost Gi , i E A(j, k), 
for the case the call is accepted, where A(j, k) is the set of states reachable from 
state j by assigning call-k a feasible RW pair. By choosing always the action which 
minimizes the cost, one gets the iteration policy, i.e. the policy resulting from the 
first policy iteration. 

Though the Howard equations are just a set of linear equations for relative costs 
Gi and the average cost rate C of the standard policy (see below), their solution 
cannot be obtained because of the prohibitive size of the state space of any realistic 
system. However, at any decision epoch the relative costs Gi are needed only for the 
current state j and a small set of states A(j, k) reachable from the current state. 
We propose estimating these values on the fly by means of simulations. To this end, 
it is useful to consider the physical interpretation of the relative costs Gi . 

Given that the system starts from state i at time 0 and the standard policy is 
applied for all the decisions, the cumulative costs are accrued at the expected rate 
ct(i) at time t, 

(1) 

i.e. the expected rate of lost revenue, where P{It E Bk} is the probability that 
at time t the state It of the system is a blocking state for class-k calls. When 
It E Bk class-k calls arriving at time t are blocked by the standard policy because 
either no feasible RW pair exists or the policy otherwise deems the blocking to be 
advantageous in the long run. The expected cost rate ct(i) depends on the initial 
state i. However, no matter what the initial state is, as t tends to infinity, the 
expected cost rate tends to a constant c, which is specific to the standard policy, 
and corresponds to (1) with steady state blocking probabilities P{It E Bk}. 

The behaviour of the function ct(i) is depicted in Fig. 1 for two different initial 
values il and i2. The relative cost Gi is defined as the integral 

i.e. the area between the curve ct(i) and the line at level c. So we are interested in 
the transient behaviour of ct(i); after the transient no contribution comes to the 
integral. The length of the transient is of the order 1/ /J, where 1/ /J is the maximum 
over {I / /Jk}, k E /C. After that the system essentially forgets the information about 
the initial state, as most of the initial connections have died out. So we can restrict 
ourselves to an appropriately chosen finite interval (0, T). The actual choice of T is 
a tradeoff between different considerations as will be discussed later. 

One easily sees that in the policy improvement step only the differences of 
the values Gi between different states are important. Therefore, we can neglect 
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Fig. 1. Expected costs with different initial choices as a function of time. 

the constant c in the integral, as it is common to all states, and end up for thus 
redefined Ci , 

Ci :::::: Ci(T) = loT Ct(i) dt, (2) 

which is simply the expected cumulative cost in interval (0, T) starting from the 
initial state i. 

4 Estimation of the state costs by simulation 

In practice, it is not feasible to calculate the cost rate function ct(i) analytically even 
for the simplest policies. Therefore, we estimate the state costs Ci by simulations. 
In each simulation the system is initially set in state i and then the evolution of 
the system is followed for the period of length T, making all the RWA decisions 
according to the standard policy. 

4.1 Statistics collection: blocking time vs. blocking events 

In collecting the statistics one has two alternatives. Either one records the time 
intervals when the system is in a blocking state of class-k calls, for all k E K. If the 
cumulative time within interval (0, T) when the system is in the blocking state of 
class-k calls is denoted by n(i), then the integral is simply 

(3) 

Alternatively, one records the number Ilk (i) of blocked calls of type k in interval 
(0, T). Then we have 

(4) 
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In these equations we have written explicitly Tk (i) and lIk (i) in order to emphasize 
that the system starts from the state i. Both (3) and (4) give an unbiased estimate 
for Gi . In either case, the simulation has to be repeated a number of times in order 
to get an estimator with small enough a confidence interval. 

Denote the estimates of future costs obtained in the jth simulation run by oii) , 
using (3) or (4) as the case may be. Then our final estimator for Gi is 

N 
A. _ ..!.. " AU) G, - N L..J Gi , 

i=l 

(5) 

where N is the number of simulation runs. In fact, for the policy improvement the 
interesting quantity is the difference 

for which we have the obvious estimate 

(6) 

From the samples OH) and OW, j = 1, ... , N, we can also derive an estimate for 

the variance U:l ,i2 of the estimator Eiloi2 

A2 1 (A(i) A(i))2 
where Sil,i2 = N Ei Gi2 - Gil . 

The choice between the alternative statistics collection methods is based on 
technical considerations. Though estimator (3) (blocking time) has a lower vari­
ance per one simulation run, it requires much more bookkeeping and the variance 
obtained with a given amount of computational effort may be lower for estimator 
(4) (blocking events). 

4.2 Policy iteration with uncertain state costs 

The important parameters of the simulation are the length of the simulation period 
T and the number of simulation runs N used for the estimation of each Gi . In 
practice, we are interested in the smallest possible values of T and N in order to 
minimize the simulation time. However, making T and N too small increases the 
simulation noise, i.e. error in the estimates Oi, occasionally leading to decisions 
that differ from that of the true iteration policy, consequently deteriorating the 
performance of the resulting algorithm. 

No matter how the parameters are chosen, some uncertainty in the estimators 
Oi is unavoidable. In order to deal with this uncertainty of the estimators Oi, we 
do not blindly accept the action with the smallest estimated cost, but give a special 
status for the decision which would be chosen by the standard policy. Let us give 
this action the index O. Based on the simulations we form estimates EO,i for each 
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Fig. 2. Average cost rate c of the iteration policy as a function of the parameter k . 
The horizontal line represents the cost rate of the standard policy. The minimum 
lies in the range k = 0.5 . . . 2 in this case. The set of routes was specifed with d.l = 0 
and rmax = 4 as explained in Section 6.1. 

possible action i. Then, as the decision we choose the action which minimizes the 
quantity 

Eo,; + k . ao,;, (7) 

where k is an adjustable parameter. Note that for i = 0 this quantity is equal 
to O. Thus, in order for another action i to replace the action 0 of the standard 
policy, we must have Eo,; < -k· ao,;, i.e. we require a minimum level of confidence 
for the hypothesis C; < Co. An appropriate value for k has to be determined 
experimentally. 

If k is too small, wrong decisions are made more frequently. On the other hand 
too high a value of k prevents the choice of other alternative actions totally. In 
Fig. 2 the performance behaviour of a certain system is depicted as a function of 
k. The horizontal line represents the costs obtained with the standard policy. From 
the figure it can be seen that once k is higher than about 10 the iteration policy 
reduces to the standard policy. 

4.3 Time complexity of iteration approach 

Clearly the simulation of the future, even for a limited period T, at each decision 
epoch makes this algorithm very time consuming in comparison with the standard 
policy. Assume that a single decision of the standard policy takes a constant time 
u . Let N be the number of the simulations that are run for each alternative action, 
A average number of alternative actions per decision (possible RW pairs), >. the 
total arrival rate to the network (assuming uniform load for simplicity), and T the 
period covered by one simulation run. Then, the running time of each decision is 
on the average 

U; = A . N . (>.T)u = )"ANT . u, 

so the running time is >'ANT times longer than with the underlying algorithm. 
Neither>' nor A are parameters of the algorithm. Hence, the tradeoff between the 
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goodness of solution and the running time is defined by choosing the value for the 
product N . T. 

For example, to get decent results with a simple 11 node network (Fig. 3) with 
moderate load (p, = 1 and Ak = 0.4 for all k), about 100 samples (simulation runs) 
are required, each 1/ p, time units long. So the increase in running time is of the 
order of 103 -104 • It is clearly essential that the decisions of the underlying standard 
policy can be determined quickly. 

5 Heuristic Algorithms 

Several quick heuristic algorithms for the dynamic RWA problem have been pro­
posed in the literature. Here we briefly present some of them and later study how 
the iteration approach works with them. The first set of algorithms assumes that 
a fixed set of possible routes for each connection is given in advance. Some papers 
refer to this as alternate routing strategy. In practice this set usually consists short­
est or nearly shortest path of routes. These algorithms are greedy and accept the 
first feasible RW pair they find (first-fit). 

• basic algorithm goes through all the routes in a fixed order and for each route 
tries all the wavelengths in a fixed order. The routes are sorted in the shortest 
route first order. 

• porder algorithm is similar to basic-algorithm but it goes through all the wave­
lengths in a fixed order and for each wavelength tries all the routes in a fixed 
order. 

• peolor algorithm works like porder but wavelengths are searched in the order of 
the current usage instead of a fixed order, so that the most used wavelength is 
tried first. 

• lpcolor algorithm is the smartest algorithm. It packs colours, but the primary 
target is to minimize the number of used links. So the algorithm first tries the 
most used wavelength with all the shortest routes, then the next often used 
wavelength and so on. If no wavelength works, the set of routes is expanded 
to include routes having one link more and wavelengths are tried again in the 
same order. 

Another set of heuristic algorithms, adaptive unconstrained routing (AUR) al­
gorithms, are described in [7]. These use dynamic routing instead of fixed set of 
routes, and are thus a little bit slower. 

• aurpaek is similar to peolor, but without the limitations of a fixed set of routes. 
• aurexhaustive finds a route with each wavelength (if possible) and chooses the 

shortest among them, i.e. it is identical to lpcolor except that the set of possible 
routes is not limited. 

Thus AUR-algorithms will search for a free route dynamically based on the current 
state of the network. There is no need to store possible routes (which without any 
limitations can form a very large set) in advance. This approach is in slight conflict 
with the iteration approach, where the set of possible actions (RW pairs) is expected 
to be known in advance. 
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Fig. 3. Hypothetical WDM-network residing in Finland. 

Also other heuristics are given in [7], e.g. random (tries wavelengths in random 
order) and spread (tries least used wavelength first), but they were reported to work 
worse than the ones described above, and are not further discussed here. 

A deficiency of all the presented heuristic algorithms is that they do not take 
into account the possible additional information about the arrival rates, the distri­
bution of holding times or the priorities of traffic classes (different costs/revenues). 
Also the duration of the call when it arrives could be known (for example one chan­
nel is reserved for certain event which lasts exactly two days). We could of course 
try to come up with better heuristics which somehow take into account additional 
information, but that means that we would need a new heuristic policy for each 
case. On the other hand the first policy iteration automatically adapts to the new 
situation, because the simulation automatically takes into account all the peculiar­
ities of the system. So, even if the approach is very simple, it is very powerful due 
to its flexibility. 
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Table 1. The test scenarios: case I is a reference point where everything is uniform 
and in other two cases either arrival rates or costs are non-uniform. 

Set Description 
I Uniform case. The offered traffic between each node pair is uniform 

with the rate of A = 0.4 and the cost of each missed request is equal 
to 1.0. The average duration of connection is 1/ fL = 1.0. 

II Non-uniform costs. The offered load between each node pair is still 
uniform, but cost of missed calls differ. A missed connection request 
to/from node 2 costs 3.0, and connections 1-3, 1-6, 1-7,6-7 and 6-
10 have weight 1.0, and rest of the connections have weight 0.5. So 
the total cost arrival rate is the same as in the uniform case. The 
average duration of connections is the same 1.0. 

III Non-uniform arrival rates. Similarly here we set the arrival rates of 
the connections where the other end is node 2 to 1.2, and arrival 
rates between 1-3, 1-6, 1-7,6-7 and 6-10 are set to 0.4, while rest of 
the connection have arrival rate of 0.2. Thus, the total arrival rate 
of the connection requests to the network stays again the same. The 
average duration of connections is the same 1.0. 

6 Simulation results 

In this section we present some numerical results from simulations. Three test 
scenarios were created each having different kind of characteristics. Every traffic 
scenario was based on the small network shown in Fig. 3. The network was assumed 
to have 8 wavelengths available on each link and all the links contained one fibre. 
The test scenarios used in the simulations are listed in Table 1. In the first case we 
have uniform traffic and it is used as a reference point. In the other two cases we 
have given a special status to the node 2. The special status could arise e.g. in the 
case where the node represents a gateway to international connections. To facilitate 
comparison with the uniform traffic case also rates Ak and expected revenues per 
call Wk were adjusted so that the offered income rate ,W = L:k AkWk, was kept 
constant. 

It should be recognized that the results for the iteration policy were obtained by 
two levels of nested simulations. In order to assess the performance of the policy, 
an outer simulation is run, where connections arrive and leave the network and 
blocking times or events are recorded. Upon each arrival in this outer simulation, a 
number of inner simulations are launched from the current state in order to make a 
comparison between different decision alternatives. Based on this comparison one 
alternative is chosen and used in the outer simulation, which then continues until 
upon the next arrival the decision analysis by the inner simulations is again started. 

6.1 Selection of routes 

The possible routes per node pair (or traffic class) were calculated beforehand. 
Generally the set of routes is enormous, so some way of pruning it is needed. In 
this study the set of routes was specified with parameters Lll and rmax. Parameter 
Lll sets the maximum number of extra additional links a route can contain when 
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compared to the shortest route. The second parameter rmax defines the maximum 
number of routes per traffic class, i.e. only the rmax first routes are included in set. 
For example, with ..11=0 and rmax=lO only the shortest routes are included, and if 
there are more than 10 equally short routes for some node pair, then only the first 
10 routes found are included. 

Effect of route length limitation 
5 

4.5 

4 

#-
@:3.5 .' 

a.. 
3 

2.5 

2 
0 2 4 6 8 10 

61 

Fig.4. Blocking probability as a function of the parameter ..11. The other routing 
parameter rmax set no limit on the number of routes. At ..11 = 3 the algorithms 
from worst to best are basic, aurpack, pcolor and Ipcolor. 

Third possible parameter to reduce the running time of the first iteration ap­
proach is maxtest, which defines the number of alternative actions evaluated against 
the standard policy. This effectively limits the running time when the load is low 
in the network and there are plenty of RW pairs available. 

In Fig. 4 the performances of a few heuristic algorithms are presented as a 
function of the routing parameter ..11. The other routing parameter rmax was chosen 
to be high enough in order not to cause any restriction on the set of routes. The 
y-axis represents the blocking probability under a uniform load. Clearly too small 
a set of routes limits the performance but, as can be seen from figure, also too 
large a set of routes can be a problem for some algorithms. Here the problematic 
algorithm is pcolor which needlessly favors the most used colours at the expense of 
longer routes, leading to degraded performance. 

6.2 Estimation of optimal simulation period 

Usually the longer the simulation period T is the better results are obtained. Here 
we are, however, interested in how current decision affects the results, when the 
standard policy is used for all later decisions. As was explained before, after a 
transient period the cost rate Ct(i) is very near to the long time average C of the 
standard policy. Simulating over a period longer than the duration of the transient 
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Fig. 5. The performance of the algorithm with different simulations periods T and 
number of simulation runs N. The traffic is uniform and the routing parameters are 
Lll=O and nnax=4. basic is used as the standard policy. Load is a = 0.4 for each 
traffic class. For the reference, the standard policy gives an average cost of 260 for 
the same arrivals. 

100 
2!10,-------, 2!10..-----~ 210..-------, 2!10..-------, 

Fig. 6. The performance of the algorithm with different simulations periods T with 
constant number of simulation runs N. The setup is the same as in Fig. 5 so the 
graphs represent cuts from the 3D-surface of Fig. 5 

thus gives no new information but actually only increases the noise resulting from 
the stochastic nature of the simulation. 

The average costs are depicted in Figs. 5 and 6 using the first policy iteration 
with different simulation periods and number of simulations. The offered load to 
the network is a = 0.4 for each traffic class. In the mesh Fig. 5 the x-axis is 10glO of 
the simulation period T and y-axis is the number of simulation runs N . The z-axis 
represents the average costs. 

In Fig. 6 each subfigure has a fixed number of simulation runs (50, 100, 200 or 
400). The x-axis represents the length of simulation period T and y-axis the average 
costs. As can be seen from Figs. 5 and 6 the results get worse as the simulation 
period T grows longer than 0.5 ... 1.0 average holding times. This suggests that the 
optimal simulation period is about 0.5 . 1/ J.t in this case. 
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6.3 Performance of the iteration algorithm under non-uniform 
traffic 

In this section we investigate the performance of the policy iteration starting from 
different heuristic policies. The parameters used in the simulation are given in Table 
2. The choice of these parameters represents a tradeoff between the performance and 
the running time, and was done on the basis of the considerations of the previous 
sections. 

Table 2. The running parameters used in test cases. 

paramo 

180 

150 

1,j(J 

130 

120 

110 

100 

value description 
22 total offered cost rate to network, uniform in cases I and II 
22 total offered load to network, uniform in cases I and III 

1.0 duration of connection, ",ExP{fL) 
2.0 constant at decision making, defines "certainty" 
200 number of simulations run in iteration approach 

0.25· 1/ fL length of simulation run in iteration approach, first run 
0.50·1/ fL length of simulation run in iteration approach, second run 
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Fig.7. The performance of the algorithm in different test scenarios with basic, 
peolor and lpeolor as standard policy. The simulation period is 0.25 ·1/ fL. Each pair 
of bars relates to one of these policies, the left bar is obtained with the standard 
policy and the right bar with the corresponding iteration policy. 

As suggested by Fig. 6 the number of simulation runs N was chosen to be 200 
and the simulation period T to be 1/4 or 1/2 times the average holding time. The 
improvement when the number of samples was increased from 200 to 400 was not 
significant. Note that the previous simulations were ran with a much smaller set 
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Fig. 8. The performance of the algorithm in different test cases with basic, peolor 
and lpeolor as standard policy. The simulation period is 0.50 . 1/ Ji-. 

of possible routes per node pair. New routing parameters Lll = 3 and rmax = 30 
allow routes that are longer than shortest path in the search space. While the 
number of routes in these simulations is much larger than in the ones from which 
the parameters were obtained, it is expected that the same parameters still work 
quite well. As the number of possible actions increased, the value of k was chosen 
to be 2.0 to be on the safer side (see Fig. 2). 

The first policy approach was studied with these parameters in three different 
traffic scenarios presented in the beginning of this section. The results with different 
parameters and algorithms are presented in Figs. 7 and 8. The y-axis represents the 
average costs obtained from the outer simulation. In Fig. 7 the simulation period T 
was 1/4 times the average holding time while in Fig. 8 the period was extended to 
1/2 times the average holding time. The results of standard policies are naturally 
the same in both figures. Each pane represents one traffic scenario. In the first pane 
the traffic is uniform, in the second pane the costs are non-uniform and in the last 
pane the traffic is non-uniform. The bars in figures represent average costs in each 
case. In each pair of bars the bar on the left represents the result obtained with 
the standard policy and the bar on the right is the one obtained with the policy 
iteration. The standard policies from left to right are basie, peolor and lpeolor. The 
length of the outer simulation from which the average costs were collected is 200 
holding times. 

Figures 7 and 8 show that in each case the iteration leads to a better policy, 
and that the improvement is really notable in the case where basie was used as 
the standard policy. Since basic is the worst algorithm, this improvement is not 
a surprise. Note that in the uniform case the average costs are generally higher 
than in the other cases. This is probably because a large part of the "important" 
connections were quite short making the non-uniform case easier to control. It is 
also worth noting that basie policy improved with the policy iteration gave results 
roughly equal to peolor with the iteration. 
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In the non-uniform cost case the improvements were generally much less when 
peolor or lpeolor were used as standard policy. Still the difference between peolor 
and lpeolor performance is clear and this suggests that the first policy iteration was 
not able to come to very close to the optimal policy. 

The non-uniform arrival case on the other hand was very favorable for the first 
iteration approach. The improvement over any heuristic policy was around 10% or 
higher. This can be explained by the fact that as we are actually sampling the pos­
sible future realizations, the important (i.e. more probable) ones are automatically 
more frequently chosen. So we get a better grasp of the future with fewer sam­
ples. In the case where costs differ, similar favoring of more probable realizations 
does not occur naturally. It would probably be useful to study the applicability of 
importance sampling method to make more important paths more frequent in the 
simulations. 

7 Conclusions 

In this paper we have studied the RWA problem in the optical networks where the 
offered traffic is non-uniform or different traffic classes have different revenues. The 
problem was handled in the framework of Markov decisions processes. In particular, 
we have studied the applicability of the first policy iteration where the relative costs 
of states are estimated as they are needed by simulations on the fly. 

The problem with heuristic algorithms presented in the literature is that they 
do not take into account the non-uniform traffic or other peculiarities of the system. 
The first policy iteration is expected to some extent to come over these deficiences, 
and this was actually the case in both of the non-uniform test scenarios. The per­
formance improvement obtained by the policy iteration depends on the standard 
policy one starts with, and in these tests the average cost rate was reduced by about 
10% to 20% in most cases. The improvement was not so high in the case where 
peolor heuristics was used as the standard policy. 

The running time of first iteration approach is probably too long for systems 
where decisions must be made in few seconds. But for slower systems it indeed can 
be used as an improvement to heuristic algorithms in real time. Even when a long 
running time makes the approach infeasible in real time, this method can still be 
used to assess how close the performance of an arbitary heuristic algorithm comes 
to the optimal policy. 
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Abstract. Composite Markov chain models are built to study the performability 
of wireless TDMA system with and without automatic protection switching for 
the control channel. The models are then decomposed hierarchically. Measures of 
interest are explicitly given in closed form for the approximate hierarchical models, 
that are proven to be more robust and less time-consuming without losing accuracy. 
The presented models are of great interest in wireless network design and operation. 

1 Introduction 

With the increasing popularity of cellular communications systems nowadays, cus­
tomers are expecting the same level of service, availability and performance from 
the wireless communications systems as provided by the traditional wire-line net­
works. The high degree of mobility enjoyed in wireless networks is in turn the cause 
of inherent unreliability. Compared with wired networks, wireless networks need to 
deal with disconnects due to the handoffs, noise and interference, blocked and weak 
signals and run-down batteries, etc. In addition, the performance and availability of 
a wireless system is affected by the outage-and-recovery of its supporting function 
units. Unplanned as well as planned outages of the equipments also contribute to 
the degradation of the system's availability and performance. From the designer 
and operator's point of view of the wireless network, it would be of great impor­
tance to take these factors into account integratively. Thus, a comprehensive model 
accounting for both performance and availability would be very useful in network 
design and operation. This motivates us to study performability of wireless systems. 

In this paper, we consider a typical cellular system. Such a system consists of 
several operational areas, called cells. Cells are assumed to be statistically identical 

K. Goto et al. (eds.), Performance and QoS of Next Generation Networking
© Springer-Verlag London Limited 2001
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in this study. A cell has multiple base repeaters. Each base repeater provides a 
number of time-division-multiplexed channels for mobile stations to communicate 
with the system. Normally, one of the channels is dedicated to transmitting con­
trol messages. Such a channel is called the control channel. Failure of the control 
channel will cause the whole system to fail. To avoid this undesirable situation, an 
automatic protection switching (APS) scheme is suggested in [IJ so that the system 
automatically selects a channel from the rest of the available channels to substitute 
the failed control channel. If all channels are in use (talking), then one of them is 
forcefully terminated and is used as the control channel. 

Two kinds of calls may arrive to a cell: new calls and handoff calls (from neigh­
boring cells). A call is accepted only when the cell can find a channel not in use; 
otherwise, the call is dropped. Since dropping handoff calls is considered less desir­
able than blocking a new call, a guard channel scheme (GCS) ([2-4]) that reserves 
a number of channels for handoff calls is often used. Changing the number of guard 
channels results in different new call blocking probabilities and handoff call drop­
ping probabilities. 

A cell as a whole is subject to failures which will make all channels inaccessible, 
causing a full outage. In practice, this type of failures may occur when the commu­
nication links between base station controller and base repeaters do not function 
properly, or critical function units (such as base station controller) fail. In this pa­
per, we will refer to this type of failure as the platform failure. Each base repeater 
is also subject to failure which disables the channels that it provides. In a system 
without APS, if a failed base repeater happens to be the one hosting the control 
channel, it results in a full outage, same as the situation caused by a platform 
failure. In this paper, we consider both systems: with and without APS. If APS is 
implemented, a failure of the base repeater hosting the control channel will only 
cause a partial outage. Readers interested in the impact of the control channel re­
covery scheme are encouraged to consult our previous work [1 J based on stochastic 
Petri net models. 

Performance analysis of the system has been carried out by several authors 
([4,1,5]). In particular, [5J derived the "wireless Erlang-B formulae" and revealed 
their important properties. However, pure performance analysis tends to be opti­
mistic since it ignores the failure-repair or transient failure-recovery behavior in 
the wireless communication networks. In this paper, our objective is to present 
comprehensive yet analytically tractable performability models in which not only 
performance but also availability are considered. We will first present accurate com­
posite Markov chain models. We then apply decomposition technique [6J and use a 
two-level hierarchical model to approximate the composite models. 

The remainder of the paper is organized as follows. In Section 2, the system 
specification is made for the performability analysis of the TDMA wireless system. 
In Section 3, exact composite models are developed for cellular systems with and 
without APS. In Section 4, the corresponding hierarchical models are presented to 
approximate the composite models. The numerical results from both the exact and 
approximate models are presented in Section 5. Section 6 concludes the paper. 
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2 Model Description 

We consider a cell with Nb base repeaters. Each base repeater has M channels. 
Therefore, a total number of NbM channels are available when the whole system is 
working properly. Since one of the channels has to be used as the control channel, 
the total number of available talking channels is NbM - 1. We also assume that the 
control channel is selected randomly out of NbM channels. 

A channel can be either idle or occupied (talking). As mentioned earlier, when 
a handoff call arrives and an idle channel is available in the channel pool, the call 
is accepted and a channel is assigned to it. Otherwise, the handoff call is dropped. 
Let 9 be the number of guard channels. When a new call arrives, it is accepted if 
9 + 1 or more idle channels are available in the channel pool; otherwise, the new 
call is blocked. We assume that the arrival stream of new calls and handoff calls 
are independent Poisson processes with rates >'1 and >'2, respectively. Ongoing call 
(new or handoff) completion times are exponentially distributed with parameter tLl 
and the time at which the mobile station engaged in the call departs the cell are 
exponentially distributed with parameter tL2 which is independent of call completion 
times. 

All failure events are assumed to be mutually independent. Times to platform 
failures and repair are assumed to be exponentially distributed with mean 1/ >'s and 
1/ tLs, respectively. Also assumed is that times to base repeater failures and repair 
are exponentially distributed with mean 1/ >'b and 1/ tLb respectively, and that a 
single repair facility is shared by all the base repeaters. 

The underlying stochastic process is thus a homogeneous continuous time Markov 
chain (CTMC), which we describe in the next section. 

3 Exact Composite Model 

In order to develop the Markov chain of the system, we need to know the distribution 
of the number of ongoing talking channels on a base repeater when it fails. Consider 
b (0 < b ~ Nb) base repeaters available in the system. Let i denote the number of 
talking channels on the failing base repeater. Also let k denote the number of talking 
channels in the system, and for expository simplicity, we also use j (j + k = bM -1), 
the number of idle channels in the system. Assuming the channels are allocated 
randomly to arriving calls, we give the probability of i talking channels residing in 
the failing base repeater in the following two cases: 

1. If the failing base repeater is not hosting the control channel, the probability, 
ai, that i (0 ~ i ~ M) talking channels are on the failing base repeater, is given 
as follows . 

• if k < M, 

if i > k 

if i :::; k 
(1) 
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• if M ~ k < (b - I)M - 1, 

ai = 
(b-~~~-1) (~) 

(b~ 1) 

• if k ~ (b - I)M - 1, 

{
O' 

. _ (b-1)M-1) ( M) a, - j-M+i M-i 
(b~-1) , 

ifi<M-j 

ifi~M-j 

(2) 

(3) 

2. If the failing base repeater is hosting the control channel, the probability, a~, 
that i (0 ~ i ~ M - 1) talking channels are on the failing base repeater, is 
given in the similar way. 

• if k < M -1, 

r if i > k 
I _ (b-1)M) (M-1) (4) a, - k-i i 

if i ~ k 
(b~-1) , 

• if M - 1 ~ k < (b - I)M - 1, 

I 
(b;~~M) (M ;1) 

(5) ai = 
(b~-1) 

• if k ~ (b - I)M - 1, 

r ifi<M-l-j 
,_ (b-1)M)(M-l) (6) ai - j-M+i M-i 

ifi~M-l-j 
e~-1) , 

3.1 System without APS 

In a system without APS, if a base repeater fails and this base repeater happens 
to be hosting the control channel, then this failure will cause the whole system to 
go down. Let c denote this state in which the control channel is down. Also let s 
denote the state in which the system is down due to a platform failure. 

We use a 2-tuple (b, k) to represent a state in which there is no platform failure 
or control channel failure. Clearly, ° < b ~ Nb 1 and ° ~ k ~ bM - 1. In addition 
to states s and c, they consist of the state space of the underlying Markov chain. 

It follows that the size of state space is 2 + M N b (N; + 1) . 

The state transitions of the Markov chain can be completely explored by itera­
tively enumerating only all outgoing transitions from all states. Hence, for a state, 
we only list its outgoing transitions. The outgoing transitions from state (b, k) are 
shown in Figure 1. From state (b,k), the following transitions can occur. 

1 For b = 0, i.e., there is no base repeater functioning in the system, a control 
channel failure must have occurred. 
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Fig. 1. State diagram of a system without APS 

1. If k < bM - 1, the system is not fully-loaded and can accept handoff calls 
(and new calls if the number of idle channels in the channel pool is more than 
reserved channels for handoff calls). This corresponds to the transition from 
(b, k) to (b, k + 1) with rate A(k), where A(k) = Al + A2 if k < bM - 1 - g or 
A(k) = A2 if bM -1- g ~ k < bM - 1. 

2. If k > 0, ongoing new calls and handoff calls will depart from the cell at 
rate k(/-Ll + /-L2), i.e., transition from (b, k) to (b, k - 1). We note that the call 
departure rate depends on the number of talking channels, k, in the system. 

3. If b > 0, a base repeater may fail at rate bAb. Let i (0 ~ i ~ M) be the number 
of ongoing calls on the failing base repeater. If the base repeater is not hosting 
the control channel, transition from (b, k) to (b - 1, k - i) will occur at rate 

bAbai (1 - ~) = (b - 1)aiAb. Here ~ is the probability that the failing base 

repeater hosts the control channel and the probability ai can be calculated by 
(1), (2) and (3). If the base repeater happens to be hosting the control channel, 

transition from (b, k) to c occurs with rate bAb~ = Ab. 

4. If b < Nb, a failed base repeater not hosting the control channel may be recov­
ered at rate /-Lb. This leads to the transition from (b, k) to (b + 1, k) with rate 
/-Lb in view of the assumption that a single repair facility is shared. 

5. For state (b, k), a platform failure may also occur in the system causing a full 
outage at rate As. This corresponds to the transition from (b,k) to s with As. 

There is only one transition from state c, that is the failed base repeater hosting 
the control channel being recovered at rate /-Lb, i.e., the transition from c to (Nb,O). 
Similarly, only one transition from state s can occur, that is the platform failure 
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is recovered at rate p •. This corresponds to the transition from s to (Nb, 0). This 
completes the description of the underlying Markov chain of the non-APS system. 

3.2 System with APS 

An APS-capable system is able to switch the control channel from a failing base 
repeater to a functioning one. In case that the system is fully-loaded with currently 
available channels, one talking channel will be forced to terminate and is used as the 
control channel. Using the same notation introduced in Section 3.1, the underlying 
Markov chain, depicted in Figure 2, is very similar to that of a system without 
APS. The only differences are listed below. 

1. If b > 1, a base repeater failure may occur at rate bAb. If the failing base 
repeater is not hosting the control channel, the same transition from (b, k) to 

(b - 1, k - i) will occur at rate bAbai (1 - ~) = (b - l)aiAb as described in 

Section 3.1. However, due to the APS mechanism, if the failing repeater is 
the one hosting the control channel, the transitions are different: because in 
this case the base repeater provides only M - 1 channels, instead of entering 
the control failure state c, the chain will move into state (b - 1, k - i) for 

0:::; i :::; M - 1 at rate bAba~~ = a~Ab. Here a~ is determined by (4), (5) and 

(6). Superposing the two cases, transition from (b, k) to (b - 1, k - i) has rate 
(b - l)aiAb + a~Ab = [ai(b - 1) + a~JAb for 0 :::; i :::; M - 1 or ai(b - l)Ab for 
i=M. 

2. If b = 1, a base repeater failure will disable the control channel on the last base 
repeater and leads to state c. This corresponds to the transition from (b, k) to 
c with rate Ab. We note that (1, k) are the only states that can enter state c in 
a system with APS. 

From the above discussion, it is clear that the gain by APS is achieved by 
the control channel switching ability upon failures to the hosting base repeater, 
lessening the chance of entering the control failure state, c. 

3.3 Performability Indices 

Three steady-state performability indices are considered in evaluating a cellular 
system: (I) the system unavailability (A), (II) the overall new call blocking proba­
bility (P:) and (III) the overall handoff call dropping probability (Pd). Let pc, p., 
and pCb, k) be the steady-state state probabilities of the Markov chains described 
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Fig. 2. State diagram of a system with APS 

in Section 3.1 and 3.2. The three measures can be given as follows. 

(7) 

Nb bM-1 
Pb(Nb,M,y) = pc + p. + E E p(b,k) 

b=l k=bM -l-g 
bM-1 

(8) 

E p(b,k) 
b=l k=bM -l-g 

Nb 

P1(Nb,M,y) = pc + P. + Ep(b,bM -1) 
b=l (9) 
Nb 

= A(Nb) + Ep(b, bM - 1) 
b=l 

It is clear from the equations that, for both systems with and without APS, (1) the 
system unavailability A consists of one part of the overall new call blocking prob-
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ability Pb and handoff call dropping probability P:J.; (2) for system without GCS, 
i.e., g = 0, Pb(Nb,M,g) = Pd(Nb,M,g); and (3) Pb(Nb,M,g) > Pd(Nb,M,g) 
holds for systems with one or more guard channels. 

4 Approximate Hierarchical Model 

For systems with large number of base repeaters, constructing the underlying 
Markov chain and seeking the solution is not trivial. Furthermore, the large dif­
ference between the time scales of reliability and performance parameters may 
cause the generator matrix to be highly ill-conditioned and may impose great stiff­
ness problem in the steady-state solution. Hence it would be desirable to have 
well-behaved, less time-consuming and yet accurate approximate models. 

We therefore use the decomposition method [6] to build a two-level performabil­
ity model [7]: we first present an availability model which accounts for the failure­
repair behavior of platform and base repeaters; second, we use a performance model 
to compute performance indices (new call blocking probability and handoff call 
dropping probability) given the number of non-failed base repeaters; finally, we 
combine them together and give performability measures of interest in closed forms. 

4.1 Availability Model 

Let s E S = {O, 1} denote a binary value indicating whether or not the system 
is down due to a platform failure (0: system down due to a platform failure; 1: 
no platform failure has occurred). Also let k E B = {O, 1"" ,Nb} denote the 
number of non-failed base repeaters. The 2-tuple (s, k), s E S, k E B defines a 
state in which the system is undergoing a (no) platform failure if s = ° (if s = 1) 
and k base repeaters are up. The underlying stochastic process is a homogeneous 
continuous time Markov chain (CTMC) with state space S x B. Let P(s, k; Nb) be 
the corresponding steady state probability. The state diagram of this irreducible 
CTMC is depicted in Figure 3. 

Fig. 3. Markov chain of Availability Model 
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Solving the Markov chain, we have 

if s = 0, 
(10) 

if s = 1. 

The system unavailability corresponds to all the states in which either the system 
has a platform failure that brings the whole system down, or in a system without 
APS, a base repeater hosting the control channel fails, or the system even without 
platform failure has no working base repeater left. For a system without APS, the 
probability that one of the (Nb-k) failed base repeaters happens to host the control 
channel is (Nb - k)INb. Let A(Nb) denote the steady state system unavailability. 
For both systems with and without APS, we thus write unavailability as 

{ 

Nb Nb Nb _ k 
~P(O,k;Nb) + ~P(l,k;Nb)~' wlo APS 

Nb 

L: P(O, k; Nb) + P(l, 0; Nb), wi APS. 
k=O 

(11) 

4.2 Performance Model 

For each of the states of the availability model of Figure 3, we now seek to obtain 
key performance indices. Performance indices of interests are the steady state new 
call blocking probability and handoff call dropping probability. Given the number 
of available channels, the previous work in [5,1] provided formulae for these indices. 
We recall the results here. For a system having k non-failed channels and 9 guard 
channels, based on a birth-and-death process, the new call blocking probability is 
given as 

k Ak-g 
" __ An-(k-g) 
L....i n! 1 

Pi (k ) = n=k-g 
b,9 k-g-l An k Ak-g 

" " __ An-(k-g) 
L....i ~+ L....i n! 1 
n=O n=k-g 

(12) 

and the handoff call dropping probability is given as 

, 
Ak-g 
__ An-(k-g ) 

n! 1 

(13) 
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Al + A2 A2 
where A = ---, Al = ---. It should be noted that Pb(k,g) > Pd(k,g) 

/-,1 + /-'2 /-'1 + /-'2 
holds for 9 ;::: 1 and when 9 = 0, Pb(k,O) = Pd(k, 0) becomes the Erlang B formula. 
In practice, the incoming handoff rate A2 is an unknown parameter which needs 
to be determined as a function of k, g, AI, /-'1 and /-'2. For a generic cell, assuming 
all cells are statistically identical, A2 can be determined by the following fixed 
point: the steady-state throughput of incoming handoff calls should be equal to the 
throughput of outgoing handoff calls. The existence and uniqueness of the fixed 
point are proved in [5]. 

4.3 Performability 

From the last two sections, we notice that calls can be blocked (or dropped) due 
to system being down or being full. The former type of loss is captured by the pure 
availability model while the latter type of loss is captured by the pure performance 
model. We now wish to combine the two types of losses. The primary vehicle for 
doing this is to determine pure performance losses for each of the availability model 
states and attach these loss probabilities as reward rates (or weights) to these states. 
Such a Markov reward model has been called a performability model ([7,6]). We list 

State (8, k) 
Reward rate 

New call blocking Handoff call dropping 
(O,k),for k 

=0,··· ,Nb 
1 1 

(1,0) 1 1 
1, if kM - 1 ::; 9 

Nb-k 
(I, k), for k Nb-k --+ --+ Nb 
=1, .. · ,Nb Nb k 

k Pd{kM-l,g) Nb 
Pb{kM - 1,g) Nh' O.w. 

Table 1. Reward rates for systems without APS 

reward rates for the states of the availability model in Table 1 for systems without 
APS and Table 2 for system with APS. Let us first consider states of system being 
down. 

Clearly, for both systems without and with APS, a cell is not able to accept any 
new calls or handoff calls if it has platform failure which corresponds to the states 
(O, k) for k = 0,··· , Nb, or all base repeaters are down which corresponds to the 
state (1,0), Therefore, reward rates of both overall new call blocking and handoff 
call dropping are 1 's. 

In addition, for a system without APS, control channel down may occur in 
states (I, k) for k = 1,··· , Nb with probability (Nb - k)jNb and cause new call 
blocking and handoff call dropping. This corresponds to the rates with (Nb - k)jNb 
in the last row of Table 1. 

All cases mentioned above contribute to system unavailability, A(Nb), discussed 
in Section 4.1. Hence, system unavailability, A(Nb), also consists of one of the parts 
of the overall new call blocking probability and handoff call dropping probability. 
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State (8, k) 
Reward rate 

New call blocking Handoff call dropping 
(0, k), for k 

= 0"" ,Nb 
1 1 

(1,0) 1 1 
(1, k), for k 1, if kM -1 $ 9 

Pd(kM -1,g) = 1,,,, ,Nb Pb(kM -1,g), O.w. 

Table 2. Reward rates for systems with APS 

We now consider states in which the system is not undergoing a full outage 
caused by failures of platform, control channel (if system w/o APS) or all base 
repeaters being down. 

The corresponding states are (1, k) for k = 1"" , Nb. The total number of 
available channels for state (1, k) is kM - 1. From Section 4.3, new call blocking 
probability and handoff call dropping probability in these states are Pb(kM -1,g) 
and Pd(kM -1, g), respectively. Thus, these probabilities are used as reward rates 
to these states for overall new call blocking and handoff call dropping. 

For a system without APS, we note that the probability of not having the 
control channel down in state (1, k) for k> 0 is k/Nb. Therefore, the reward rates, 
Pb(kM -1,g) and Pd(kM -1,g), are also weighted by k/Nb (shown in the last row 
of Table 1). 

Also, in case that the number of idle channels is less than the number of guard 
channels, i.e., kM - 1 < 9 for states (1, k), k = 1"" , Nb, a cell is not able set up 
any new calls because all available channels are reserved for handoff calls. Hence, 
the reward rates for new call blocking assigned to the corresponding states are 1 'so 

Now let G = l(g + l)/MJ. Summarizing Table 1 and Table 2, the overall call 
blocking probability can be written as the expected steady state reward rate, 

Pb(Nb,M,g) = A(Nb) 

l(G> 0) ~ P(1, k; Nb) (~J 
Nb ( k ) + L P(1, k; Nb)Pb(kM - 1, g) N ' 

k=G+l b 
G + 

w/o APS 

(14) 

l(G> 0) E P(1,k;Nb) 
k=l w/ APS Nb 

+ E P(1, k; Nb)Pb(kM - 1, g), 
k=G+l 
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where l(e) is the indicator function: l(e) = 1 if expression e is true; l(e) = 0, 
otherwise. Similarly the overall handoff call dropping probability can be given as 

(15) 

5 Numerical Results and Discussion 

We present numerical results in this section. Table 3 summarizes parameters used. 

Parameter Meaning Value 
Nb Number of base repeaters 10 
M Number of channels/base repeater 8 
Al New call arrival rate 20 calls/minute 

1/J-tl Mean call holding time 2.5 minutes 
1/J-t2 Mean time to handout 1.25 minutes 

As Platform failure rate l/year 
J-ts Mean repair time of platform 8 hours 
Ab Base repeater failure rate 2/year 
J-tb Mean repair time of base repeater 2 hours 

Table 3. Parameters used in numerical study 

5.1 Accuracy of the hierarchical models 

We tabulate some results from composite models and hierarchical models to show 
the accuraracy of hierarchical models. Tables 4, 5 and 6 compare system unavail­
ability A, overall new call blocking probability P: and overall handoff call dropping 
probability P3, respectively, from both models. The presented results from the two 
models show negligible difference, with the maximum relative error for all three 
measures less than 0.2%. 

The proven high accuracy of hierarchical models with respect to accurate com­
posite models allows us to carry out a variety of experiments with much higher 
computational efficiency. The following study is therefore conducted by solving hi­
erarchical models. 

5.2 Improvement by APS 

In Figure 4 we plot the overall new call blocking probability, P:, and handoff call 
dropping probability, P3, against new call arrival rate, AI, for both systems with 
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Parameters APS Ac Composite AH Hierarchical 100AH -Ac (%) 
Af"' 

Nb =8 no 0.00136799 0.00136987 +0.1374 
Nb=8 yes 0.00091280 0.00091241 -0.0427 

Nb = 10 no 0.00136799 0.00137028 +0.1674 
Nb = 10 yes 0.00091241 0.00091241 0 
Nb = 12 no 0.00136799 0.00137070 +0.1981 
Nb = 12 yes 0.00091241 0.00091241 0 

Table 4. Comparison of A from composite and hierarchical models 

Parameters APS Pt c Composite Pt H Hierarchical 100Pb' H - Pb'c 
po" 

(%) 

>'1 = 12 no 0.00136799 0.00137028 +0.1674 
>'1 = 12 yes 0.00091241 0.00091241 0 
>'1 = 20 no 0.00174871 0.00175125 +0.1452 
>'1 = 20 yes 0.00129612 0.00129638 +0.0201 
>'1 = 32 no 0.13844626 0.13845285 +0.0048 
>'1 = 32 yes 0.13807912 0.13808954 +0.0075 

Table 5. Comparison of Pt from composite and hierarchical models 

Parameters APS Pd c Composite Pd H Hierarchical 100J-'dH - J-'dC 
Pdf"' 

(%) 

>'1 = 12 no 0.00136799 0.00137028 +0.1674 
>'1 = 12 yes 0.00091241 0.00091241 0 
>'1 = 20 no 0.00137566 0.00137796 +0.1672 
>'1 = 20 yes 0.00092016 0.00092017 +0.0011 
>'1 = 32 no 0.00846951 0.00847205 +0.0300 
>'1 = 32 yes 0.00801872 0.00801933 +0.0076 

Table 6. Comparison of Pd from composite and hierarchical models 

APS and without APS. The plots show that both probabilities increase but stay 
nearly flat when new call traffic is low « 20 calls/minute). The probabilities then 
increase sharply after >'1 exceeds 20 calls/minute. The improvement by APS can be 
seen as reductions of Pb and Pd' Improvement remains steady (a > 30% relative 
reduction of both Pt and Pd) given low traffic but diminishes rapidly as traffic load 
becomes heavier. 

5.3 Percentage of A in Pb and P3 

In the same figure, we also plot the percentage of unavailability A in Pb and Pd to 
see how much failures of platform, base repeaters and control channel (i. e., system 
being down) contribute to overall performability measures. It can be seen from 
the plots that system unavailability dominates under light traffic and becomes a 
less important factor under intense traffic when heavy traffic with limited system 
capacity becomes the major factor causing blocking and dropping. 
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Fig.4. Pb(Nb, M,g) (1st from top) and Pd(Nb, M,g) (3rd) versus 9 for systems 
wjo APS and wj APS; Percentage of unavailability A(Nb) in Pb(Nb, M,g) (2nd) 
and P3(Nb, M, g)( 4th) 

5.4 Optimization of Nb and g 

We also plot curves of both Ph and P3 against the number of guard channels, g, for 
Nb = 8,9 and 10 for an APS-capable system2 in Figure 5. The figure shows that, 
for each Nb, (I) each curve of Ph and P3 starts with the same values, i.e., Ph = P3 
when 9 = 0 and (II) increasing 9 results in a decrease in P:t and an increase in Ph' 
From Figure 5, it is also clear that when increasing the number of base repeaters, Nb, 
both curves of Pb and P3 move down, indicating the performability improvement. 

2 Similar curves can also be plotted for systems wjo APS (see [8]). 
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I • t • ...... -. 
Fig. 5. Ph and PJ. versus Nb and 9 

In practice, we may face problems to minimize the overall new call blocking 
probability Ph and handoff call dropping probability PJ.. The number of channels 
M that a base repeater provides is normally fixed after the repeater is manufactured. 
Given that the reliability parameters (As,J.Ls,Ab,J.Lb) and traffic parameters (A, AI) 
are fixed, the decision variables are the number of guard channels, g, and the number 
of base repeaters, Nb. For example, the following optimization problem may occur 
to a network designer, 

0: Given reliability parameters (As,J.Ls,Ab,J.Lb), traffic parameters (A, AI) and 
the number of channels M on a base repeaters, determine the optimal integer values 
of Nb and 9 so as to 

minimize Nb 

h h {
Pb(Nb, M,g) -::; PbO 

suc t at 
Pd(Nb, M, g) -::; Pd~' 

We now show how the plot in Figure 5 also provides a graphical way to solve 
the optimization problems concerning Nb and g. We may draw two lines, Ph = PbO 
and PJ. = Pd~' Pairs of triangle marks (6) for Ph under line Ph = PbO and diamond 
marks (<» for PJ. under line PJ. = Pd~ consist of the set of possible solutions. We 
then choose the minimum Nb. For Ho = 0.003 and Pd~ = 0.002, N; = 9 and g* = 0 
or 1. 

6 Conclusion 

We have presented the exact composite Markov chain models for performbability 
study of TDMA wireless systems with and without automatic protection switch. We 
then have followed a reward-assigning approach to develop the two-level hierarchical 
performability models. Measures of interest, such as system unavailability, overall 
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new call blocking probability and handoff call dropping probability are explicitly 
given in closed form. This enables the approximate models to possess excellent scal­
ability. Compared with composite models, the more robust and less time-consuming 
hierarchical models are proven to be able to provide high accuracy. Numerical re­
sults are given under realistic parameter settings. It is expected that the models 
presented in this paper will be useful in wireless network design and operation. 
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Abstract. The MM CPP /GE/c/L G-Queue is a Markov modulated queue with 
compound Poisson arrivals of both positive and negative customers and generalised 
exponential service times at c parallel servers. The system considered has either 
finite or infinite (L = 00) capacity and customers in service cannot be killed by a 
negative arrival (immune servicing). The equilibrium queue length probabilities are 
derived as well as the Laplace transform of the response time probability density 
function of successful customers. This model can form the basis of a building block 
for networks with bursty, correlated traffic and with load balancing and unreliable 
servers. 

1 Introduction 

Various models have been proposed for describing the traffic that arises in today's 
telecommunications systems such as ATM and the Internet. In particular, such 
traffic often exhibits burstiness, i.e. batches of transmission units (e.g. packets) ar­
rive together, and correlation between interarrival times. The compound Poisson 
process (CPP) assumes that batch arrivals are Poisson with geometric batch size­
equivalently, that interarrival times have generalised exponential (GE) probability 
distribution [12]. The Markov modulated Poisson process (MMPP) and self-similar 
traffic models such as Fractional Brownian Motion (FBM) [14] can represent cor­
related traffic and, in the latter case, 'heavy tails' which are a consequence of 
long range correlation. A CPP traffic model often gives a good representation of 
burstiness, e.g. [5,1], but cannot describe auto-correlation. Conversely, the MMPP 
models can capture auto-correlation but not burstiness. Although the self-similar 
models such as FBM can account for both auto-correlation and burstiness, they are 
analytically intractable in a queueing context. 

We introduce a new queueing/traffic model, called the Markov Modulated 
CPP/GE/c/L G-queue!, specified fully in section 2. This is a multi-server queue 
with GE service times and with both positive and negative arrival streams, each 
of which is a CPP. In addition, all three GE distributions (for positive and nega­
tive interarrival times and for service time) are modulated jointly by a continuous 

1 The name G-queue has been adopted for queues with negative customers in 
acknowledgement of Gelenbe who first introduced them [6]. 

K. Goto et al. (eds.), Performance and QoS of Next Generation Networking
© Springer-Verlag London Limited 2001
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time Markov phase process. Negative customers remove (positive) customers in 
the queue and have been used to model random neural networks, task termination 
in speculative parallelism and faulty components in manufacturing systems [6,4,3]. 
This queueing model can account for burstiness and correlation, but in addition, the 
negative customers can represent additional behaviours such as server breakdowns, 
killing signals and load balancing. 

With the negative customers introduced, several customer removal strategies are 
possible. The one that is considered in this paper is the 'remove customer from the 
end of the queue' (RCE) killing discipline with immune servicing, where customers 
actually being served are immune and cannot be removed by a negative arrival. 
This killing strategy is appropriate for modelling load balancing where a customer 
in service would never be moved to another server. We first derive, in section 3 the 
steady state probability distribution for the length of this queue using the method of 
spectral expansion. Obviously, the MMCPP /GE/c/L, MMCPP /MMGE/c/L and 
MMPP /M/c/L queues [2], with only positive customers, are rather special cases of 
this more general queueing model. The system is modelled as a two-dimensional 
Markov process and solved for the equilibrium queue length probability distribution, 
from which several steady state performance measures can be worked out. 

The Laplace transform of the sojourn time probability density function for 
successful (not killed) customers is then derived in section 4. Sojourn time distribu­
tions in G-queues were first considered by Harrison and Pitel who considered single 
Markovian queues with negative arrivals in [8] and tandem networks thereof in [9], 
with numerically tractable results in the former and in certain special cases of the 
latter. The results presented here are initially obtained conditional on the state of 
the system seen by a new positive arrival and then deconditioned using the steady 
state queue length probability distribution. 

The paper concludes in section 6 with a discussion of the implications of our 
results on the modelling of ATM neworks; the analysis at least provides the basis of 
a building block for networks of switches described in terms of their internal arrival 
processes. 

2 System description 

2.1 Modulation 

The entire system is modulated by a continuous time, irreducible Markov phase 
process with N states. Let Q be the generator matrix of this process, given by 

Q= [ 

-ql ql,2 

Q2,1 -Q2 ... 

. . . 
Q~,l Q~,2 .. : 
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where qi,k (i i= k) is the instantaneous transition rate from phase i to phase k, 
and 

N 

qi = E qi,j , qi,i = 0 
j=l 

(i = 1, ... ,N) 

Let r = (Tl' T2, ... ,TN) be the vector of equilibrium probabilities of the modulating 
phases. Then, r is uniquely determined by the equations: 

rQ=O reN = 1. 

where eN stands for the column vector with N elements, each of which is unity. 

2.2 The arrival process 

The arrival process is the superposition of two CPP arrival streams in each of the 
modulating phases. One of these CPP processes is of positive customers and the 
other of negative customers. The parameters of the GE inter-arrival time distribu­
tion for the positive customers in phase i are (O'i,9i), and (Pi,8i) are those of the 
negative customers. That is, the inter-arrival time probability distribution function 
is 1 - (1 - (Ji)e-u.t, in phase i, for the positive customers and 1 - (1 - oi)e-Pit for 
the negative customers. Thus, the arrival point-processes are Poisson, with batches 
arriving at each point having geometric size distribution. Specifically, the probabil­
ity that a batch is of size s is (1 - 9i )fJ;-1, in phase i, for the positive customers, 
and (1 - Oi)O;-l for the negative customers. 

The overall average arrival rates of the positive customers (0') and negative 
customers (15) are given by, 

N N E T'O" - , , 
0'= --

1-9 i=l 1. 

E T'p' - , , 
P = 1- o· . 

i=l 1. 

2.3 The GE multi-server 

The service facility has c homogeneous servers, each with GE-distributed service 
times with parameters (/1-i, cPi) in phase i. The service discipline is FCFS and each 
server serves at most one positive customer at any given time. Negative customers 
neither wait in the queue, nor are served. The operation of the GE server is similar 
to that described for the CPP arrival processes above. However, the batch size 
associated with a service completion is bounded by one more than the number 



336 P.G. Harrison and R. Chakka 

of customers waiting to commence service at the departure instant. For queues of 
length c:5 j < L+ 1 (including any customers in service), the maximum batch size 
at a departure instant is j - c + 1, only one server being able to complete a service 
period at anyone instant under the assumption of exponentially distributed batch­
service times. Thus, the probability that a departing batch has size sis (1-<I>i)<I>:-1 
for 1 :5 s :5 j - c and <I>{-c for s = j - c+ 1. In particular, when j = c, the departing 
batch has size 1 with probability one, and this is also the case for all 1 :5 j :5 c 
since each customer is already engaged by a server and there are then no customers 
waiting to commence service. 

2.4 Negative customer semantics 

A negative customer removes a positive customer in the queue, according to a 
specified killing discipline. We consider here a variant of the RCE killing discipline 
(removal of the customer from the end of the queue), where the most recent positive 
arrival is removed [8], but which does not allow a customer actually in service to 
be removed: a negative customer that arrives when there are no positive customers 
waiting to start service has no effect. We may say that customers in service are 
immune to negative customers or that the service itself is immune servicing. Such 
a killing discipline is suitable for the modelling of load balancing where work is 
transferred from overloaded queues but never work that is actually in progress. 

When a batch of negative customers of size l (1 :5 l < j - c) arrives, l positive 
customers are removed from the end of the queue leaving the remaining j -l positive 
customers in the system. If l 2: j - c 2: 1, then j - c positive customers are removed, 
leaving none waiting to commence service (queue length equal to c). If j :5 c, the 
negative arrivals have no effect. 

2.5 The queueing capacity 

L is the queueing capacity, in all phases, including the customers in service, if any. 
L can be finite or infinite. We assume, when the number of customers is j and the 
arriving batch size of positive customers is greater than L - j (assuming finite L), 
that only L - j customers are taken in and the rest are rejected. 

2.6 Condition for stability 

When L is finite, the system is ergodic since the representing Markov process is 
irreducible. Otherwise, when L = 00, the overall average departure rate is maximum 
when the queue length is large, and is given by, 

N 
__ " ripi 
P- c L..JI_-I.·· 

i=1 '1" 

(1) 

Hence, we conjecture the necessary and sufficient condition for the existence of 
steady state probabilities is 

a<p+"ji. (2) 
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3 Steady state queue length distribution 

3.1 Balance equations 

The state of the system at any time t can be specified completely by two integer­
valued random variables, I(t) and J(t). I(t) varies from 1 to N, representing the 
phase of the arrival process, and 0 ::; J(t) < L + 1 represents the number of 
(positive) customers in the system at time t, including any in service. The system 
is now modelled by a continuous time discrete state Markov process, Y (or Y if L 
is infinite), on a rectangular lattice strip. For convenience, let I(t), the phase, vary 
in the horizontal direction and J(t), the level, in the vertical direction. We denote 
the steady state probabilities, when they exist, by {Pi,j 11 ::; i ::; N,O ::; j < L + I}, 
where Pi,j = limt-+oo Prob(I(t) = i, J(t) = j), and we write Vj = (Pl,j, ... ,PN,j)' 

The process Y evolves with the following instantaneous transitions whose rates 
are: 

(a) Q( i, k) - purely lateral transition rate, from state (i, j) to state (k, j) for all 
j ~ 0 (1::; i, k ::; N ; i i= k), caused by a phase transition in the modulating 
Markov phase process; 

(b) Bi ,j,H8 - s-step upward transition rate, from state (i, j) to state (i, j + s), 
for all phases i, caused by a new batch arrival of size s of positive customers 
(1 ::; s ::; L - j). Thus, for each j, s can be seen as bounded when L is finite 
and unbounded when L is infinite; 

(c) Ci ,j,j-8 - s-step downward transition rate, from state (i,j) to state (i,j - s), 
(j - s ~ e + 1), for all phases i, caused by either a batch service completion of 
size s or a batch arrival of negative customers of size s; 

(d) Ci ,C+8,C - s-step downward transition rate, from state (i,e+ s) to state (i,e), 
for all phases i, caused by a batch arrival of negative customers of size ~ s or 
a batch service completion of size s (1 ::; s ::; L - e); 

(e) Ci ,c-1+8,c-l - s-step downward transition rate, from state (i, e -1 + s) to state 
(i, e-l), for all phases i, caused by a batch departure of size s (1 ::; s ::; L-e+ 1); 

(f) Ci,j+l,j - I-step downward transition rate, from state (i,j + 1) to state (i,j), 
(e ~ 2 ; 0::; j ::; e - 2), for all phases i, caused by a single departure; 

where 

('Vi; 0::; j - s ::; L - 2 ; j - s < j < L) ; 
00 

B "(1 () )()8-l ()L-j-l i,j,L = L.J - i i O'i = i O"i ('Vi; j ::; L - 1) ; 
.=-L-j 

Ci,H.,j = (1 - ¢>i)¢>:-lCj.Li + (1 - 6i)6:- l Pi 

('Vi; e + 1 ::; j ::; L - 1 ; s = 1,2, ... ,L - j) ; 

= (1- ¢>i)¢>:-lej.Li +6:- l pi ('Vi; j = e; s = 1,2, ... ,L - e); 

= ¢>:-lej.Li ('Vi; j = e -1; s = 1,2, ... ,L - e + 1) ; 

=0 ('Vi; e ~ 2 ; 0::; j ::; c - 2; s ~ 2) ; 

= (j + 1)j.Li ('Vi; e ~ 2 ; 0 ::; j ::; e - 2 ; s = 1) . 
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Now define the matrices, 

Bj-s,j = Diag [B1,j-s,j, B2,j-s,j, . .. , BN,j-s,j] 

(j - s < L; j - s < j $. L) ; 

Bs = Bj-s,j (j < L) ; B = B1 = (E - 8)E 

E = Diag[a1,a2, ... ,aN] 
R = Diag[P1,P2, ... ,PN] ; .1 = Diag[o1,o2, ... ,ON] ; 

M = Diag [),t1, JL2,··· , JLN] ; 'P = Diag [4>1,4>2, ... ,4>N] 

Cj = jM (1 $. j $. e) ; 

= eM = C (j ~ e) ; 

Cj+s,j = Diag [C1,j+s,j, C2,j+s,j, ... , CN,j+s,j] 

where E = Diag( eN) is the unit matrix of size N x N. Then, we get, 

00 

Bs = 8 s- 1 B = 8 s- 1(E - 8)E ; :L: Bs = E BL-s,L = 8 s- 1 E ; 
s=1 

Cj+s,j = C(E - 'P)'Ps- 1 + R(E - .1).1s- 1 

(e+1$.j$.L-1; s=1,2, ... ,L-j); 

= C(E - 'P)'Ps- 1 + R.1s- 1 (j = e; s = 1,2, ... , L - c) ; 

= C'Ps - 1 (j = e - 1 ; s = 1,2, ... , L - e + 1) ; 

= 0 (e ~ 2 ; 0 $. j $. e - 2 ; s ~ 2) ; 

(e ~ 2 ; 0 $. j $. c - 2 ; s = 1) ; 

Proposition 1 The balance equations of the Markov modulated CPP IGElclL 
queue with positive and negative customers and with immune servicing can be ex­
pressed in the form (for L > e + 4i: 
2 If L $. e + 4, then the resulting Markov process with (L + l)N states can be 

solved directly, e.g. [17]. 
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(i) For c + 2 $ j $ L - 3, 

Vi-1QO + ViQ1 + Vj+1Q2 + Vj+2Q3 = 0; 

(ii) For j = L,L -1,L - 2, 

L 

1: vL_s8 s- 1 E + VL(Q - C - R) = 0 ; 
s=l 

VL-2[E-(Q-C-R)8] 

+ VL-1 [Q - E - C(E + 8 - 8~) - R(E + 8 - 8.::l)] 

(3) 

(4) 

+ VL [C(E - ~)(E - 8~) + R(E - .::l)(E - 8.::l)] = 0 ; (5) 

VL-3[E-(Q-C-R)8] 

+ VL-2 [Q - E - C(E + 8 - 8~) - R(E + 8 - 8.::l)] 

+ VL-1 [C(E - ~)(E - 8~) + R(E - .::l)(E - 8.::l)] 

+ VL [C(E - ~)~(E - 8~) + R(E - .::l).::l(E - 8.::l)] = 0 ; (6) 

(iii) For j = c+ l,c,c-l, 

VC [E - (Q- C)8] +Vc+1 [Q - E- C(E+8 - 8~) - R(E+ 8)] 
L-c-1 

+ 1: Vc+1+s [C(E - ~)~S-l(E - 8~) + R.::ls- 1(E - .::l- 8.::l)] 
s=l 

=0; (fore~l) (7) 

Vc-1 [E - (Q - Cc-I)8] + VC [Q - E - C(E + 8)] 
L-c 

+ 1: Vc+s [C~S-l(E - ~ - 8~) + R.::lS- 1] = 0; (fore ~ 2) (8) 
s=l 

V c -2 [E - (Q - Cc-2)8] + V c-1 [Q - E - Cc-1(E + 8)] 
L-c+1 

+ 1: Vc-!+s [C~s-l] = 0 ; (for e ~ 3) (9) 
s=l 

(iv) For c - 2 ~ j ~ 2, 

Vj-1 [E - (Q - Ci - 1)8] + Vj [Q - E - Cj(E + 8)] + Vj+1Cj+1 = 0; 
(10) 

(v) For j = 1 

Vo [E - Q8] +V1 [Q - E- C1(E+8)] +V2C2 = 0; 

(forc~3) (11) 
L-1 

Vo [Q - E8] + VI [Q - E - C1(E + 8)] + 1: V!+sC~s-l = 0 ; 
s=l 

(for c = 2) (12) 

Vo [E - Q8] + VI [Q - E - C1(E + 8)] 
L-1 

+ 1: [C~S-l(E - ~ - 8~) + R.::ls- 1] = 0; (fore = 1) (13) 
s=l 
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(vi) For j = 0 

Vo [Q - 17] + VI C1 = 0 ; 
L 

Vo [Q - 17] + L V sC{>s-1 = 0; 
s=1 

(vi) Normalisation 

where 

L 

LVjeN = 1; 
j=O 

Qo = 17 - (Q - C - R)B ; 

(fore ~ 2) 

(fore = 1) 

Ql = Q(E + B{> + BLl) - 17(E + Ll + {» - C(E + B + BLl) 

- R(E + 8 + 84» ; 

Q2 = -Q({> + Ll + B{>Ll) + 17({> + Ll + Ll{» + C(E + Ll + BLl) 

+ R(E + {> + B{» ; 

Q3 = Q{>Ll- 17{>Ll - CLl- R{> ; 

h>l = 1 (k > l) ; 
= 0 (k $l) ; 

Proof The balance equations are: 

L 

LVL-sBL-s,L +vdQ - C - R) = 0 
0=1 

(14) 

(15) 

(16) 

(17) 
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for the Lth row, and, for 0 ::; j ::; L - 1, 

j L-j 
~ vj-oBo + Vj [Q - E - Cj - Rlj>c] + ~ vj+sCj+s,j = 0 (18) 
0=1 .=1 

Substituting BL-o,L = eo-IE, the balance equation for the Lth row becomes 
equation (4). Substituting Bo = e S - 1(E - e)E, the balance equations for the 
levels j and j - 1, (0::; j - l,j ::; L - 1), respectively are: 

j L-j 
~ Vj_.es- 1(E - e)E + Vj [Q - E - Cj - Rlj>c] + L vj+sCj+s,j = 0 
.=1 .=1 

(0::; j ::; L - 1) (19) 

j-l 
~ Vj_l_.e·-l(E - e)E + Vj-l [Q - E - Cj - 1 - Rlj - 1>c] (20) 
0=1 

L-j+l 
+ ~ Vj-1+.Cj-1+.,j-l = 0 (0::; j - 1 ::; L - 1 or 1 ::; j ::; L) 

0=1 

We modify the balance equation for level j as follows. Post-multiply (20) by e 
and subtract the resulting equation from (19) to get the modified equation for 
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level j (1 ~ j ~ L - 1) as: 

Vj-1 [E - (Q - Cj - 1 - Rlj _1>c)e] + Vj [Q - E - Cj - Rlj>c - Cj ,j-1 e] 
L-j 

+ ~ VH8 [CH8,j - CH8,j-1e] = 0 (1 ~ j ~ L - 1) (21) 
8=1 

We now partition the levels and consider five cases: the first (above the threshold­
level j = c+ 1) and the rest, which are similar but not considered here. In addition, 
since the sum of the steady state probabilities over all the states is 1, we have 
equation (16). 

Case 1: c + 2 ::; j ::; L - 3 Consider the balance equations for the levels, 
c + 2 ~ j ~ L - 1. For this range, we have, Cj-1 = C ; Cj = C. Also, for 
(c + 2 ~ j ~ L - 1), we have 

Cj ,j-1 = C(E - tP) + R(E -..:1) ; 

CH8,j = C(E - tP)tP 8 - 1 + R(E - ..:1)..:18- 1 ; 

CH8,j-1 = C(E - tP)tP8 + R(E - ..:1)..:18 . 
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Substituting the above in (21), the balance equation for level j becomes, 

L-j 

Vj-1 [17 - (Q - C - R)e] 

+ Vj [Q - 17 - C(E + e - e4» - R(E + e - eLl)] 

+ 1: Vj+s [C(E - 4»4>s-l(E - e4» + R(E - Ll)Ll S - 1(E - eLl)] = 0 
s=l 

(c + 2 ~ j ~ L - 1) (22) 

Using the above, the balance equation for level j + 1 (c + 2 ~ j + 1 ~ L - 1) is 
obtained by replacing j by j + 1 in (22), giving 

Vj [17 - (Q - C - R)e] 

+ Vj+1 [Q - 17 - C(E + e - e4» - R(E + e - eLl)] 
L-j-1 

+ 1: Vj+1+s [C(E - 4»4>s-l(E - e4» + R(E - Ll)LlS - 1(E - eLl)] 
s=l 

=0 (c+2~j+1~L-1orc+1~j~L-2) (23) 
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We further modify the balance equation (22) for level j by subtracting from it 
equation (23) post-multiplied by P, to get, 

Vj-1 [17 - (Q - C - R)8] 

+ Vj [Q(E + 8p) - 17(E + p) - C(E + 8) - R(E + 8 + 8p - 8,1)] 

+ Vj+! [-Qp + 17p + C + R(E + (p - ,1)(E + 8 - 8,1))] 
L-j 

+ L vj+_ [R(E - ,1)L1--2(E - 8,1)(,1- p)] = 0 
_=2 

(c + 2 ~ j ~ L - 2) (24) 

Using the above equation, the modified equation pertaining to level j + 1 (c + 2 ~ 
j + 1 ~ L - 2 or c + 1 ~ j ~ L - 3) is obtained by replacing j by j + 1 in (24), 
giving 

Vj [17 - (Q - C - R)8] 

+ Vj+1 [Q(E + 8p) - 17(E + p) - C(E + 8) - R(E + 8 + 8p - 8,1)] 

+ Vj+2 [-Qp + 17p + C + R(E + (p - ,1)(E + 8 - 8,1))] 
L-j-1 

+ L Vj+1+. [R(E - ,1)L1.-2(E - 8,1)(,1- p)] = 0 
.=2 

(25) 

FUrther modifying (24) by subtracting from it equation (25) post-multiplied by 
,1, we get equations (3) which are essentially the modified balance equations for 
levels c + 2, c + 3, ... , L - 3. Notice that the coefficient matrices Qo, Q1, Q2, Q3 are 
independent of j. 

3.2 Spectral solution of the balance equations 

The set of equations (3) for the levels c + 2 to L - 3, have the coefficient matrices 
Qo, Q1, Q2, Q3 that are j-independent and hence have an efficient solution by the 
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spectral expansion method [16,1]. Define the matrix polynomials Z(-\) and Z(€) as, 

Then, the spectral solution for Vj (c + 1 :5 j :5 L - 1) is given by, 

N 2N 

'" .J. d- c -1 '" b /:L-1-j 
Vj = L..J ak 'I' k/\k + L..J k'"'(k<'k (c + 1 :5 j :5 L - 1) (27) 

k=l k=l 

where -\k (k = 1, 2, ... ,N) are the N eigenvalues of least absolute value of the 
matrix polynomial Z(-\) and €k (k = 1,2, ... ,2N) are the 2N eigenvalues of least 
absolute value of the matrix polynomial Z (€). tP k and '"'( k are the left-eigenvectors of 
Z(-\) and Z(€) respectively, corresponding to the eigenvalues -\k and €k respectively. 
ak, bk are certain arbitrary constants determined by the other balance equations (see 
below). 

Observe that the matrix Qo + Q1 + Q2 + Q3 is singular, hence -\ = 1 is an 
eigenvalue that is on the unit-circle for both Z(-\) and Z(€). If (2) is satisfied, the 
number of eigenvalues of Z(-\) that are strictly within the unit circle is N. If (2) 
is not satisfied, that number is N - 1. The properties of these eigenvalues and 
eigenvectors, together with the relevant spectral analysis, are dealt with in [1,16]. 
Some of them are summarised below. Let the rank of Qo be N - no and that of Q3 
be N - n3. Then, 

(a) Z(-\) would have d = 3N -n3 eigenvalues of which no are null eigenvalues (also 
referred as zero-eigenvalues), whereas Z(€) would have n3 zero-eigenvalues and 
3N - no - n3 non-zero eigenvalues. 

(b) If (-\,tP) is a non-zero eigenvalue-eigenvector pair of Z(-\), then there exists a 
corresponding non-zero eigenvalue-eigenvector pair, (e = i,'"'( = (1) for Z(e). 
Thus, the non-zero eigenvalues of these two matrix polynomials are mutually 
reciprocal. 

(c) The N eigenvalues of least absolute value of Z(-\) and the 2N eigenvalues of 
least absolute value of Z(€) lie either strictly inside, or on, their respective 
unit-circles, but not outside. 

(d) We assume, if multiple eigenvalues exist, they also have corresponding indepen­
dent eigenvectors. This has been invariably observed in our numerical studies. 
Hence, for Z(-\) each pair (-\,tP) is distinct. A similar result is valid for Z(€). 

If the unknowns ak, bk can be determined in such a way that all the balance 
equations are satisfied, then that would yield the unique steady state solution. This 
is done as follows. 

Using the spectral expansion solution for (27), the vectors Vj (j = L - 3, L -
2, L - 1) are already expressed as linear sums of known vectors with the unknown 
scalar coefficients ak,bk. Using (6), VL can also be expressed in the same way as: 

VL = YL [C(E - ~)~(E - B~) + R(E - ..1)..1(E - B..1)r 1 (28) 
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where, 

YL = - VL-3 [E - (Q - C - R)8] 

- VL-2 [Q - E - C(E + 8 - 8if» - R(E + 8 - 8Ll)] 

- VL-l [C(E - if»(E - 8if» + R(E - Ll)(E - 8Ll)] 

Now that each Vj (c+ 1 S j S L) is expressed as a linear sum of known vectors, 
with ak, bk as scalar unknowns, using the equations (7,27), we can express Vc as: 

Vc = Yc [E - (Q - C)8rl (29) 

where 

Yc = - Vc+l [Q - E - C(E + 8 - 8if» - R(E + 8)] 

- VL [C(E - if»if>L-c-2(E - 8if» + RLlL- c- 2(E - Ll- 8Ll)] 

The last term on the right hand side can be simplified as, 

N 

- L aktPk [C(E - if»(E - 8if»Ot.k,c + R(E - Ll- 8Ll){3k,c] 
k=l 

2N 

-L bk"Yk [C(E - if>)(E - 8if»Ot.~,c + R(E - Ll- 8Ll){3~,c] 
k=l 
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where, 

Following a similar procedure as above, Vc-I and V c-2 can be expressed as 
linear sums of known vectors with scalar unknowns ak,bk, using equations (8, 9) 
respectively, together with (27). 

The next step is to express V c-3, ... ,VI as similar linear sums, using (10), as: 

Vj-I = - [Vj+ICj+1 + Vj[Q - E - Cj(E + e)]] [E - (Q - cj_der l 

(j = c - 2, ... ,2) 

Using the equations (11, 27) and a similar procedure as used for Vc in (29), Vo 

too can be expressed as a linear sum of known vectors with the same unknowns, 
ak,bk. 

We still have 3 vector equations, (5, 4, 14) and a scalar equation (16). By 
substituting the expressions we already have for all the vi's in these equations, we 
obtain 3N + 1 linear simultaneous scalar equations in 3N unknowns, the ak, bk'S. 
Out of these, only 3N (including the summation equation) are independent. Hence, 
they can be solved for the ak, bk 'so 

Since the eigenvalues and eigenvectors are either real or complex conjugate pairs, 
so are the ak, bk 'so An efficient procedure for computing the eigenvalue-eigenvectors, 
ak, bk'S and the required steady state probabilities is given in [1]. 
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3.3 System with infinite queueing capacity 

So far the analysis has been for the case of finite L. A similar - in fact, simpler -
analysis can be done for the case of infinite queueing capacity. When that is done, 
the equations (3) become valid for j = c+ 1, c+ 2, .... Then, the spectral expansion 
solution is 

N 

Vj = ~::>kt,b k>'{-c (j = c + 1, c + 2, ... ) . (30) 
k=l 

Here, we need only the N relevant eigenvalue-eigenvectors of Z (>'), and only the 
ak's are to be determined. Notice that the equation (30) is the same as (27) when 
the limit L -+ 00 is taken, and that the computation time for this case is much less 
than that of the finite L case. Moreover, the terms Ok,c, {3k,c become simpler and 
the terms o~,c, (3~,c become zero. 

4 Response time distribution 

To investigate sojourn - or response - time distribution, we consider the passage 
of a special "tagged" customer through the queue. Ultimately, this customer will 
either be served or killed by a negative customer; we require the probability den­
sity function for the sojourn time of customers that are not killed, i.e. the time 
elapsed between the arrival instant and the completion of service. Consider then 
the Markov process X(t) = {/(t), B(t), A(t)} where the random variable A(t) (re­
spectively B(t)) denotes the number of customers ahead of (respectively behind) 
the tagged customer at time t. Thus, J(t) = A(t) + B(t) + 1 in the above nota­
tion. Let the random variable T denote the time remaining, at time t, up to the 
service completion of the tagged customer. For i,j ~ 0, we define the probability 
distributions Fij(t) = (Flij(t), ... ,FNij(t)) where, for 1 :::; k:::; N, 

Fkij(t) = P(T :::; t I I(t) = k, B(t) = i, A(t) = j) 

Now, when the state is (k, i, j), we consider the initial small interval of length h 
and derive an expression for Fij(t + h) in terms of {Fab(t) I a,b ~ O}. By the 
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memoryless property of the exponential distribution, we can write, for j ~ c: 

~~+~=~+~-~-&-ill~~OO 
00 

+ h L E(E - e)e8- 1Fi+8,j(t) 
8=1 

i 

+ h L Ll(E - R)RS- 1F i _ s ,j(t) 
0=1 

+ hLlRi.O 
j-c+1 

+ h L cM(E - <p)<p8- 1F i ,j_8(t) 
s=l 

(31) 

Notice that if a batch of negative customers arrives with size i + 1 or more, the 
tagged customer is killed and so does not complete service in time less than t -
i.e. does so with probability O. Similarly, if there is a batch service completion of 
j - c+ 2 or more customers (the one in service, j - c queueing in front of the tagged 
customer and the tagged customer), the tagged customer completes service in time 
less than t with probability 1. 

For j ~ c - 1, the tagged customer is in service and cannot be killed by a 
negative arrival. In this case, the remaining sojourn time of any customer in service 
is independent of both arrival processes and of the service completions at other 
servers. Thus, for 0 ~ j ~ c - 1, i ~ 0, Fij(t) = Foo(t) and we have: 

Foo(t + h) = (E + Qh - Mh)Foo(t) + hM.eN + o(h) 

This yields the vector differential equation 

dFoo(t) = (Q _ M)Foo(t) + MeN 
dt 

(32) 



350 P.G. Harrison and R. Chaw 

with solution 

Foo(t) = (1- e-(Q-M)t) (Q - M)-l MeN 

since Foo(O) = 0.3 

We define the Laplace transform vector of the distribution functions Fii(t) by: 

Then, the Laplace transform of the derivative with respect to t, i.e. of the vector of 
probability density functions F~i(t) = (F{ij(t), ... ,FNij(t», is SLij(S) by a simple 
integration by parts, since Fij(O) = 0 for all i,j ~ O. 

We can now derive recurrence formulas for the Lij(S) which we solve using the 
generating function method. The Laplace transform of the (unconditional) equilib­
rium sojourn time distribution then follows directly in terms of these generating 
functions. To this end, we define the generating function vector G (one component 
per phase) by: 

00 00 

G(y,z,s) = L L Lij(s)yizi 
i=O j=c 

The following proposition determines this generating function. 

Proposition 2 The generating function G(y,z,s) is given by the equation 

V(y,z,s)G(y,z,s) = czCM(E-z{»-l (E-{»K(Y,s) + s(~~y») 
- E(E - e)(yE - e)-lG(e,z,s) 

3 In state X(t) = (0,0, k) for any k, it is understood that the tagged customer is 
actually undergoing a non-zero service period, i.e. that the state is not instanta­
neous. 
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for all y =1= (Ji (1 ~ i ~ N), where 

V(y,z,s) = 8 - Q + 17+ L1 + eM - 17(E - 8)(yE - 8)-1 

- yL1(E - R)(E - yR)-1 - zeM(E - q,)(E - zq,)-1 

K( ) = (8 - Q+ M)-IMeN 
y,s s(1- y) 

G(8,z,s) = (Gl((Jl,Z,s),G2((J2,Z,S), ... , GN((JN,z,s)) 

8=sE 

Proof Taking the Laplace transform of equation 31, we get 

00 

(8 - Q + 17 + L1 + eM)Lii = 17(E - 8) E 8 S - 1LHs,i 

s=1 
i 

+ L1(E - R) E Rs- 1Li _ S ,i 
s=1 
i-c+l 

+ eM(E - q,) E q,s-IL i ,i_o 
0=1 

(33) 
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Multiplying throughout by yi zi and summing over the domain i ~ 0 and j ~ c, we 
obtain: 

(8 - Q+ E+ Ll + cM)G(y,z,s) = 
00 00 00 

E(E - 8) E E E 8s-1Li+s,iyizi 
j=c i=O 8=1 

00 00 i 

i=c i=O 0=1 

00 00 i-c+1 
+ cM(E - 4» E E E 4>0-lLi ,i_syi zi 

i=c i=O 0=1 

00 00 

+ (cM/s) E E 4)i-c+Vzi .eN (34) 
i=ci=O 

For the first term on the right hand side, we change the summation variable i 
to k = i + s and sum over the domain 1 ~ s ~ k and k ~ 1, leaving the domain of 
j unchanged, to get the term 

where the matrix yE - 8 in the denominator denotes multiplication by its inverse.4 

This simplifies to E(E- 8)(yE - 8)-1 (G(y, z, s) - G(8, z, s)), as required for the 
8-terms. 

The second term is handled similarly, changing the summation domain to 
2:';:c 2::12::. and then changing the last summation variable from i to i + s so 
that the sum over s can be separated out. 

4 Notice that by the hypothesis that y "# 8i , the inverse exists. If y = 81, say, the 
first component of the expression becomes 

~~ k-1 i dGl 
E(E - B) L.J L.J kLk,i,lY z = E(E - B) d 

i=ck=l y 
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For the third term, the summation domain is written L::o L::1 L:':.+c-l 
and the last summation variable is changed from j to j + s giving 

00 00 00 

i=O .=1 j=c-1 

Now, taking the Laplace transform of equation 32 yields sLoo = (Q - M)Loo + 
MeN /s so that Loo = (8 - Q + M)-l MeN /s, and since Lij = Loo for all j :::; c 
and i ~ 0, we have 

~L. i_ (8-Q+M)-lMeN -K( ) 
L.J "c-1Y - s(l _ y) - y, s 
,=0 

The last term is straightforward. ... 

5 Equilibrium response time distribution 

The result we seek for the unconditional response time of a randomly selected 
arrival, call it L( s), requires the joint probability mass function vector aij for the 
number of customers behind, i, and ahead, j, seen by the tagged arrival in each 
phase corresponding to the components of the vector. Thus we require 

00 00 

L = LLaij.Lij 
i=O j=O 

which can be written 

00 c-l 00 00 

L = LLaij.Lij + LLaij.Lij 
i=O j=O i=O j=c 

Now, an arriving batch is Poisson and so, by the Random Observer Property, sees 
the steady state distribution Pkq for the phase (k) and queue length (q), as per 
section 3.1, where we wrote Vq = (P1q, . .. ,PNq)' The only way the tagged customer 
can see arrivals behind is if they are in the same batch and similarly the total 
number seen ahead is the sum of the queue length already present and the number 
in front within the arriving batch. Moreover, because batch sizes are geometric, the 
numbers of customers in the same batch ahead of and behind the randomly selected 
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tagged arrival are independent and distributed as the whole batch size. We assume 
in this section that service times are exponential, i.e. cannot be instantaneous, and 
therefore have 

i 
aii = (E - e)2ei+i E e-qYq 

q=O 

For j ~ c this may be written 

We therefore obtain 

c-l j 

L = (E - e)Loo. E e i E e-qYq 
j=O q=O 

00 00 c-l 

+ (E - e)2 E E ei+iLij . E e-qYq 
i=O j=c q=O 

00 00 j N 

+ (E - e)2 E E ei+iLij . E E aktPk (>'ke-1)q 
i=O j=c q=ck=1 

which simplifies, after some algebraic manipulation, to 

c-l j c-l 

L=(E-e)Loo.EeiEe-qYq + (E-e)2G(e,e)·Ee- qYq + 
j=O q=O q=O 

N 

(E - e)2 L: ak>'ke-1 (E - >'ke-1) -1. [(>'ke-1r-1 G(e, e) - G(e, >'k)] 
k=1 
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It now remains to find the vector function G(y, z, s) at y = B.5 This can be done 
from proposition 2 using the analyticity of G inside the unit y-disk. We write the 
right hand side W(y,z,s,G(B,z,s)) where W is defined by 

W(y,z,s,x) = 

czCM(E-zq»)-l ((E-<P)K(Y,s) + s(i~y)) -E(E-B)(yE-B)-lX 

The proposition can now be written VG = W where the fourth argument of W 
is understood to be G(B,z,s), i.e. G = y-1W. This is a set of N equations for 
any particular choice of y, z, s. Thus, if V is singular for any choice of y, z with 
Iyl < 1,lzl < 1, there must be a linear dependence amongst the equations on 
both sides, i.e. there must exist a vector" such that ".V = 0 and ".W = 0, for 
the equations to be consistent. The vector" depends solely on V - essentially it 
is its left eigenvector for eigenvalue O. This approach is a generalisation of that 
used in the scalar situation where we would have G = W /V so that we must have 
W = 0 whenever V = 0 for any values of y, z inside their unit disks. In this way 
G(B, z, s) would be determined for scalar B. In our case, we have N unknowns, 
{Gi (Bi, Z, s) lIS; i S; N} and one equation for each (y, z) pair in the unit disks 
that renders V singular. 

We therefore solve the equation IVI = 0 for y as a function of z. Suppose we ob­
tain solutions inside the unit disks Yi(Z) for i = 1, ... ,N. This yields corresponding 
vectors "i(Z) and, substituting Yi for y in W, we obtain N linear equations in the 
required vector G(B,z,s), viz. "i(Z).W = 0, which can be solved. The equation 
IVI = 0 in y is of degree 2N and we postulate that there are N solutions inside 
the unit disk in order that there exists a solution for G. This is the same argument 
as is used in the Spectral Analysis method [15] and has been observed to hold em­
pirically for a 2-phase model. Notice that when there are no negative customers, 
so that R = Ll = 0, the equation IVI = 0 is of degree N and so rather simpler, 
permitting a closed-form solution for a two-phase modulating Markov chain. 

6 Conclusions 

We have derived exact results for the equilibrium queue length and sojourn time 
probability distributions of a Markov modulated, multi-server queue with gener­
alised exponential service times and with compound Poisson arrivals of both positive 
and negative customers - the MM CPP/GE/c/L G-queue, or MM CPP/M/1/oo 

5 Note that we often omit the last argument s for the sake of brevity. 
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G-queue in the case of sojourn times in this paper. This is a highly representa­
tive queue that can account for many types of traffic and processing patterns, e.g. 
correlated, bursty traffic, environmentally sensitive service times, unreliable servers 
and load balancing. It generalises significantly both queues with MMPP arrivals 
[2] and with generalised exponential service times [11,13]. Moreover, it also gener­
alises results on G-queues which had been restricted to exponential service times 
and bulk-Poisson arrivals [4] with constant rates, apart from the numerically in­
tractable extension to the M/G/l G-queue [10). 

One of our most immediate extensions to this work is to determine the departure 
process of the queue, in particular the probability distribution of the inter-departure 
times. By considering the departure process of the queue, we would have the basis 
of a building block for analysing networks of such queues in terms of the internal 
arrival processes at each constituent queue. An interesting approximate approach 
is to consider all queues in isolation with positive arrival streams determined by the 
busy/idle status of the source nodes and the negative arrival streams determined 
by the equilibrium dynamic behaviour of certain queue lengths so as to facilitate 
load balancing. For example, if a certain queue's length passes a given threshold, 
customers will be transferred out of it until the length goes below a lower threshold. 
Similarly, the positive arrival rate at underutilised queues will increase correspond­
ingly. Transfers of work could be represented by a combination of negative arrivals 
at one queue and extra positive arrivals at another when these queues are over- and 
under-utilised respectively. The dynamics ofthe utilisation levels can be represented 
approximately in the modulating CTMC. 

That the equilibrium behaviour of both queue lengths and response times can 
be determined in a tractable way renders the MM CPP /GE/c G-queue a viable 
building block for the approximate analysis of queueing networks with bursty, cor­
related traffic, incorporating load balancing and node-failures. 
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Abstract. The IEEE 1394 is a standard for the high performance serial bus inter­
face. This standard has the isochronous transfer mode that is suitable for real-time 
applications and the asynchronous transfer mode for delay-insensitive applications. 
It can be used to construct a small-size local area network. We propose a simple 
queueing model for a network with this standard under some assumptions, and 
calculate the average waiting time of an asynchronous packet in the buffer in the 
steady state. We give some numerical results, along with validation by simulation, 
in order to evaluate the performance. 

1 Introduction 

The IEEE 1394 is a high performance serial bus interface as a specification of the 
bus by which computers and I/O equipments are interconnected together [1]- [4]. 
It was standardized by IEEE in 1995 on the basis of the specification of a bus called 
Fire Wire that had been developed by Apple, Inc for a promising alternative to the 
Small Computer System Interface (SCSI). 

The IEEE 1394 can be used not only as a bridge bus but also as an intercon­
nection among personal computers, peripheral devices, video decks, digital video 
cameras, and so on. When one uses the IEEE 1394 to interconnect several devices, 
the topology of the resulting network must be in the form of a daisy-chain or a tree. 
However, it can be seen as a bus on a transport layer. 

The IEEE 1394 has some useful features. Devices attached to the IEEE 1394 
network configure the network status automatically without any task of a user each 
time the network topology changes. It means that users unfamiliar with communi­
cation networks can treat the IEEE 1394 network easily. In addition, the IP over 
IEEE 1394, a technology that enables IP transmission over the IEEE 1394 network, 

K. Goto et al. (eds.), Performance and QoS of Next Generation Networking
© Springer-Verlag London Limited 2001
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has already been released. This technology allows us to use Internet applications 
over the IEEE 1394 network. However, there are limits on the size of the network 
in terms of the number of attached devices and the distance. The IEEE 1394 can­
not cover the network over 73 meters and/or with more than 63 attached devices. 
These abilities and limits lead us to construct a small-size local area network envi­
ronment such as Small Office Home Office (SOHO). For example, the IEEE 1394 
is considered to construct a home network in [5J. 

When it was standardized in 1995, the maximum transmission speed of the bus 
was 400 Mbps with copper wire or optical fiber. Then IEEE planned to specify a 
version of higher speed called P1394b. It supports the transmission speed of 800 
Mbps, 1.6 Gbps, and 3.2 Gbps with optical fiber. It enhances the current IEEE 
1394 to construct a large-size local area network in the office and other sites. 

The IEEE 1394 has several characteristics that are different from any other 
LANs such as the Ethernet, the token-ring, etc. In particular, we should pay atten­
tion to the following two characteristics related to the performance of this bus. 

One is that the IEEE 1394 uses an arbitration method for the media access 
control. The arbitration of IEEE 1394 is of centralized type such that there exists 
a special node that controls the access to the bus by all nodes in the network. 

The other is that the IEEE 1394 has two kinds of data transfer modes called 
isochronous transfer mode (ITM) and asynchronous transfer mode (ATM). The 
IEEE 1394 guarantees almost exactly periodic data transmissions in the ITM. 
Therefore, the ITM is suitable for real-time applications. In the ATM, a node 
attached to the bus can send a packet when the bus is free. Besides, the node that 
wants to transmit a packet in the ATM must defer to other nodes transmitting 
packets in the ITM. It means that the transmission of a packet in the ITM has a 
priority over that in the ATM. In the IEEE 1394, time is divided into fixed-size 
frames called cycles. The duration of a cycle is 125 JLseconds. At most 80% of a 
cycle is available to transmit packets in the ITM. The rest is available for the pack­
ets in the ATM. During the latter, the node that wants to transmit a packet in 
the ITM must defer to the nodes transmitting packets in the ATM. The capacity 
of transmitting packets in the ITM per cycle is independent of the traffic load in 
the ATM, while that of transmitting packets in the ATM per cycle depends on the 
traffic load in the ITM. Because of this asymmetry, the performance of the bus in 
the ATM is affected by the traffic condition in the ITM. 

The transmission system we analyze in this paper is similar to the one with an 
integrated circuit and packet switching facility. Its transmission capacity is shared 
by two types of traffic. To implement this facility, the synchronous time-division 
multiplexed frame structure is used. Time is divided into frames of fixed duration. 
Each frame is subdivided into slots. The frame is partitioned into two regions by 
a boundary. One is for circuit switching type data like voice calls, and the other is 
for packet switching type data. The boundary may be fixed or movable. The use of 
a movable boundary leads to the dynamic resource allocation for the two different 
types of traffic in terms of slots. Such an integrated transmission system with a 
movable boundary is studied in [6J- [15J. 

Theoretically speaking, the transmission system we analyze can be thought of 
as the one with random inputs and scheduled periodical inputs. Such a system 
with scheduled secondary inputs has been analyzed in [16J. However, the scheme 
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proposed in [16] cannot deal with dynamic ITM traffic. An approximate analysis 
has been done in [11] [13] by using a fluid model. 

The purpose of this paper is to study the performance of the bus in terms 
of the average waiting time of an arbitrary asynchronous packet in the buffer in 
the steady state. Under some assumptions for analytical tractability, we derive 
the probability generating function for the number of asynchronous packets in the 
buffer by a Markov chain for each overhead of isochronous traffic. We then calculate 
the average waiting time of an asynchronous packet in the buffer as a performance 
index of the bus. Finally, we present numerical results based on our analysis as well 
as by simulation. 

In Section 2, we explain how the isochronous and asynchronous transmission is 
done. We propose an analytical model in Section 3. Section 4 shows some numerical 
results based on the analytical model in Section 3 and simulation results. In Section 
5, we summarize what is done in this paper and discuss what to do in the future. 

2 Media Access Control 

In this section, we describe the media access control in the two data transfer modes 
of IEEE 1394. See Fig. 1. 

(yd~ no.n-I cycle nO.n 

mu - 100 micro ...:onda 

(yel p<'riod - 125 micro ItCOnda 

: AlynchronoUi packcl (includin, ACK packd) 

IJOChronOUI packel 

Fig. 1. The organization of a cycle in the IEEE 1394 [1]. 

f1 
t 

IlOChronoUi sap 

ub.chou ,ap 

Since the IEEE 1394 is a bus specification, no more than one node can transmit 
data simultaneously. Therefore, the IEEE 1394 needs some media access control 
as the Ethernet does. Unlike the Ethernet, it uses an access method called arbi­
tration. There are two types of arbitration, namely, isochronous arbitration and 
asynchronous arbitration as described in the subsequent subsections. 

2.1 Isochronous Transfer Mode 

The transmission of a packet in the ITM is divided into three phases: 

1. Isochronous arbitration (arb phase) 
2. Data transfer (data phase) 
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3. Isochronous gap (gap phase) 

According to [4, p.117], the isochronous arbitration done as follows. 

a. All nodes attached to the bus set their clock by receiving a cycle start (CS) 
packet sent by the root. The root is a node that controls and manages access to 
the bus. The root sends a CS packet every 125 Jlseconds. The interval between 
consecutive CS packets is a cycle. An overall network cycle synchronization 
must be maintained. 

b. A node that wishes to transmit a packet sends the root a request for trans­
mission after it detects an isochronous gap (IG). The IG is a state in which no 
signal propagates on the bus during a short time. 

c. The root assigns a certain channel to the node that has first sent a request, 
and this node transmits a packet. After that, this node is prohibited from 
transmitting until the next cycle. Since at most 100 Jlseconds are available to 
transmit packets in the ITM in a cycle, the transmission request is refused if 
the time taken for transmitting a packet exceeds 100 Jlseconds. 

d. Steps a, band c are repeated. In the case of the ITM, no ACK is returned. A 
node releases a channel assigned by the root when there are no ITM data left 
in its buffer. Otherwise, it transmits one data packet per cycle as ITM traffic. 

2.2 Asynchronous Transfer Mode 

The transmission of a packet in the ATM is divided into four phases: 

1. Asynchronous arbitration (arb phase) 
2. Data transfer (data phase) 
3. Acknowledgment (ack phase) 
4. Subaction gap or arbitration reset gap (gap phase) 

According to [4, p.116], the asychronous arbitration is done as follows. 

a. A node that wishes to transmit a packet sends a request for transmission to the 
root after it detects a subaction gap (SG) or an arbitration reset gap (ARG). 
The SG is a state in which no signal propagates on the bus for a short time. 
The ARG is a state in which no signal propagates on the bus for a period that 
is much longer than the SG. 

b. The root allows the node that has first sent a request to transmit a packet. 
Then, this node transmits only one packet. After that, it is prohibited from 
transmitting until it detects an ARG. 

c. The node that receives a packet returns an ACK. Then the bus gets in the 
state in which no signal propagates (SG). 

d. Steps a, band c are repeated until all nodes complete transmitting their packets 
at most once. After that, an ARG occurs, and every node can again send the 
root a request for another transmission in the same cycle. 

The mechanism by which the transmission of a packet in the ITM has priority 
over that in the ATM works as follows. Assume that there are two nodes. One of 
them wishes to transmit a packet in the ITM, and the other wishes to transmit a 
packet in the ATM. At the beginning of a cycle, the root sends a CS packet. After 
that, the bus enters a state in which no signal propagates on the bus. After some 
time, both nodes identify this state as an IG since it is shorter than an SG and 
ARG. Thus the node that has a packet in the ITM transmits first. 
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3 Traffic Modeling and Analysis 

3.1 Analytical Model 

A discrete-time queueing system is proposed as a model of the IEEE 1394 network. 
First, some assumptions are made in order to make the analysis tractable. In par­
ticular, we assume that it takes a certain fixed duration to transmit ITM traffic 
every cycle. We then construct a Markov chain for the number of asynchronous 
packets in the buffer. 

3.1.1 Modeling Assumptions 
Our modeling assumptions are as follows. 

• Size of a packet: The size of every packet is fixed. 
• Discrete time: Time is divided into N fixed-length intervals, called slots, 

such that a slot is the time to transmit a packet. It implies that the arbitration, 
data transfer and the SC or ARC occur in one slot in the ATM. 

• Time to transmit a CS packet at the head of every cycle: Ignored. 
• Time to transmit the ITM traffic in a cycle: The number of slots used to 

transmit the ITM traffic in a cycle is fixed at K. According to the specification 
of the IEEE 1394, it must be that K ::; L 0.8 x N J. 

• Arbitration in the ITM and ATM: Not taken into consideration in our 
analytical model. 

• Queueing model: We consider a single infinite-capacity FIFO queue for the 
asynchronous packets generated in all the nodes in the network. 

• Arrival stream of packets: The arrival stream of asynchronous packets 
from each node is assumed to be Poisson. The total number of packets generated 
in a slot at each node has Poisson distribution with mean AATM. Hereafter, 
asynchronous packets are called ATM packets. 

Our model does not incorporate the effect of arbitration on the fairness of access. 
To do so, a very large multiple-dimensional Markov chain must be used, which 
makes analysis intractable. Therefore, our performance index shows no information 
on the fair access. 

3.1.2 Markov Chain 
A discrete-time Markov chain is used as a means of modeling the asynchronous 
traffic. 

We introduce some random variables. Let Yn be the number of ATM packets 
in the buffer at the beginning of the nth cycle, and Y;; 1 ::; h ::; N, be the number 
of ATM packets in the buffer at the end of the hth slot in the nth cycle. Also, 
let PO(A} be a random variable whose distribution is Poisson with mean A. The 
deployment of Yn and Y;; 1 ::; h ::; N -1, on the time axis is illustrated in Fig. 2. 

The relationships for these random variables are given by 

h {PO(AATM} + y;-l; 1::; h::; K 

Yn = PO(AATM} + [Ynh- 1 - It ; K + 1 ::; h::; N, 
(1) 
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nth cycle (1 cycle = 125J.lsec = Nslots) 

ITM transmission time = K slots 

Fig. 2. Deployment of Yn and Y;; 1 ::; h ::; N - 1. 

where we assume 

y. - y'N - y'0 
n+l = n = n+l· (2) 

Note that Y; consists of two parts. One is the number of ATM packets arriving in 
the hth slot in the nth cycle. The other is that of ATM packets that were in the 
buffer at the beginning of the hth slot and are still there at the end of the same 
slot. 

From (1) and (2), Yn +1 is expressed as a function of Yn : 

(3) 

The number of nests in (3) is N - K, which is the number of slots available for 
transmission of ATM packets in each cycle. 

3.2 Analysis 

In this section, we obtain the probability generating function (PGF) for the number 
of ATM packets in the buffer in the steady state, and then get the average waiting 
time of an ATM packet as a performance measure. The stability condition is also 
derived. 

3.2.1 Number of ATM Packets 
Let us first derive the PGF for the number of ATM packets in the buffer in the 
steady state. 

First, Y;(z); 1 ::; h::; N, is given by 

(4) 

K + 1 ::; h ::; N. 
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Using (4) iteratively, we can express Y:(z); 1 ~ h ~ N, as in Theorem 1. 

Theorem 1. Y:(z); 1 ~ h ~ N, is given by 

ehAATM(Z-l)Yn(Z); 1 ~ h ~ K 

zh~K [ehAATM(Z-l)Yn(Z)+ 

(z - 1) ~ 'ti(O)e(h-i)AATM(Z-l) zi-K 1 ; K + 1 ~ h ~ N, 

where ~ (l); K ~ i ~ N - 1, 0 ~ 1 ~ N - 1 - h, is defined as 

1 . 

T! (l) = E (K)..~~M)J e-K>'ATM P(Yn = 1- j) 
j=O J. 
1-1 j 

~(l) = E )..A~M e->'ATMT~-l(l_ j + 1)+ 
j=O J. 

)..~TMe-AATM ['ti-1(O) +'ti-1(1)]; K+l~i~N-1. 

(5) 

Note that ~(l); K ~ i ~ N -1, is the probability that there are 1 ATM packets in 
the buffer at the end of the ith slot in the nth cycle. Such situation occurs when 

• there are 1 - j + 1 ATM packets in the buffer at the beginning of the ith slot, 
and j( < I) ATM packets arrive in the same slot; 

and 

• there is zero or one ATM packet in the buffer at the beginning of the ith slot, 
and 1 ATM packets arrive in the same slot. 

Proof. In the case of 1 ~ h ~ K, the result is obvious from (1). So we prove the 
results in the case of K + 1 ~ h ~ N by mathematical induction. First, ynK +1(z) 
is shown from (1) as 

(6) 
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Thus (5) holds for h = K + 1. We next assume that (5) holds for h, K + 1 ::; h ::; 
N -1. Then yf+l(Z) is shown from (1) as 

(7) 

So (5) holds for h + 1. Thus, by induction, (5) holds for K + 1 ::; h ::; N. 0 

Using Theorem 1 and (2), the PCF for Yn+l is given by 

y; () __ 1_ [ N).ATM(Z-l)y; ( ) 
n+1 Z - zN-K e n Z 

N-1 ] + (z - 1) i~ ~(O)e(N-i».ATM(Z-l)zi-K . 
(8) 

We now assume that the system enters the steady state as n ...... 00. The PCF 
for the number of ATM packets in the buffer at the beginning of a cycle in the 
steady state is expressed by 

y (z - 1) ~~i r(O)e(N-i».ATM(Z-l)zi-K 
(z) = zN-K _ eN).ATM(Z-1) , (9) 

where r(O) == limn-+oo ti(O) is the probability that there is no ATM packet in the 
buffer at the end of the ith slot. 

The numerator of Y(z) in (9) includes the term ~~,;,J r(0)e(N-i».ATM(Z-1) 
Zi-K whose coefficients are unknown so far. We can determine them by solving a 
set of N - K - 1 linear equations for r(O); K ::; i ::; N - 1, together with the 
normalizing condition: 

N-1 . 
lim Y(z) = Ei-K 1"(0) = 1. 
z-+1 N - K - NAATM 

(10) 

Now let us consider the zeros of the denominator of Y(z) in (9), or the roots of 
the equation: 

(11) 
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We apply Rouche's theorem to find the number of roots of (11), and then apply 
Lagrange's theorem to compute the roots explicitly. 

Rouche's theorem [17, p.20j: If J (z) and g( z) are analytic functions of z inside 
and on a closed contour C on the complex z-plane, and if also Ig(z)1 < IJ(z)1 on C, 
then J (z) and J (z) + g( z) have the same number of zeros inside C. 

Theorem 2. The number of roots of (11) is N - Kif 

NAATM < N - K. 

Proof. In the present case, J(z) and g(z) in Rouche's theorem are given by 

J(z) = zN-K ; g(z) = _eNAATM(Z-l) 

On a circle Izl = 1 + f for a small f > 0, we have 

IJ(z)1 = (1 + f)N-K = 1 + (N - K)f + O(f) 

Ig(z)1 :::; 1 + NAATMf + O(f) 

Therefore, Ig(z)1 < IJ(z)1 holds if 

NAATM < N-K. 

(12) 

Clearly, J(z) has N -K zeros inside Izl = l+f. Therefore, equation (11) has N-K 
roots inside Izl = 1 + f. 0 

It is obvious that one of the zeros of the denominator of Y(z) is 1 due to the 
characteristic of the PGF. Then let such roots except 1 be Zl, ... ,ZN-K-l. If 
Zk; 1 :::; k :::; N - K - 1, is substituted into Y(z) in (9), then the numerator of 
Y(Zk) must be O. Thus we have 

N-l L T(0)e(N-i)AATM(Zk-1) z~-K = 0; 1:::;k:::;N-K-1. (13) 
i=K 

The N - K - 1 roots are obtained explicitly by Lagrange's theorem. 

Lagrange's theorem [17, p.20j: Let J(z) and g(z) be analytic on and inside a 
closed contour C surrounding a point a, and let w be such that the inequality 

Iwg(z)1 < Iz - al 



368 Takashi Norimatsu and Hideaki Takagi 

is satisfied at all points z on C. Then the equation 

z = a+wg(z) 

in z has exactly one root inside C, and further, any function J(z) which is analytic 
on and inside C can be expanded as a power series in w by the formula 

J(z) = J(a) + ~ :~ ::n-~l (d~~Z) . g(zt) Iz=a' 

In our case, let 

a = 0, w = e21rki/(N-K); 1 ~ k ~ N - K -1 

J(z) = z, 

where i := A. According to Lagrange's theorem, the N - K - 1 zeros of the 
denominator of Y(z) in (9) inside the unit circle are given by 

00 ~ dn - 1 n I =" ~ __ ( NAATM(Z-l»)"1"T=X . 
Zk L..J n! dzn - 1 e , l~k~N-K-1. 

n=l z=o 
Thus, (10) and (13) determine the unknowns r(O); K ~ i ~ N -1, uniquely. 

9.2.2 Avemge ATM Packet Waiting Time and Stability Condition 
We are now in a position to calculate the average waiting time of an arbitrary ATM 
packet in the steady state and mention the stability condition. 

Let Y be the average number of ATM packets in the buffer at the beginning of 
a cycle in the steady state. Differentiating Y(z) in (9) with respect to z and then 
letting z = 1, it is given by 

y = "E~i r(O) [i - K + (N - i)AATMJ 
2(N - K - NAATM) 

"E~i" r(O) [(N - K)(N - K -1) - N 2AhM] 
2(N - K - NAATM)2 

(14) 

Also, let yh; 1 ~ h ~ N - 1, be the average number of ATM packets in the buffer 
at the end of the hth slot in the steady state. From (1), these are given by 

1 ~h~K 
K +1 ~ h ~ N -1, 

(15) 

Hence, yh is obtained as 

yh = h-l (16) 1 
hAATM + Y; 1 ~ h ~ K 

hAATM + Y + t;. r(O) - (h - K); K + 1 ~ h ~ N - 1. 
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It follows from Little's theorem that the average waiting time of an ATM packet in 
the steady state is given by 

_ y+",N-1Yh 
W = L..,h=l 

N)..ATM 

1 [_ N(N _ 1) N-2 i . 

N)..ATM NY + )..ATM 2 + ~ i~ TJ(O) 

(N - K - ;)(N - K)] (17) 

N-1 Y 1 [N-2 
= -- + -- + J".=K(N - 2 - j)Ti (0) 2 )..ATM N)..ATM L.J 

_ (N - K - l)(N - K)] 
2 . 

The stability condition is given by (12), which means that the average number 
of ATM packets that arrive in a cycle is smaller than the number of slots available 
for transmitting them in a cycle. 

4 Numerical and Simulation Results 

This section presents the numerical and simulation results for the average waiting 
time of an ATM packet in the steady state in our traffic model. 

Suppose that ITM traffic is generated by some real-time application such as 
streaming video, online meeting, and so on. Usually, the mean interarrival and 
holding times for the ITM traffic generated by such applications are much longer 
than those for the ATM traffic. As a result, the number of slots used to transmit the 
ITM traffic in a cycle remains constant over a long period of time consisting of many 
cycles while the queue of ATM packets reaches a steady state quickly and operates 
in the steady state for most of that period. Therefore, our static ITM traffic model 
can be used when the ITM traffic is generated by real-time applications. 

The following conditions are assumed: 

• Transmission speed : C = 400 Mbps. 
• Speed of signal: V = 2.0 X 10-8 m/sec. 
• Duration of a slot (unit of time) : r = 25.0 x 10-6 sec. 
• Number of slots in a cycle: N = 5. 
• Number of slots for the ITM in a cycle: K = 1,2,3,4. 
• Maximum distance between nodes : d = 500 m. 
• Duration of an SG : DSG = 2.5 X 10-6 sec. 
• Duration of an ARG : D ARG = 5 X 10-6 sec. 
• Duration of an IG : Ignored. 
• Size of an ATM packet: LATM = 1000 bytes. 
• Amount of the ITM traffic in a slot: LITM = 1000 bytes. 
• Size of an acknowledgment packet: LACK = 1 byte. 
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We assume the following relations. 

(D D ) (LATM + LACK) x 8 2d 125 x 10-6 

T = max SG, ARG + C + V = N sec (18) 

C·K 
BITM ~ --w- bps (19) 

where BITM indicates the bandwidth to transmit ITM traffic. Table 1 shows the 
number of MPEG-2 streams with 6 Mbps of peak rate carried in the ITM depending 
on the number of slots for the ITM. 

Table 1. Number of MPEG-2 streams carried in the ITM. 

K BITM(bps) Number of MPEG-2 streams 
1 80 x 106 13 
2 160 x 106 26 
3 240 x 106 40 
4 320 X 106 53 

We have also simulated the system under the following conditions: 

• The simulation is executed in discrete time. 
• The number of nodes is 10. 
• The arrival rate of packets at every node is the same. 
• The arbitration method is taken into consideration. 

A difference between the conditions for the numerical results and the simulation is 
the last one. 

Figs. 3 and 4 plot the average waiting time of the ATM packet in the presence of 
the static ITM traffic. In these figures, ITM (A):K in the legend means the numerical 
result with K slot used for the ITM traffic, and ITM(S):K means the simulation 
result similarly. They show that the numerical results are in good agreement with 
the simulation results, which validates our analysis. We observe that as the arrival 
rate of ATM packets approaches the stability condition, the average waiting time 
diverges infinitely. 

5 Concluding Remarks 

As the demand for delay-sensitive applications such as an online conference system 
and MPEG video stream increases, so does the demand for networks with an advan­
tage of dealing with such applications. One of the candidates for such a network is 
the IEEE 1394 network. Therefore, it seems important to evaluate its performance 
at this moment. In this paper, we have given a certain performance measure of 
that network by a simple queueing model under some assumptions. The numerical 
results based on our analysis have showed good agreement with simulation. 

However, our discussion does not take into account some factors of the real 
system such as 

• Arbitration scheme, 
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• Variation in size of ATM packets, 

and 

• network topology that affects the duration of IG, SG and ARG. 

In the future work, we should revise the present model so as to take these factors into 
consideration. After that, it would be needed to derive some performance measures 
analytically such as the waiting time and delay variation of an asynchronous packet. 
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