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Preface

About This Book

Updating International Financial Markets and the Firm, the 1995 forerunner to this book by
me and Raman Uppal, was something that we had wanted to do for a long time. By 2004,
Raman and I reluctantly agreed that a text full of Italian lira or German marks, and where
traders still had a full two minutes to respond to market makers’ quotes, might sooner or later
get outdated. Starting the revision itself turned out to be much more difficult than agreeing on
the principle, though. In the end Raman, being so much busier and more rational than I am,
preferred to bow out. How right he was. Still, now that the effort has become a sunk cost,
forever bygone, I find that episodes where I sincerely curse the book (and myself and Princeton
University Press) are becoming fewer and farther between. Actually, there are now several
passages I almost like.

The book targets finance students, or at least students that want a genuine finance text, not an
international-management or -strategy text with a finance slant nor an international monetary
economics text with some corporate applications. There is a continued bias in favor of
financial markets and economic logic; the aim is to provide students with a coherent picture of
international markets and selected topics in multinational corporate finance. Sure, during
everyday practice later on, this framework will then get amended and corrected and qualified;
but the feeling of fundamental coherence will remain, I hope.

This book is still more analytical than the modal text in the field. But there is less math than
in the Sercu—Uppal book, and it is brought in differently. Many of the appendixes are gone or
have been much shortened. While in International Financial Markets we had every theorem
or proof followed by an example, now the example comes first whenever possible. If so, the
proof is often even omitted, or turned into a do-it-yourself assignment. In fact, a third
innovation is that, at least in the chapters or sections that are sufficiently analytical rather than
just factual, the reader is invited to prove or verify claims and solve analogous problems. The
required level of math is surely not prohibitive; anybody who has finished a good finance
course should be able to master these do-it-yourself assignments.

Every part, except the first, now has its own introductory case, which is intended to
stimulate the reader’s appetite and which can be a source of assignments. The cases usually
cover issues from most chapters in the part.

A fifth change is that the part on exchange-rate pricing is much reduced. The chapters on
exchange-rate theories, predictability, and forward bias are now shrunk to one (admittedly
long) chapter. And, lastly, three wholly new chapters have been added: two on international
stock markets—especially cross listing with the associated corporate-governance issues—and
one on Value-at-Risk.

Typically, a preface like this one continues with a discussion and motivation of the book’s
content. But my feeling is that most readers—and surely students—skip prefaces anyway. Since
the motivation of the structure is quite relevant, that material is now merged into the general
introduction, chapter 1.
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How to Use This Book

The text contains material for about two courses. One possibility is to take the second part,
International Financial Markets, as one course, and group the more business-finance oriented
material (Exchange Risk, Exposure, and Risk Management (part III) and Long-Term Financing
and Investments (part [V)) as a second. Fixed-income markets, which are now in part IIl, could
be included in the markets/instruments course, as they were in the 1995 book; and the whole
package could also duplicate as an introductory derivatives course, along with the apocryphal
chapter that is available on my website. I myself run two courses of unequal length—this is
Europe—covering, respectively, parts Il and III (instruments and risk management) and part IV
(stocks, bonds, and capital budgeting).

For a single course one could focus, in part II, on spot (chapter 3) and forwards (chapters 4
and 5), and then continue with the chapters on the relevance of hedging and exposure (chapters
12 and 13), to finish with capital budgeting (chapter 21); this shortlist can be complemented by
a few chapters of your liking.

About the Author

Piet Sercu is Professor of International Finance at the Katholieke Universiteit Leuven. He
holds the degrees of Business Engineer, Master of Business Administration, and Doctor in
Applied Economics from K.U.Leuven. He taught at the Flemish Business School in Brussels
(1980-86), before returning to Leuven, where he currently teaches the International Business
Finance courses in the Masters and Advanced Masters programs. He also held Visiting
Professor appointments at New York University, Cornell University, the University of British
Columbia, the London Business School, and Université Libre de Bruxelles. He taught shorter
finance courses in Helsinki, Bandung (Indonesia), Leningrad, and India (as a UNDP expert and,
in 1994, as a fellow of the European Indian Cooperation and Exchange Programme), and
regularly teaches executive courses. He held the 1996/97 Francqui Chair at the Facultés
Universitaires Notre-Dame de la Paix at Namur, and the 2000/04 PricewaterhouseCoopers
Chair on Value and Risk at K.U.Leuven, together with Marleen Willekens. Until 2000, he
organized and taught doctoral courses in the European Doctoral Education Network, as part of
the Finance faculty of the European Institute for Advanced Studies in Management. He was the
1994 Vice-President and 1995 President of the European Finance Association, won the 1999
Western Finance Association award for Corporate Finance (with Xueping Wu and Charley
Park) and was Hanken Fellow in 2002.

His early research focused on international asset pricing with real exchange risk and
inflation risk. He also did some work on corporate takeover models and lending but has
recently returned to international finance and hedging. He has published in the Journal of
Finance, Journal of Banking & Finance, Journal of International Money and Finance,
European Economic Review, and other journals. He is on the editorial boards of the European
Financial Management Journal and the Journal for International Financial Markets,
Institutions & Money.
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international finance, Exchange Rate Volatility, Trade, and Capital Flows under Alternative
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number of joint academic articles.

About the Foundation Jeanne Devos
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PART I

Introduction and Motivation for International Finance



Why Does the Existence of Borders Matter for Finance?

Almost tautologically, international finance selects from the broad field of finance those issues
that have to do with the existence of many distinct countries. The fact that the world is
organized into more or less independent entities instead of a single global state complicates a
chief financial officer’s (CFQO’s) life in many ways—ways that matter far more than does the
existence of provinces or states or Landen or départements within a country. Below, we
discuss

» the existence of national currencies and, hence, the issue of exchange rates and exchange
risk;

* the segmentation of goods markets along predominantly national lines; in combination
with price stickiness, this makes most exchange-rate changes “real”;

* the existence of separate judicial systems, which further complicates the already big
issue of credit risk, and has given rise to private-justice solutions;

* the sovereign autonomy of countries, which adds political risks to standard commercial
credit risks;

» the existence of separate and occasionally incompatible tax systems, giving rise to issues
of double and triple taxation.

We review these items in section 1.1. Other issues or sources of problems, such as differences
in legal systems, investor protection, corporate governance, and accounting systems, are not
discussed in much depth, not because they are irrelevant but for the simple reasons that there is
too much heterogeneity across countries and I have no expertise in them. Still, in chapters 17
and 18 there are sections that should create a basic awareness in these issues, so that the
reader can then critically look at the local regulation and see its relative strengths and
weaknesses.

The above list includes some of the extra issues a CFO in an international company needs to
handle when doing the standard tasks of funding, evaluation, and risk management (section
1.2). The outline of how we will work our way through all this material follows in section 1.3.

1.1 Key Issues in International Business Finance

1.1.1 Exchange-Rate Risk

Why do most countries have their own money? One disarmingly simple reason is that printing



bank notes is profitable, obviously, and even the minting of coins is usually a positive net
present value (NPV) business. In the West, at least since the days of the Greeks and Romans,
governments have been involved as monopoly producers of coins or at least as receivers of a
royalty (“seignorage”) from the use of the official logo. More recently, the ascent of paper
money, where profit margins are almost too good to be true, has led to official monopolies
virtually everywhere. One reason why money production is not handed over to the United
Nations (UN) or the International Monetary Fund (IMF) or World Bank is that governments
dislike giving up their monopoly rents. For instance, the shareholders of the European Central
Bank (ECB) are the individual euro countries, not the European Union (EU) itself; that is, the
countries have given up their monetary independence, but not their seignorage. In addition,
having one’s own money is a matter of national pride too: most Britons or Danes would not
even dream of surrendering their beloved pound sterling or crown for, of all things, a European
currency. Lastly, a country with its own money can adopt a monetary policy of its own, tailored
to the local situation. Giving up a local policy was a big issue at the time the introduction of a
common European currency was being debated. !

If money had intrinsic value (e.g., a silver content), if that intrinsic value were stable and
immediately obvious to anybody, and if coins could be de-minted into silver and silver re-
minted into coins at no cost and without any delay, then the value of a German joachimsthaler
relative to a Dutch florin and a Spanish real would all be based on their relative silver content,
and would be stable. But in practice many sovereigns were cheating with the silver content of
their currencies, and got away with it in the short run. Also, there are costs in identifying a
coin’s true intrinsic value and in converting Indian coins, say, into Moroccan ones. Finds of
hoards dating from Roman or medieval times reveal astounding differences in the silver
content of various coins with the same denomination. For instance, among solidus pieces from
various mints and of many vintages, some have silver contents that are twice that of other
solidus coins found in the same hoard. In short, intrinsic value never did nail down the market
value in a precise way, not even in the days when coins really were made of silver, and as a
result exchange rates have always fluctuated. Since the advent of paper money and electronic
money, of course, intrinsic value no longer exists: the idea that paper money was convertible
into gold coins lost all credibility after World War 1. After World War II, governments for some
time controlled the exchange rates, but largely threw in the towel in 1973-74. Since then,
exchange rates are based on relative trust, a fickle good, and the resulting exchange-rate risk is
a fact of life for all major currency pairs.
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Figure 1.1. Relative prices of the Big Mac across the world, based on data from the Economist, May 26, 2006.

Exchange risk often implies that there is contractual exposure: there is uncertainty about the
value of any asset or liability that expires at some future point in time and is denominated in
foreign currency. But exchange risk also affects a company’s financial health via another
channel—an interaction, in fact, with another international issue: segmentation of consumer-
goods markets.

1.1.2 Segmentation of Consumer-Goods Markets

While there are true world markets—and, therefore, world prices—for commodities, many
consumer goods are really priced locally, and for traditional services international influence is
virtually absent. Unlike corporate buyers of say oil or corn or aluminum, private consumers do
not bother to shop around internationally for the best prices: the amounts at stake are too small,
and the transportation cost and hassle and delay from international trade would be prohibitive
anyway. Distributors, who are better placed for international shopping around, prefer to pocket
the resulting quasi-rents themselves rather than passing them on to consumers. For traditional
services, international trade is not even an option. So prices are not homogenized
internationally even after conversion into a common currency. One strong empirical regularity
is that, internationally, prices rise with GDP per capita. In figure 1.1, for instance, you see
prices of the Big Mac in various countries, relative to the U.S. price. Obviously, developed
countries lead this list, with growth countries showing up as less expensive by the Economist’s
Big Mac standard. The ratio of Big Mac prices in Switzerland to those in China is 3.80. In
early 2006, Norway was more than five times as expensive as China; and two years before, the
gap between Iceland and South Africa was equally wide.

Within a country, by contrast, there is less of this price heterogeneity. For example, price
differences between “twin” towns that face each other across the borders between the United
States and Canada or between the United States and Mexico are many times larger than
differences between East- and West-Coast towns within the United States. One likely reason



that contributes to more homogeneous pricing within a country is that distributors are typically
organized nationally. Of course, the absence of hassle with customs and international shippers
and foreign indirect tax administrations also helps.

A second observation is that prices tend to be sticky. Companies prefer to avoid price
increases, because the harm done to sales is not easily reversed: consumers are resentful, or
they just write off the company as “too expensive” and do not even notice when prices come
down again. Price decreases, on the other hand, risk setting off price wars, and so on.

Now look at the combined picture of (i) price stickiness, (i1) lack of international price
arbitrage in consumption-goods markets, and (ii1) exchange-rate fluctuations. The result is real
exchange risk. Barring cases of hyperinflation, short-run exchange-rate fluctuations have little
or nothing to do with the internal prices in the countries that are involved. So the appreciation
of a currency is not systematically accompanied by falling prices abroad or soaring prices at
home so as to keep goods prices similar in both countries. As a result, appreciation or
depreciation can make a country less attractive as a place to produce and export from or as a
market to export to. They therefore affect the market values and competitiveness of companies
and economies, that is, economic exposure. For instance, the soaring USD in the Reagan years
has meant the end of many a U.S. company’s export business, and the rise of the DEM in the
1970s forced Volkswagen to become a multicountry producer.

Real exchange risk also affects asset values in a more subtle way. Depending on where they
live, investors from different countries realize different real returns from one given asset if the
real exchange-rate changes. Thus, one of the fundamental assumptions of, for example, the
capital asset pricing model (CAPM)—that investors all agree on the returns and risks of all
assets—becomes untenable. While this may sound like a very theoretical issue, it becomes
more important once you start thinking about capital budgeting. For instance, a U.S. firm may
be considering an investment in South Africa, starting from projected cash flows in South
African rand (SAR). How to proceed? Should the managers discount them using a SAR
discount rate, the way a local investor would presumably do it, and then convert the present
value into USD using the current spot rate? Or should they do it the U.S. way: use expected
future spot rates to convert the data into expected USD cash flows, to be discounted at a USD
rate? Should both approaches lead to the same answer? Can they, in fact?

Exchange risk is the issue that takes up more space than any other separate topic in this
book. Its importance can be seen from the fact that so many instruments exist that help us cope
with this type of uncertainty: forward contracts, currency futures and options, and swaps. You
need to understand all these instruments, their interconnections, their uses and limitations, and
their risks.

1.1.3 Credit Risk

If a domestic customer does not pay, you resort to legal redress, and the courts enforce the
ruling. Internationally, one problem is that at least two legal systems are involved, and they
may contradict each other. Usually, therefore, the contract will stipulate what court will rule
and on the basis of what law—say Scottish law in a New York court (I did not make this up).
Even then, the new issue is that this court cannot enforce its ruling outside its own jurisdiction.



This has given rise to private-contract solutions: we seek guarantees from specialized
financial institutions (banks, factors, insurance companies) that (i) are better placed to deal
with the credit risks we shifted toward them, and (i1) have an incentive to honor their own
undertakings because they need to preserve a reputation and safeguard relations with fellow
banks, etc. So you need to understand where these perhaps Byzantine-sounding payment
options (such as D/A, D/P, L/C? without or with confirmation, factoring, and so on) come from,
and why and where they make sense.

1.1.4 Political Risk

Governments that decide or rule as sovereigns, having in mind the interest of their country (or
claiming to have this in mind), cannot be sued in court as long as what they do is constitutional.
Still, these decisions can hurt a company. One example is imposing currency controls, that is,
blocking some or all exchange contracts, so that the money you have in a foreign bank account
gets stuck there, that is, transfer risk. You need to know how you can react pro- and
retroactively. You also need to know how this risk must be taken into account in international
capital budgeting. If and when your foreign-earned cash flow gets stuck abroad, it is obviously
worth less than its nominal converted value because you cannot spend the money freely where
and how you want—but how does one estimate the probabilities of this happening at various
dates, and how does one predict the size of the value loss?

Another political risk is expropriation or nationalization, overtly or by stealth. While
governments can also expropriate locally owned companies (like banks, as in France in 1981),
foreign companies in the “strategic” sectors (energy, transportation, mining and extraction, and,
flatteringly, finance) are especially vulnerable: most of them were expropriated or had to sell
to locals in the 1970s. The 2006 Bolivian example, where President Evo Morales announced
that “The state recovers title, possession and total and absolute control over [our oil and gas]
resources” (Economist, May 4, 2006), also has to do with such a sector. Again, one issue for
the finance staff'is how to factor this into NPV calculations.

1.1.5 Capital-Market Segmentation Issues, Including Aspects of Corporate Governance

A truly international stock and bond market does not exist. First, while stocks and bonds of big
corporations do get traded in many places and are held by investors all over the world, mid-
size or small-cap companies are largely one-country instruments. Second, portfolios of
individual and institutional investors exhibit strong home bias—that is, heavy overweighting of
local stocks relative to foreign stocks—even regarding their holdings of shares in large
corporations. A third aspect of fragmentation in stock markets is that we see no genuine
international stock exchanges (in the sense of institutions where organized trading of shares
takes place); instead, we have a lot of local bourses. A company that wants its shares to be
held in many places gets a listing on two or three or more exchanges (dual or multiple
listings; cross listing): being traded in relatively international places like London or New
York is not enough, apparently, to generate worldwide shareholdership. How come?

The three phenomena might be related, and caused by the problem of asymmetric
information and investor protection. Valuing a stock is more difficult than valuing a bond, even
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a corporate bond, and the scope for misrepresentation is huge, as the railroad and dot-com
bubbles have shown. All countries have set up some legislation and regulation to reduce the
risks for investors, but there are enormous differences in the amount of information,
certification, and vetting required for an initial public offering (IPO). All countries think, or
claim to think, that other countries are fools by imposing so much/little regulation. The scope
for establishing a common world standard in the foreseeable future is nil. Pending this, there
can be no single world market for stocks.

The same holds for disclosure requirements once the stock has been launched, and the whole
issue of corporate governance. The big issue here is how to avoid managers self-dealing or
otherwise siphoning off cash that ought to belong to the shareholders. Good governance
systems contain checks and balances: separation of the jobs of chairman of the board of
directors and chief executive officer (CEO); a sufficient presence of independent directors on
the board; an audit committee that closely watches the accounts; comprehensive information
provision for investors; a willingness, among the board members, to fire poorly performing
CEOs, perhaps on the basis of preset performance criteria; a board that can be fired by the
assembly general meeting in one shot (as opposed to staggered boards, where every year only
one fifth comes up for (re)election, for example); and an annual general meeting that can
formulate binding instructions for the board and the CEO. Good governance also requires good
information provision, with detailed financial statements accompanied by all kinds of
qualitative information.

But governance is not just a matter of corporate policies: it can, and ideally must, be
complemented by adequately functioning institutions in the country. For instance, how active
and independent are auditors, analysts (and, occasionally, newspaper reporters)? Is a periodic
evaluation of the company’s financial health by its house bank(s), each time loans are rolled
over or extended, a good substitute for outside scrutiny? Are minority shareholders well
protected, legally? How stringent are the disclosure and certification requirements, and are
they enforced? Are there active large shareholders, like pension funds, that follow the
company’s performance and put pressure on management teams they are unhappy with? Is there
an active market for corporate officers, so that good managers get rewarded and (especially)
vice versa? Is there an active acquisition market where poorly performing companies get taken
over and reorganized? Again, on all these counts there are huge differences across countries,
which makes it impossible to set up one world stock market. The Organisation for Economic
Co-operation and Development (OECD) has been unable to come up with a common stance
even on something as fundamental as accounting standards. In 2006, Telenet, my internet
provider, had to prepare three sets of accounts: Belgium’s generally accepted accounting
principles (GAAP), U.S. GAAP, and International Financial Reporting Standards (IFRS). Even
though in the United States its shares are only sold to large private investors rather than the
general public, Telenet still had to create a special type of security for the U.S. markets.

In short, markets are differentiated by regulation and legal environment. In addition,
companies occasionally issue two types of shares: those available for residents of their home
country, and unrestricted stocks that can be held internationally. Some countries even impose
this by law. China is a prominent example, but the list used to include Korea, Taiwan, and
Finland, Sweden, and Norway. Typically, only a small fraction of the shares was open to



nonresidents. Other legislation that occasionally still fragments markets includes the following;
a prohibition to hold foreign exchange (forex); restrictions or prohibitions on purchases of
forex, especially for financial (i.e., investment) purposes; caps on the percentage of mutual
funds or pension funds invested abroad, or minima for domestic investments; dual exchange
rates that penalize financial transactions relative to commercial ones; taxes on deposits by
nonresidents; requirements to invest at zero interest rates at home, proportionally with foreign
investments or even with imports, and so on.

In OECD countries or newly industrialized countries, these types of restrictions are now
mostly gone. In December 2006, Thailand imposed some new regulations in order to
discourage inflows—usually the objective is to stop outflows—but hastily reversed them after
the Bangkok stock market crashed by 15%; this example goes to show that this type of
restriction is simply not done anymore. But some countries, like Chile, never lifted them
altogether, while in other countries the bureaucratic hassle still strongly discourages (India) or
virtually prohibits (Russia) capital exports.

There are two repercussions for corporate finance. One is via the shareholders.
Specifically, in countries with serious restrictions on outward investments, the investment
menu is restricted and different from the opportunity set available to luckier investors
elsewhere. This then has implications for the way one works with the CAPM: companies in a
walled-off country have to define the market portfolio in a strictly local way, while others may
want to go all the way to the world-market version of the market portfolio. So companies’
discount rates are affected and, therefore, their direct investment decisions. Another corporate-
finance implication is that a company that wants to issue shares abroad cannot simply go to
some “international” market: rather, it has to select a country and, often, a segment (an
exchange—which exchange? which board?—or the over-the-counter market or the private-
investors segment), carefully weighting the costs and benefits of its choices. An important part
of the costs and benefits has to do with the corporate-governance and disclosure ramifications
of the country and market segment one chooses.

1.1.6 International Tax Issues

Fiscal authorities are understandably creative when thinking up excuses to tax. For instance,
they typically want to touch all residents for a share in their income, whether that income is
domestic or foreign in origin; but they typically also insist on taxing anybody making money
inside the territory, whether the earner is a resident or not. So an Icelandic professor making
money in Luxembourg as visiting faculty would be taxed by both Luxembourg—she did make
money there—and Iceland—she is a resident there.

In corporate examples things get even worse. When an Icelandic corporation sets up shop in
Luxembourg, the subsidiary is taxed there on its profits: it is a resident of Luxembourg, after
all. But when that company then pays a dividend to its parent, both Luxembourg and Iceland
may want to tax the parent company again: the parent makes money in Luxembourg, but is a
resident in Iceland.

Fortunately, legislators everywhere agree that double or triple taxation may be somewhat
overdoing things, so they advocate neutrality. But, as we shall see, there is no agreement as to



how a “neutral” system can be defined, let alone how it is to be implemented. This makes life
for the CFO complicated. But it also makes life exciting, because of the loopholes and clever
combinations (“treaty shopping”) that can substantially affect the tax burden.

1.2 What Is on the International CFO’s Desk?

This book is a text on international finance. Thus, it does not address issues of multinational
corporate strategy, and the discussion of international macroeconomics is kept to a minimum.
Within the finance discipline, it addresses only the problems caused by the existence of many
countries, as described in the preceding section.

One way to further describe the material is to think about the tasks assigned to an
international financial manager. These tasks include asset valuation, international funding, the
hedging of exchange risk, and management of other risks. We hasten to add that these functions
cannot be viewed in isolation, as will become clear as we proceed.

1.2.1 Valuation

One task of an international finance officer is the valuation of projects with cash flows that are
risk free in terms of the foreign currency. For example, the manager may need to evaluate a
large export order with a price fixed in foreign currency and payable at a (known) future date.
The future cash flow is risky in terms of the domestic currency because the future exchange rate
is uncertain. Just as one would do with a domestic project with cash flows that are risky in
terms of the domestic currency, this export project should be subject to an NPV analysis. Thus,
the manager needs to know how to compute present values when the source of risk is the
uncertainty about the future exchange rate. Valuation becomes even more complicated in the
case of foreign direct investment (FDI), where the cash flows are random even in terms of the
foreign currency. The issues to be dealt with now are how to discount cash flows subject to
both business risk and exchange risk, how to deal with tax complications and political risks
inherent in FDI, and how to determine the cost of capital depending on whether or not the home
and foreign capital markets are segmented.

1.2.2 Funding

A second task is, of course, funding the project. A standard financing problem is whether the
firm should issue equity, debt, or equity-linked debt (such as convertible bonds). If bonds are
issued or a loan is taken out, the standard questions are what the optimal maturity is, and
whether the terms offered by a bank or a group of banks are attractive or not. In an international
setting, the additional issue to be considered is whether the bond or loan should be
denominated in home currency or in another one, whether or when there are any tax issues in
this choice, how the risk can be quantified when it is correlated with other risks, and so on.

If funding 1s done in the stock markets, the issue is whether to issue stocks locally or to get a
secondary listing elsewhere, or perhaps even move the company’s primary listing abroad. The
targeted foreign market may be better organized, have more analysts who know and understand
your business, and give access to deep-pocketed investors who, being well-diversified



already, are happy with lower expected returns than the current shareholders. But there are
important corporate-governance issues as well, as we saw: getting a listing in a tough place is
like receiving a certificate of good behavior and making a strong commitment to behave well
in future too. So the mere fact of getting such a listing can lift the value of the company as a
whole. There are, of course, costs: publishing different accounts and reports to meet diverging
accounting and disclosure rules can be cumbersome and expensive, and listing costs are not
trivial either. Because of the corporate-governance issues, cross listings are not purely
technical decisions that belong to the CFO’s competence: the whole board of directors should
be involved.

1.2.3 Hedging and, More Generally, Risk Management

Another of the financial manager’s tasks is usually to reduce risks, like exchange risk, that
arise from corporate decisions. For example, a manager who has accepted a large order from a
customer, with a price fixed in foreign currency and payable at some (known) future point in
time, may need to find a way to hedge the resulting exposure to exchange rates.

There are, however, many other sources of uncertainty besides exchange rates. Some are
also “market” risks: uncertainties stemming from interest rates, for instance, or commodity
prices, or, for some companies, stock market gyrations. Exchange risk cannot be hedged in
isolation, for the simple reason that market risks tend to be correlated. As a result, many
companies want to track the remaining uncertainties of their entire portfolio of activities and
contracts. This is usually summarized in a number called Value-at-Risk (VaR), the maximum
loss that can be sustained with a given probability (say, 1%) over a given horizon (say, one
day), taking into account the correlations between the market risks.

1.2.4 Interrelations between Risk Management, Funding, and Valuation

While the above taxonomy of CFO assignments is logical, it does not offer a good structure for
a textbook. One reason is that valuation, hedging, and funding are interrelated. For instance, a
firm may be unwilling to accept a positive-NPV export contract (valuation) unless the currency
risk can be hedged. Also, the funding issue cannot be viewed in isolation from the hedging
issue. For example, a Finnish corporation that considers borrowing in yen should not make that
decision without pondering how this loan would affect the firm’s total risk. That is, the
decision to borrow yen may be unacceptable unless a suitable hedge is available. In another
example, a German firm that has large and steady dollar revenues from exports might prefer to
borrow USD because such a loan provides not just funding, but also risk reduction. In short,
project evaluation, funding, and hedging have to be considered together.

But risks do not stop at market risks. There are credit risks, political risks, operational risks,
reputation risks, and so on, and these also interact with the more financial issues. For instance,
the evaluation of an export project should obviously take into account the default risk.
Similarly, NPV computations for FDI projects should account for the risk that foreign cash
flows may be blocked or that the foreign business may be expropriated.

1.3 Overview of this Book



In the preceding section, we discussed the key issues in international finance on the basis of
managerial functions. As I pointed out, this is not a convenient way to arrange the text because
the functions are all interlinked. Instead, we proceed as follows. We begin with an introductory
chapter on the history of the international monetary system. The remainder of this textbook,
then, is divided into three parts: part I on international financial markets and instruments; part
III on exchange-rate risk, exposure, and risk management; and part IV on long-term financing
and investment decisions. In most of the chapters except the next one, the focus is on corporate
financial issues, such as risk management and funding and capital budgeting. Let us briefly
review the contents of each part.

1.3.1 Part I: Motivation and Background Matter

After the present motivational chapter, we go over some background material: how is money
created, how is it paid internationally, what is the role of governments in exchange markets,
and what does the balance of payments mean for a country?

1.3.2 Part II: International Financial Markets

Part II of the book describes the currency market in its widest sense, that is, including all its
satellites or derivatives. Chapter 3 describes spot markets. Forward markets, where price and
quantity are contracted now but delivery and payment take place at a known future moment, are
introduced in chapter 4, in a perfect-markets setting. Chapter 5 shows how and when to use
contracts in reality: for arbitrage, taking into account costs; for hedging; for speculation; and
for shopping-around and structured-finance applications including, especially, swaps.
Currency futures and modern currency swaps, both of which are closely related to forward
transactions, are discussed in chapters 6 and 7, respectively. Chapter 8 introduces currency
options and shows how these options can be used to hedge against (or, alternatively, speculate
on) foreign exchange risk. How currency options are priced is explained in chapter 9; we
mostly use the so-called binomial approach but also link it to the famous Black-Merton-
Scholes model.

At any instant, the market value of a forward, futures, or options contract depends on the
prevailing spot rate (and, if the contract is not yet at the end of its life, also on the domestic and
foreign interest rates). This dependence on the future spot rate means that all these contracts
can be used to hedge the exchange-rate risk to which the firm is exposed. The dependence of
these contracts on the future spot rate also means that their current market values can be
expressed, by relatively simple arbitrage arguments, as functions of the current spot rate and of
the domestic and foreign interest rate. Throughout this part of the text, a unified approach based
on arbitrage-free pricing is used to value these assets, whose payoffs are dependent on the
exchange rate.

1.3.3 Part III: Exchange Risk, Exposure, and Risk Manage ment

This parts opens with a discussion of the behavior and predictability of nominal and real
exchange rates (chapters 10 and 11). We conclude that exchange rates are hard to explain, let
alone predict, and that most of the nominal uncertainty is also real, thus affecting the long-term



value of a company.

This may sound like a good excuse to hedge. Yet one could argue that (i) hedging is a
standard financial transaction, (i1) in efficient markets, financial transactions are zero-NPV
deals, and (ii1) hedging, therefore, does not add value. In chapter 12 we show the way out of
this fallacy: hedging does add value if it does more than just increase or decrease the firm’s
bank account, that is, if and when it affects the firm’s operations. Given that firms may want to
hedge, the next issue is how much to hedge: what is the size of the exposure (chapter 13)? We
distinguish between contractual, operational, and accounting exposures. Value-at-Risk is
reviewed in chapter 14. Chapter 15 concludes this part with a description and critical
discussion of the various ways to insure credit risks and transfer risks in international trade.

1.3.4 Part IV: Long-Term Financing and Investment Decisions

The prime sources for long-term financing are the markets for fixed-interest instruments (bank
loans, bonds) and stocks. We review the international aspects of these in chapters 16 and in 17
and 18, respectively, including the fascinating issue of cross listing and corporate governance.
Expected returns on stocks provide one key input of investment analysis, so in chapter 19 we
consider the CAPM and the adjustments to be made to take into account real exchange risk. The
other inputs into NPV computations are expected cash flows, and these are typically quite
similar to what one would see in domestic projects. There is one special issue here:
international taxes (chapter 20). In chapter 21 we see how to do the actual NPV, extending the
usual two-step approach—NPV followed by adjusted NPV to take into account the aspects of
financing relevant in imperfect markets—to a three-step version to separately handle intra- and
extra-company financial arrangements. We conclude with an analysis of joint-venture projects,
where NPV is mixed with the issue of designing a fair profit-sharing contract (chapter 22).
Here we go then.

1Following a national monetary policy assumes that prices for goods and services are sticky, that is, they do not adjust quickly
when money supply or the exchange rate are being changed. (If prices fully and immediately react, monetary policy would not
have any “real” effects.) Small open economies do face the problem that local prices adjust too fast to the level of the countries
that surround them. So it is not a coincidence that Monaco, San Marino, Andorra, and the Vatican do not bother to create their
own currencies. Not-so-tiny Luxembourg similarly formed a monetary union with Belgium in 1922. Those two then fixed their
rate to the DEM and NLG with a 1% band in 1982. For more countries that gave up, or never had, their own money, see
Wikipedia’s article on monetary union. See section 2.5.2 for a discussion of fixed exchange rates and currency boards, and
countries that give up monetary policy but not seignorage.

ZDocuments against acceptance, documents against payment, and letter of credit.



International Finance: Institutional Background

Before we can learn about topics such as currency futures and options, currency swaps, the
behavior of exchange rates, the measurement of exchange risk, and valuation of real and
financial assets in the presence of this risk, we need to understand a much more fundamental
issue: namely, money. All of us are aware that money exists and that it is quite useful. Still, a
review of why it exists and how it is created is crucial to understanding some of the finer
points of international finance, such as how the ownership of money is transferred across
countries, how a central bank’s balance sheet is maintained, how money from one country can
be exchanged for money from another, and so on. Government policy with respect to the
exchange rate (the price at which this buying and selling of currencies occurs) is also an
important institutional aspect.

This chapter is structured as follows. First, we explain how money gradually evolved from
a commodity with an intrinsic value to fiduciary money whose value is based on trust, and how
the role of banks has changed accordingly. In section 2.2 we consider international banking
transactions. This then leads to our discussion, in section 2.3, about international banking
(often still called eurobanking). The emergence of the international bond market is also
explained in that section. We then turn to two more macro-oriented issues: the balance of
payments and its relation to exchange transactions (section 2.4), and the relation of government
policy to the exchange rate (section 2.5).

2.1 Money and Banking: A Brief Review

In this section, we first review the role of money. We then look back a few millennia and
explain how money has evolved over time from a bulky, commodity-type physical object into
its current form, a record in a bank’s electronic memory.



Figure 2.1. Baroque open-market policies. (Fresco, probably by J. M. Rottmayr (1656—1730), in the cupola of the Karlskirche,
Vienna. Author’s photo.)

2.1.1 The Roles of Money

Money has to do with buying and selling. The need for money arises in any economy in which
economic units (for example, households, tribes, or fiefdoms) start to trade with each other.
Pure, moneyless barter is inconvenient. To make a deal, a hungry blacksmith does not want to
wander around until he meets a farmer whose horse has lost a shoe. The blacksmith would
rather compensate the farmer for the food by giving him something called money. The
advantage of paying in money rather than in horseshoes is that the farmer can then spend the
money on other things if and when the need arises, and on any goods he chooses. Thus, trade
and exchange with money are much easier, and the costs of searching for someone who needs
exactly what you are selling at a particular point in time are greatly reduced if the buying and
the selling bits can be separated.

Three conditions are needed for money to be a successful least-cost medium of exchange.
First, it must be storable; the farmer would not like the unspent money to evaporate or rot.
Second, it must have a stable purchasing power; the farmer would not like to discover that his
hoard of money can buy a far smaller amount of goods than he had anticipated. This, in turn,
requires that the stock of outstanding money must not rise substantially faster than the volume of
transactions. Third, money must be easy to handle. Once these conditions are met, money can
fulfill its role as the least-cost medium of exchange. When prices are expressed in units of
money, money also acts as a unit of account or numéraire. Finally, money can also be lent and
borrowed, which allows one to transfer purchasing power over time in a low-risk fashion.

2.1.2 How Money Is Created

In this section we trace the development of money from commodities and metal coins in early



economies to privately issued money and, more recently, to official currency notes issued by
the central bank of a country, or even electronic claims representing the right to withdraw
currency notes.

2.1.2.1 Official Metal Coins

In relatively primitive economies, standard commodities played the role of money. In
prehistoric Europe, domestic animals were used as unit of account. In fact, the Latin word for
money, pecunia, simply derives from pecus, cattle. Also the ancient Greek silver talanton
(“weight”) betrays its links to the old practice of using domestic animals as money: the original
talent had the shape of a sheepskin, and it was about as heavy as a good-sized lamb—one slave
could carry just one falanton.

Only cowboys, at best, would think of herds of cattle as being easy to handle. The ascent as
a medium of exchange of one particular class of commodities, namely precious metals,
occurred because for a given amount of purchasing power, precious metals are far less bulky
and easier to transport than cattle. Second, precious metals do not rust. And third, production
was and is sufficiently costly to ensure that the stock of rare metal does not grow much faster
than the economy as a whole, thus ruling out sudden inflation due to a rapidly expanding money
stock.

Early gold and silver money was defined by its weight. The as, early Rome’s basic currency
unit, actually served as weight unit too: it was a cast piece of bronze weighing about % kg.

Likewise, almost all medieval European states had a pound or a /ibra, livre, or a lira unit of
account, referring to 330-500 g of silver (see panel 2.1 and table 2.1). (Also mark was
originally a weight—about % kg—as was peso, from the Latin pensum, meaning weight.) What

is striking is that the current value of the British or Irish or Maltese pound, not to mention the
Turkish or late Italian lira, is not anywhere near the value of 370 g of silver. This debasing of
the currency started quite early. One problem was that people reduced the true precious-metal
content by melting down their coins, adding some cheap metal, and reminting the alloy.! To
stop this practice—or, cynics might say, to monopolize it—the local lord, or seigneur, of the
fiefdom installed an official mint to which people could bring precious metals for minting. The
seigneur then imprinted his quality stamp on the coins in return for a commission or tax, the
seignorage. This was one way that governments earned money. Later, governments made the
issuing of coins their sole monopoly. This allowed them to become poachers themselves and
reduce the gold or silver value of their own coins. France’s King Philippe Le Bel (Philip the
Fair) was known in Flanders as, among other things, Flup de munteschroder (Flup the
coinscratcher). The official minting monopoly meant that the rulers could produce a coin at a
cost below its purchasing power and make a substantial profit—still called seignorage in a
broader sense. Debasing another country’s currency was not uncommon either: it was just part
of economic warfare. For example, Philip the Bold, first duke of Burgundy, minted low-alloy
replicas of the English noble and used them to pay for imports from England.?

In 1158, England’s King Henry II fixed the financial pound on the basis of the weight standard of the French city of Troyes
(Troy, in English) in the county of Champagne, then a leading European trading center. (In France, the leading currency was the



livre Tournois (the Tournois pound)—20 sols, each consisting of 12 deniers—from Tours; its rival had been the livre Parisis—
20 sols, each consisting of 15 deniers).

The troy pound (5760 gr.) consisted, Roman style, of 12 troy ounces (480 gr.), each worth 20 pennyweights (24 gr.). There
was a 16 ounce pound avoirdupois too, fixed at 7000 gr. by Henry VIII, but that was for regular weighting. The troy mark
was 8 troy ounces or 160d. and the crown was worth one-quarter pound or five shillings or 60d. The troy ounce is still being
used nowadays for precious metals; it is 31.103 476 8 g.

Sterling is not an indication of weight but of quality for silver; it derives, like the old French esterlin, from Easterling, the
name for a member of the German Hansa, a league of trading cities. Cynics might conclude that “pound sterling” means “a
French coin of German quality,” but you did not hear me say this.

Like the mark, the pound was originally just a unit of account: while there were shilling coins (silver) and crown coins (silver
and gold), there was no silver pound coin as that would have been inconveniently bulky and heavy. Henry VII first minted gold
pounds in 1489. Its weight was 0.5 troy ounce, 23kt (96% pure), soon lowered to 22kt (92%) under Henry VIII. This coin was
dubbed sovereign because it showed the king on the obverse.

The guinea originally referred to new pound coins (1663), made of gold from the Gulf of Guinea (Ghana, the Gold Coast).
The new, unworn coins traded at a premium over the old. With gold appreciating relative to silver, the gold-based guineas and
sovereigns further rose against the silver-based shilling (up to 30s. per guinea). By the twentieth century, the guinea had become
just a unit of account meaning 21s., and since 1967 it has just been a hoity-toity synonym for pound; English barristers, for
instance, say guinea when they mean pound. The English (and Irish and Scottish) pound went metric in 1967; at that time,
Australia and New Zealand introduced their dollars (initially worth 0.5 pounds).

Panel 2.1. How British is the pound sterling?

This debasing—see parts (a) and (b) of table 2.1—threatened the stability of the money’s
purchasing power. Fluctuations in purchasing power also arose when the gold and silver mines
were exhausted, when Germany opened new silver mines in Joachimsthal and started coining
joachimsthalers or thalers, or when Spain imported huge amounts of gold and silver into
Europe from its colonies.

Table 2.1. A family tree of floundering currencies.
(a) Ancient

Name Original parity Wikis
as, pl. aeres  aes = bronze Republican Rome;
related words: ore, ere (= metal, ore)
sesterce 2.5 as Republican Rome
denarius 4 sesterce Republican Rome, silver; see denier
solidus gold (4.5 g) Rome, 309 C.E.; called numisima in Byzantium

Until 270 B.C.E., the Roman as, a cast bronze piece, also doubled as a | lb. weight
(ca. 325 g—Roman ounces were copied by medieval Europe, but Rome used a
12 oz. not a 16 oz. pound). Then, weight and coin became disjointed, with the
coin falling by {-} to 1 wuncia of weight in a mere 60 yvears. By 23 B.C.E. it had
become a small copper coin. In 270 C.E. its purchasing power was zip, and the
coin was abandoned. Rome's denarius (10 as, later 16 as), which still survives as
dinar in many countries in the Mediterranean or the Middle East, started off as a
4,75 g silver coin. It was still 93% pure (4.5 g) under Emperor Nero, Two hundred
yvears later, in 215 C.E., it was down to 50% silver, and by 260 C.E. to 2.5%.




(b) Charlemagne (ca. 800 C.E.) and medieval

Name Original parity Wikis
denier (d.) silver (1.55 g) dinaro, dinero, dinheiro, dinar
solidus (s.) 12 deniers solde, solt, sol, sou, suelva, shilling;
qros, grosschen, grote
libra (L) 20s., 240d. livre, lira, pound

The denarius was revived by Charlemagne (ca. 800 c.E.) and contained about
1.55 g of silver, a pennyweight or denier; 12 deniers made one (European, not
ancient Roman) solidus. Solidus, of course meaning “strong,” is at the origin of
the French sou and, after translation, the French gros or the German Groschen or
the Flemish grote. Tellingly, both sou and Grosschen are now bywords for worth-
less coins. The French Iivire Tournois was often called franc after its inscription
"FRANCORUM REX,” king of the Franks.

(c) Late medieval and modern

Name Original parity Wikis

real 1.25s. Spanish (= Royal). Survives in Saudi Arabia,
Yemen, Oman, lran, Quatar (Ri(vjal);
resurrected in Brazil

half crown  2.5s. LLK. coin until 1967; became quarter dollar
in New Zealand and Australia
crown Ss. survives in Scandinavia or pre-1967 UK.
florin 4 flemish s. Dutch Republic, gold;
copied after Firenze (Florence)
thaler 2.5 florins German, silver;
aliases: daler, daalder, tolar, or dollar;
England (e.g., Macheth, act 1, scene 1)
1 dollar = 10s.
peso | thaler Spain, Latin America
piaster 1 thaler France; Louisiana;
now T:—,;, Middle East £, dinar, or lira
ocu 3 [Tournois French, gold or silver; escudo (PT), scudo (IT)
euro 1 ECU ECU itself originally worth 1 EUA,

code for 1 USD

The thaler was the first world currency, especially in its Austrian, French, and
Spanish versions (Maria Theresa (M-T) dollar, piaster, pese). The silver M-T dollar
still circulates in the Arabian peninsula. Because of its parity, 2.5 florins, the
thaler was denoted in the same way as the old sesterce (2.5 as): 115 in Roman
numerals (“II” for “2” and 5" for “semi”), compressed into “§" (and thence “5°).
The value of the 1958 USD was copied into the European Unit of Account (EUA)}—
the old European Community bookkeeping unit—and thence into the ECU and
the EUR.

2.1.2.2 Privately Issued Paper Money

Another drawback of precious-metal money was that carrying huge amounts of gold from Italy
to Scotland, for example, was rather cumbersome and risky. Traders therefore deposited
money with international bankers (who often started off as goldsmiths), and used the receipts,
or later also bills of exchange and promissory notes, to pay each other.? The receipts and bills
were convertible into the underlying coins at sight (that is, whenever presented to the bank),



and were as good as gold as long as the issuer was creditworthy.* Note that a merchant who
pays with a promissory note that remains in circulation for years before being cashed in,
obtains an interest-free loan. By rolling over the notes, the merchant earns quite an advantage.
This is seignorage (income from creating money) under a new guise.

Banks themselves then started issuing bills on a regular basis. Early bank notes were rather
similar to the modern traveler’s check—they were printed and issued by a private bank, in
standard denominations, and were convertible at sight into the underlying, official coins. But
bankers knew that, on average, only a small fraction of the circulating notes was actually
cashed in; most of them remained in circulation for quite some time. This meant that, on the
basis of one coin, a bank could issue notes for a much larger total value. Let us see how such
an issuing bank’s balance sheet is built up and how it creates money.

Table 2.2. Balance sheet of an issuing bank: day 1.

AS501S Liabilities

Silver coins (owner's input) 20 Fepuiny 20
Gold (A's deposit) 100 Notes issued 1o A 100
Domestic credit (loan 1o B) 200 B 200
Credit to the government (loan o G) 150 oG 150
Foreign credit  (loan to F) 70 ol 70

(clollar 1-bills) | () X 100
Total assels 740 Total notes issued 740

Once you understand the following example, it becomes easier to understand how modern
central banks work.

Example 2.1. Consider a bank that issues its own notes. On the bank’s opening day, the following five transactions take
place:

» A merchant, A, deposits 100 golden crowns in exchange for bank notes. The notes become the bank’s liabilities, since
they are essentially promissory notes that can be cashed in for true money (gold coins). The merchant’s coins go into
the bank’s vault and are part of its assets.

» Another merchant, B, asks for a loan of 200 crowns. The bank issues bank notes (a liability, since the borrower can
cash in the notes for coins), and accepts a promissory note (or any similar claim) signed by B as the offsetting asset.

» The government, G, asks for a loan of 150 crowns. The bank hands over bank notes (that are, again, part of the bank’s
liabilities), and accepts a Treasury bill (T-bill) or a government bond as the corresponding asset.

* A foreign merchant, F, wants to borrow 70 crowns. The bank issues notes, and it accepts a claim on the foreign trader
as the corresponding asset.

* A local exporter, X, wants to convert dollar bank notes into crown bank notes worth 100 crowns. The bank issues
crown bank notes (a liability), and it uses the dollar notes to buy foreign T-bills.

By the end of the day, the bank’s balance sheet looks like table 2.2. For completeness, I have added 120 crowns of silver
initially brought in by the owner/shareholder: there always needs to be some equity.

Table 2.2 shows how bank notes are created, and how an issuing bank’s balance sheet is
being built up. The issuing bank’s own bank notes are the liability side of its balance sheet.’
On the asset side we find (1) international reserves or “reserves of foreign exchange” (gold and



silver, plus claims on foreigners or governments of foreign countries), (ii) claims on the
domestic private sector, and (iii) claims on the domestic government. Note also that most of the
money it created is /ent to the economy, not given away. So by refusing to roll over the loans,
the bank can shrink the money supply back to the original size. Even the money brought into
circulation as a payment for assets bought from the private sector or the government, as in the
above foreign exchange example, can be retired: just sell back the asset into the open market
and take payment in notes. This mechanism, as we shall see, is still the basis of monetary
policy.
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Figure 2.2. Bank notes: echoes from the past. Two new notes and an old one. (a) The Barbados dollar note still reassures the
holder that this note is “legal tender for the payment of any amount,” that is, cannot be refused as a means of payment. (b) This
particular Hong Kong dollar note is issued by HSBC, a private bank, and still bears the message that the general manager (of
HSBC) “promises to pay the bearer on demand at its Office here” the amount of ten dollars (in coins). (c) I will translate the
1910 German note bit by bit: Ein Tausend Mark (one thousand marks) zahlt die Reichsbankhauptkasse (the central teller of
the Reichsbank pays) in Berlin (in Berlin) ohne legitimationspriifung (without proof of legitimation) dem Einlieferer dieser
Banknote (to the deliverer of this bank note).

Since the production cost of bank notes was quite low, private banks earned a large
seignorage. The risk, of course, was that holders of the notes would lose confidence in the
issuer, in which case there would be a run on the bank, with many people simultaneously trying
to convert their notes into coins. In the United States, for instance, there were widespread runs
on banks as late as 1907. John Pierpont Morgan, a New York banker, helped solve the crisis by
shipping in a then gigantic USD 100 million (100m) worth of gold from Europe. As recently as
2007, there was a run on an English bank, inaptly named Northern Rock—the first such run
since 1866.

To avert such crises in confidence (and probably also to regain the seignorage), most
governments then assigned the production of bank notes to a government institution, or at least
a semiofficial institution, the central bank.¢

2.1.2.3 Official Paper Money and the Central Bank

Initially, the official bank notes were still convertible at sight into true money—that is, into the
coins issued by the mint or the treasury. For instance, until the mid 1900s, most bank notes still
said that the note was “payable on sight” (although the 1910 reichsmark note ominously added
that you had to see the Berlin head office for that purpose). Indian rupee bank notes still show a



payable-at-sight phrase: “I [the governor of the central bank] promise to pay to the bearer the
sum of x rupees.” So do British pounds. Still, for all practical purposes, the central bank’s
notes have become as good as (or even better than) the treasury’s coins, and have become the
true underlying money in the eyes of the population. In many countries, coins are no longer
legal tender above certain amounts. For instance, the seller of a house cannot be forced to
accept payment of the full amount in coins. Thus, money has become a fiduciary instrument.
Unlike cattle or gold, modern money has basically no intrinsic worth of its own, nor is the
value of modern money based on a right to convert bank notes into gold. Rather, the value of
money 1s based on the trust of the people, who believe that money will have a reasonably
stable purchasing power.’

One difference between a modern central bank and the private issuing banks of old is that
the modern bank notes are no longer convertible into gold. If many central banks still hold
gold, the reason is that they think of it as a good investment. Other differences between a
modern central bank and a private issuing bank include the following:

* A central bank no longer deals directly with the public. Its customers are commercial
banks, foreign central banks, and the government. Commercial banks, in fact, act as
liaisons between the public and the central bank. For instance, commercial banks can
borrow from the central bank by rediscounting commercial paper (i.e., by passing on to
the central bank loans they extended to private companies), or by selling to the central
bank the foreign currency they bought from the private sector.

* When a central bank buys a domestic or foreign asset from a commercial bank, it no
longer pays entirely in the form of bank notes. Commercial banks demand notes only to
the extent that their own customers demand actual currency; most of the payment for the
asset the commercial bank sold is credited to its account with the central bank, where it
is still payable at sight. One result is that the central bank’s liabilities consist not only of
bank notes, but also of commercial banks’ deposits into their account with the central
bank. This liability side (bank notes circulating plus central bank deposits) is called the
country’s monetary base or M. The monetary base is still the basis for money creation

by commercial banks, in the sense that it provides the backing for the electronic money
the commercial banks are issuing—as we shall see in the next section.

SDRs are internationally created funds. They were invented toward the end of the fixed-rate era (1944-74), in an attempt to
create an alternative international currency next to the beleaguered USD, with the seignorage going to the IMF member states
rather than to the United States. The original SDR was at par with the USD. One difference with the USD is that the original
SDR was issued by the IMF rather than by the Federal Reserve. Another difference is that the SDR is a purely electronic
currency; an SDR deposit cannot be cashed in for SDR bank notes or coins. Central banks can make payments to each other in
SDRs, or convert SDRs into other currencies and vice versa at the going market value of the SDR. When in the 1970s the USD
plunged relative to the DEM and JPY, the SDR was redefined as a basket of sixteen currencies. This definition was rather
cumbersome, so after some time the basket was again redefined, this time in terms of just five currencies: USD 0.54, DEM
0.46, JPY 34, FRF 0.74, and GBP 0.071. Since the introduction of the EUR, the marks and francs have not been replaced by
euros, so the SDR now consists of just USD, GBP, and JPY.

The changes in the SDR composition did not help to make the SDR popular. And in many countries, politicians hated
surrendering seignorage to the UN in the first place, disingenuously arguing that the IMF’s money was inflationary.

Panel 2.2. The special drawing right (SDR).



A minor change is that the bank’s reserves also include special drawing rights (SDRs) held
with the IMF® (see panel 2.2). But the amounts are tiny, at best.

2.1.2.4 Privately Issued Electronic Money

The official monopoly on the printing of bank notes did not mean that private banks lost all
seignorage. Any private bank knows from experience that its borrowers rarely take up the full
amount of a loan as notes or coins. Rather, customers tend to leave most of their borrowed
funds in a checking account (also called a sight account or current account, in Europe), and
make payments by check (United States) or bank transfer (Europe). In short, loans make
deposits.

Example 2.2. Shengmei gets a car loan from her bank. She almost surely will not withdraw the money in cash, but will pay
for the car by check or bank transfer. The car dealer will likewise keep most of the money in a bank account; and if and
when the money is spent (to pay wages and suppliers and taxes and so on) it will mostly be via checks or transfers, not cash.
The new holders will likewise keep most of the money in their bank accounts, etc.

How does a central bank stop bank runs? At the very least, a commercial bank can always immediately draw down, in cash, all
of its deposits of money kept with the central bank. Slightly more generously, the central bank is willing to lend money to a
beleaguered commercial bank. But this safeguard should not be abused. An orthodox central bank will not waste taxpayers’
money on banks that chose risky assets, so last-resort lending is only possible for short periods (one day at a time) and if the
private bank can post excellent security. In addition, many central banks would charge a penalty interest rate so as to make the
prospect of such refinancing really a last-resort option.

That, at least, is the Anglo-Saxon theory of last-resort lending. In practice, the indirect cost of letting a commercial bank go
belly-up are so high that central banks often dance around the official rules and seek other solutions. Japan’s central bank would
kindly ask other private banks to take over a sickly colleague, for instance. Many European central banks, and now also the
European Central Bank, lend on the basis of subprime assets too; they just take a bigger haircut. In England there was a
genuine bank run, with long rows of people queuing up outside the troubled Northern Rock bank, in the fall of 2007—the early
months of the “subprime” crisis. When Northern Rock had run out of prime (i.e., first-class solid) assets, the Bank of England
also relaxed its lending rules and took second-rate collateral instead. The Treasury (Britain’s ministry of finance), in addition,
guaranteed all customer deposits with the bank to stop the run. In the end, Northern Rock was entirely taken over by the
government.

In general, any sizable bank can probably bet that central banks and/or governments will step in no matter how ineptly the
bank was run (the “too big to fail” guarantee): given the web of interbank OTC contracts, an individual failure would have
“domino effects,” to use the standard phrase, and ruin the credibility and perhaps solvability of all other banks. Japan even
flooded its economy with money, bringing down interest rates to near-zero levels, for a bewildering fifteen years so as to nurse
back to health the country’s commercial banks, badly hurt by the real-estate crash of 1990.

Another first, in the subprime crisis, is that the Federal Reserve even extended its safety net to noncommercial banks
(including notably Bear Sterns, an investment bank) and to bond dealers. This probably means they will now be supervised more
closely. Lastly, the duration of last-resort lending was extended from days to a few weeks and even a few months.

Panel 2.3. Last-resort lending: putting practice into theory.

The loans make deposits principle means that private banks can (and do) extend loans for a
much larger volume than the amount of base money that they keep in their vaults or with the
central bank. So today, private banks create electronic money (loans recorded in the bank’s
computer) rather than physical money (bank notes). The ratio between the total amount of
money (monetary base plus checking-account money, M) and the monetary base (M) is the

money multiplier.
This mechanism again creates the possibility of runs on commercial banks if deposit-holders



want to convert all of their sight deposits into notes and coins. A recent example was the minor
run on Hong Kong banks after the 1987 stock market crash, or the run on Northern Rock, an
English bank hit by the “subprime” crisis, in 2007. To avert runs and enhance credibility,
private banks in many countries must meet reserve requirements: they must keep a minimum
fraction of the customers’ deposits in coins or bank notes, or, more conveniently, in a non-
interest-bearing account with the central bank. The central bank also agrees to act as lender of
last resort, that is, to provide liquidity to private banks in case of a run (see panel 2.3).
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Figure 2.3. Hyperinflation in 1946: a one-billion milpengd bank note from Hungary. One milpengo is already a million pengos, so
this note stands for 1012 pengos.

This whole section is neatly summarized in the following formula:
Money supply = My = m My = m x (D + G + RFX), (2.1)

where m 1s the money multiplier, M, is the money base (notes and commercial banks’ deposits

with the central bank), D is credit to the domestic private sector, G is credit to the government,
RFX is the reserves of foreign exchange (including gold), and M, = D + G + RFX (equality ot
the central bank’s assets and liabilities).

Equation (2.1) says that the total money supply depends on the money multiplier and the
monetary base, which, in turn, consists of domestic credit, credit to the government, and
foreign reserves. The equation is also useful in explaining how monetary policy works, which
is the topic of the next section.

2.1.2.5 Monetary Policy

Even though central banks generously leave most of the money creation to commercial banks,
they still control the process. This control is exerted by the central bank’s power over the
monetary base and over the money multiplier.

Intervention in the foreign-exchange markets. Central banks can influence the monetary
base by buying or selling foreign exchange (changing RFX in equation (2.1)). This expansion
of the central bank’s asset side is accompanied by an expansion of the liability side
(domestic money supply): the central bank pays in notes (or it credits the commercial banks’



accounts with the central bank) for the foreign exchange it buys from the commercial banks.
Thus, any change in RFX leads to an identical change in M), which then affects the amount of

money that private banks can create on the basis of M,,.

Open-market policy. Likewise, central banks can influence the monetary base by restricting or expanding the amount of credit
they give to the government or the private sector (that is, change D and G in equation (2.1)). Open-market policy works in the
same way as interventions in the foreign exchange market: the central bank pays in notes (or it credits the commercial banks’
accounts with the central bank) for the T-bills or commercial paper it buys from the government or from the private banks.

Reserve requirements. Alternatively, the central bank can curb money creation by commercial banks by changing the
reserve requirements (changing the upper bound on the multiplier m in equation (2.1)). If banks have to hold more base money
per unit of electronic money, the total amount of loans they can extend with a given amount of base money becomes smaller.
Around 1990, for instance, India stepped up the reserve requirements to a staggering 50% in order to bring inflation back to
single-digit levels. A 50% reserve requirement means that the money multiplier can be at most 2.

Credit controls. The most direct way to control M is to impose limits on the amounts that private banks can lend.

Having examined what money is and how it is created, we now turn to its more international
aspects.

2.2 The International Payment Mechanism

In this section, we explain how transactions involving the exchange of foreign currency are
made, while discussing the effects these transactions have on the money supply.

2.2.1 Some Basic Principles

Recall that money mainly changes hands (or bank accounts) when one is buying or selling
goods, services, or assets. A special problem arises if the buyer and seller live in countries
that have different currencies: then at least one of the parties has to handle a foreign currency.
As long as currencies are defined by their weight in gold or silver and are freely minted, this
creates no special problem. An ounce of gold is an ounce of gold everywhere, and currencies
minted in various countries freely circulated elsewhere, traded approximately on the basis of
their intrinsic value (see the story of the guinea in panel 2.1). So, basically, any trade
imbalance was settled in gold or silver (which were themselves also physical goods), and this
happened by physically transporting the coins.

Today, things are not that easy. If the invoice is in the exporter’s currency, the importer often
has to buy the currency of the exporter, or the exporter can agree to be paid in foreign currency,
and then exchange the foreign money for domestic currency herself. If payment is in bank notes,
the notes can still simply be handed over, but most international payments are by check or bank
transfer. The following example shows how such payments take place.

Example 2.3. Assume that a U.S. importer, USM, pays by check in his own currency, USD 1m, to a U.K. exporter, UKX.
Writing the check, of course, means that the U.S. importer has a checking account with a U.S. bank (USB). By defmition,
money on that account is convertible into dollar notes and coimns. One possible scenario is that the U.K. exporter also has a
checking account with a U.S. bank. We shall assume that this is the same bank as the U.S. importer’s bank, USB. (If this is
not the case, think of USB as the consolidation of all U.S. banks.) UKX deposits the check into her account with USB, and
can cash in that amount at any time. Clearly, the U.S. money supply is not affected; there is only a transfer of ownership of
electronic money from the U.S. importer to the U.K. exporter.

In the modified example below, we see what happens if the U.K. exporter does not have an



account in the United States, but, as in the previous example, still decides not to sell the USD
yet.

Example 2.4. The U.K. exporter deposits the check into a USD checking account he or she holds with the London bank.
The U.K. bank, UKB, records in its books that it owes the exporter USD 1m (a liability), and that it has received a check.
UKB will then deposit the check into its account with USB, because this is where the money can be cashed in; thus, the
UKB’s asset now is a USD Im claim on USB. The difference from the previous example is that, after this transaction, the
U.K. exporter has a USD claim not on a U.S. bank, but on a U.K. bank, which, in turn, holds a claim on a U.S. bank. The
U.K. bank acts as a front between the owner of the funds (UKX) and the bank where the money is ultimately held (USB).

The fact that the UK. exporter now has a USD claim not on a U.S. bank but on a U.K. bank
(which, in turn, holds a claim on a U.S. bank) makes a difference. The London bank is not a
U.S. bank: that is, it has no USD reserves deposited with the U.S. central bank (the Federal
Reserve), nor can it call on the Federal Reserve as a lender of last resort. This U.K. bank will,
understandably, not give the exporter the right to convert the USD deposit into USD notes and
coins at sight (that is, without prior notice and without costs). In that sense, the London USD
checking account is not a sight account in the strict sense. If the exporter asks for dollar notes,
the London bank could possibly cash in USD 1m from its U.S. account and have the notes
flown over, which would be expensive, or the London bank could buy USD dollar notes from
somebody else in the United Kingdom, if that is cheaper. The implication is that USD held on a
non-U.S. bank account will generally have a different price (or exchange rate) than USD notes,
as you probably noticed from your bank’s posted exchange rates or from your newspaper.

There is also seignorage associated with having a currency that is used internationally.
Recall how local merchants, when paying with promissory notes that were not immediately
cashed in, effectively obtained interest-free loans. The same still happens internationally: a
small country, whose currency is not used anywhere else, has to pay for its imports by
exporting goods, or by selling assets.” In contrast, a large country like the United States, which
has a widely accepted currency, can pay in its own money and still expect that this money will
remain in circulation among international traders for many years before it is cashed in for
goods or for assets. This becomes an interest-free loan, with an unstated time to maturity, from
the rest of the world to the United States.

Table 2.3. Netting: and example.

To

Gross oul Nt

A B C (rowsum) oul

A 40 15 55 10

From B 30 — GO () 15
C 15 35 50

Grossin(columnsum) 45 75 75 195
Nel in 25 15

2.2.2 Domestic Interbank Transfers: Real-Time Gross Settlement versus Periodic
Netting



If you want to transfer money to another business electronically, you move money from your
bank account to the other’s bank account. Cash payments remain possible but are becoming
quite rare, except for small (or illegal) transactions. True, if you buy and sell a lot to each
other all the time, you and the other firm may open a mutual current account. This functions
like a booklet where you jot down all transactions that increase or decrease your net debt to
the other party. But entries into such a current account are not payments. Rather, they help you
keep track of how much the actual net payment will be at the moment you really make the
transfer (in cash, or via a bank account) at end of the day, or week, or month, or quarter.

In the same vein, commercial banks (“depository institutions’) within one country typically
transfer money to each other via their central bank rather than in cash. All banks have an
account with their central bank,'” showing how much money they can withdraw in cash if they
would want to. So to make a payment, the sending bank S instructs the central bank to transfer
money from S’s account into the account of the receiving bank, R. Banks may do some netting
via a bilateral or multilateral netting system, but the final net payment is via their accounts with
the central bank.

Traditionally, banks did set up a netting/clearing system among each other—often, but not
always, in cooperation with the central bank—and then made or received the net payments
once a day. This daily settlement typically happens toward the end of the working day. Let us
consider a simple example, which looks at the wire transfers between banks.!! Table 2.3
shows a simple example with three banks; the matrix shows how much bank X (= {A, B, C})
has to transfer to bank Y because of payment instructions from its customers. The row sums tell
us, for each bank, the total amount of outgoing payment instructions, while the column sums
provide us with the incoming ones. The difference of the “total out” and the “total in” gives us
the “net out” (if positive) or the “net in” (if negative). By netting the payments, the volume of
transfers is substantially reduced, from 195 to 25 in this example. This allows banks to work
with far smaller balances in their central bank account: you cannot make payments exceeding
what is in your bank account, so each bank would have needed larger central bank balances if
the gross payments had been due rather than the net ones.!?

So far so good. But big players with big amounts due may want their money faster. Also,
when they deposit a check or a bill into their account they do not like being credited tentatively
(“with the usual reservation”), they appreciate finality of payments. For big amounts, since the
mid 1990s central banks have usually offered a system where transfers are executed
immediately rather than bottled up until the next daily settlement. And of course, if there is no
waiting at all, then there cannot be any netting either. Hence the name real-time gross
settlement (RTGS). Often, committees must have spent a lot of time finding a clever acronym,
like CHAPS (United Kingdom), SPOT (Portugal), HERMES (Germany), ELLIPS (Belgium),
IRIS (Ireland), DEBES (Denmark). The United States chose Fedwire. The European Central
Bank has its TARGET supersystem, which links the RTGS programs of each EU central bank
(whether an EMU member or not) provided the payment is in euros. Each of these systems
typically provides the option of intraday borrowing, per hour. (Traditionally, lending or
borrowing was per day, of course, given that payments were only done once a day.)

The above relates to interbank transfers within one country. These are just one step in a



transfer from company X to person Y, and the other steps can occur fairly independently of the
interbank part. For instance, if you deposit a check into your bank account, the amount is
usually credited “with the usual reservations,” with same-day or first- or second-working-day
value—long before your bank actually receives the payment from the writer’s bank, that is.!?

2.2.3 International Payments

Let us now consider international payments. One extra problem is that the sending and
receiving banks, S and R*, are no longer members of the same clearing organization. (We use
an asterisk to indicate “foreign.”) The traditional solution is to work with correspondent
banks. If banks S* and S have agreed to act as correspondents for each other, they have a
current-account relationship, with a liability account called loro (“theirs”) or vostro (“yours”)
and an asset account called nostro (“ours”). So S sends the payment instruction to S*, which
then makes the payment to R* via the foreign central bank’s clearing system. The current
account is then settled quite rarely, say once a quarter or whenever the balance becomes too
big. The main point of postponed settlement of the loro/nostro accounts is of course a kind of
netting over time. The way the party with the surplus receives a genuine payment for the net
remaining balance—since transfers via the central bank are not possible between S and S™—is
to spend the balance: simply buy securities or withdraw cash. Correspondent banking is slow
and expensive, especially with payee-driven payments: a check has to be sent abroad, from S
to S*, and then to R”, and each has to handle and record it, etc.

There are international wire (or bank-transfer) systems too. Europe’s postal banks have set
up Eurogiro, which delivers fifth-day value as the default option: the beneficiary can withdraw
cash the fifth working day after the payment is initiated. Second-day value is available, at a
price, as well as quasi-immediate value, via Western Union, a U.S. telephone/telegraph
company that has been offering fast wiring services for ages. The most important player,
however, is the Society of Worldwide Interbank Telecommunication (SWIFT). SWIFT was set
up as a cooperative, after World War II, by JP Morgan, near Brussels (BE), and later
transferred to a consortium of banks. SWIFT transmits messages between banks, well over ten
million of them per day, for a small fee; any free cash flow remaining after SWIFT has paid its
expenses is then paid out to the shareholding banks. Payments via SWIFT mean same-day
value. Other services offered by SWIFT (and Eurogiro) include the option to have a local
check printed out in the beneficiary’s country, by SWIFT or Eurogiro; that check is then
immediately delivered to the debtor’s bank, thus avoiding mail float.

2.3 International (“Euro”) Money and Bond Markets

In the previous section, we mentioned that one can deposit a USD check into a sight account
with a bank located outside the United States. One can, however, also make a time deposit by
depositing the USD with a U.K. bank for, say, three months. In return for interest income, the
owner of these funds then transfers the right to use the money during that period to the UK.
bank. This is an example of a “eurodollar” transaction, in the sense that the dollar is deposited
in Europe, outside the dollar’s home turf.



In this textbook, money and capital markets are called international if the currency of
denomination is not the official currency of the country where the transaction takes place. The
traditional name for international markets, still frequently used, is euromarkets—euromoney
and eurobond markets, for example—and especially eurodollars. This name made sense
initially, since the only international markets in those days were those for dollars in Europe
(including the United Kingdom). The terminology became more artificial when the term was
applied not just to eurodollars but also to other currencies. Deutsche Marks deposited in Paris
were then, somewhat confusingly, called euro-DMs. Things became quite problematic when
the European Union coined its new common currency, the euro: a euro-deposit in London
(outside Euroland) would then, bewilderingly, be called a euro-euro. There have been calls to
use the prefix xeno- to indicate such extranational transactions, but this has not caught on. For
this reason we use the term “international” where others might still use “euro-.” Another
candidate term might have been “offshore,” but this word has a connotation of “exempt from
domestic tax rules,” like a ship in international waters—which is not what we have in mind
here.

Example 2.5. A Norwegian investor may deposit USD with a bank located outside the United States, perhaps in Oslo or in
London. This deposit is then considered an international deposit. (USD deposits with an infernational banking facility, a
U.S. banking institution that is deemed to be outside the United States as far as banking regulations are concerned, are also
considered to be not U.S.) In contrast, if the USD deposit is made in the United States, the transaction is a domestic deposit.

Such international markets have long antecedents. In many European trading centers, bankers
have been accepting deposits and trading commercial paper denominated in many different
currencies since the Middle Ages (see figure 2.4). The prefix euro- was first used for USD
deposits and loans made in Paris and especially London after World War II when the USD
replaced the GBP as the leading international currency. Later, such international markets also
emerged for other currencies.



In Bruges, the main trading center in the Low Countries (Benelux) until the late 1400s, exchange transactions and discounting
and trading of bills took place on a little square in front of two inns, Ter Beurse (picture) and De Oude Beurs, named after the
innkeeper, Van der Beurze (beurs means purse)—hence the continental words bdrse, beurs, bourse, bolsa, borsa, and so on, for
organized capital markets. Bruges’s Beurs was rather informal by current standards, but it drew up a rulebook in 1309, including
the opening and closing bell still found in the NYSE. The first truly organized exchange in the West, with fixed opening hours,
rules, members, and such, was the Beurs of Antwerp in 1531; commercial paper and T-bills were traded in the afternoon while
commodity forwards and options were traded in the morning. One of the Beurs’s members was Lord Thomas Gresham—yes,
the Gresham of good and bad money—who soon convinced Elizabeth I to build a similar bursa in London, 1565. (She later
changed its name, by decree, into Royal Exchange. Do read Gresham’s CV on Wikipedia, incidentally: the SEC would jail him,
nowadays.) Rotterdam and Amsterdam followed in 1595 and 1613, respectively. Amsterdam’s addition was the anonymous
joint-stock company and the corporate bond (the Dutch United East India Company issued shares and bonds in 1603). (Author’s
photo.)

Figure 2.4. Bourse, borse, borsa, beurs, bolsa, exchange.

Banks accept deposits in order to relend them: international deposits must also be
accompanied by international loans. The development of international money and loan markets
was followed by the opening of markets for securities, the first of which was the international
bond market. A more recent phenomenon is the international commercial paper market; an
international equity market is also emerging. We shall discuss these markets in chapters 16—18.

There are many reasons why some investors preferred to make their USD deposits outside
the United States, as well as why there was (and is) so much USD borrowing outside the
United States. One of these reasons was that the international markets were less regulated than
the United States market. There has been substantial deregulation everywhere, but for a long
time the absence of reserve requirements, deposit insurance, transaction taxes, withholding
taxes, etc., made international transactions cheaper than similar transactions in many domestic
money markets. Also, it was comparatively easy to evade income taxes on income from
international deposits, which further increased the attractiveness of this market. These factors
have allowed the emergence of a market for large, wholesale deals, at interest spreads that are



narrower than the spreads that typically prevail in domestic markets. A detailed discussion of
these and other explanations for the success of eurocurrency markets is provided in chapter 16.

One thing is certain, however: in order for many dollars to end up in the hands of non-U.S.
companies and individuals, the United States must have had a long and persistent deficit on its
current account. This brings us to the next topic, the balance of payments.

2.4 What Is the Balance of Payments?

In this section, we explain the balance of payments accounts and its subaccounts, along with the
accounting convention used to record transactions in these accounts.

2.4.1 Definition and Principles Underlying the Balance of Payments

The balance of payments (BOP) account is a statistical record of the flow of all financial
transactions between the residents of one country and the rest of the world over a given period
of time (usually one year). Transactions are grouped in “source” and “use” tables. If you are
familiar with basic accounting, you can think of each transaction being recorded twice, like
under double-entry accounting: once as a source and once as a use.

* Sources get a plus sign (credit). The source side of a deal tells us where we obtained
the money in the international transactions. We could have earned some (goods or
services sold, or income from labor or capital or real estate), we could have sold assets,
we may have borrowed, or (note this!) we could have depleted our bank account. Some
money or assets might even have been brought along by immigrants.

» Uses get a minus sign (debit). The use side of a deal tells us what we did with the
money. We may have bought goods or services; we could have paid foreign workers or
investors or landlords; perhaps we purchased assets or lent money internationally, or
gave it away as development aid; or (note again!) we may have added money to our bank
account.

There 1s an account for each possible source and use. It is customary to group these accounts
into the following groups and subgroups; do read the list shown in table 2.4 and the resulting
BOP, table 2.5.!% Most entries are pretty obvious—except perhaps for changes in financial
items, and primarily so for liquidities, where it is very tempting to think of the entries in terms
of corporate balance sheets rather than sources/uses. It is probably worth spelling out the
likely source of confusion.

Note, indeed, from the definition, that the balance of payments, being mostly a record of the
flow of payments over a period of time, does not describe the country’s stock of foreign assets
and liabilities; in that sense, it is not at all like a company’s balance sheet. Rather, just like a
corporation’s sources-and-uses statement, the BOP analyzes and explains changes in
consecutive assets-and-liabilities statements. Yet, when we see an entry like “CAD liquidities:
+10m” or “securities: -5m” we are likely think of changes in balance-sheet items and we
would therefore misinterpret the sign. BOP entries are nothing like balance-sheet items or
changes therein. The above entries mean that, of all the money that we used in international



payments, 10m was obtained out of our bank accounts (source, +) and 5m was used (—) to buy
securities. The signs for sources and uses are opposite to those of changes in the balance sheet.

Table 2.4. Classification of various international sources and uses of funds.

* The current account (or group of accounts, really):

— “merchandise”: goods sold (+) or bought (—) internationally

— “services”: services sold (+) or bought (—) internationally, including consulting,
insurance, and so on

— “income””:

* from labor: wages earned (+) or paid (—) internationally
* from capital: interest or dividends earned (+) or paid (—) internationally

—unilateral income transfers, inward (+) or outward (—): repatriated wages, etc.
* The capital and financial account (really, a group of accounts, again):

— “capital account”: unilateral transfers like aid received (+) or granted (—), assets
brought in or taken out by immigrants

— “financial account”: tradable assets, or contractual assets or liabilities with similar
effects as traded assets:

* private transactions:
— FDI: inward (+) or outward (—)
— securities sold (+) or bought (—) internationally
— derivatives sold (+) or bought (—) internationally
— loans received (+) or granted (—) internationally
— changes in liquidities
— other

* central-bank transactions (similar)

* Statistical discrepancies

Example 2.6. If countries had balance sheets like companies have, a decrease in the balance-sheet item “securities” would
have meant a sale of assets (AAssets < 0), but this is a source of cash (+). Or, in another example, if a company uses Sm to
buy securities, this purchase is booked as a use (—) for the “securities” line in a sources-and-uses table, but the corresponding
balance-sheet position goes up, not down. Do not mix these things up.

Note also that the BOP is related to the exchange market, but far less than is sometimes
claimed. Within Euroland, countries still make euro payments to each other, all of them
recorded in the BOP, even if there is no exchange transaction. Or one Australian can exchange
pounds for dollars with a fellow Australian; here, there is an exchange transaction but no
international payment. Likewise, a Japanese company holding dollars can pay for imports from
the United States without making an exchange transaction, even though there will be a double



entry into the BOP. There is only a very close link between the BOP and the exchange market
under what one might call the late 1940s’ scenario: every country has its own currency, and
residents of country X only hold their own currency, never any foreign one.'> In that setting,
every international transfer is an exchange transaction too. But the emergence of international
money accounts has considerably weakened the link between the balance of payments and the
exchange market.

Table 2.5. The balance of payments: new definition.

{(a) Sources (h) Uses Balance = (a) = (b)

1. Current transactions

+ xporis ol goods Imporis ol goods = Merchandise balance
+ Ixports ol services — Imports of services = “Invisibles™ balance
+ Factor income received — Factor income paid = Nel [actor

+ Labor — Labor income received

+ Capital — Capiral
+ Unilateral, inc, — Unilateral, inc. = Unilateral, inc.

transfers IN transfers OUT translers balance

Subtonal = Current account
balance = CA

2. Capital and linancial (C&F) ransactions

+ Unilateral asset Unilateral assel = Capital account
iranslers OUT translers IM (new delinition!)

+ Private sales of assets  — Private purchases ol assels
+ Inward FDI — Ouiward FDI = Nel private
+ Shares, bonds sold shares, bonds bouglhi sales ol assels
+ Derivatives sold — Derivatives bought (Formerly = KA)
+ Other assets sold — (ther assets bought

+ Central bank’s Central bank's = Met central bank
sales ol assels purchases of assels assel sales =1 —ARFX

Sulbtonal = C&F accoum
balance =: KI'A

3. Statistical discrepancy

+ (Unrecorded infllowsP = (Unrecorded outflows)® = Nel errors and
omissions = E&O

Grand total CA+KFA+ RO =10

Only net errors and omissions are observable.

A further implication of the BOP definition is that every “source” must be ‘“used”
somewhere, which means that every entry must have a counterpart. In other words, if you hear
or read that a certain country has a balance-of-payments deficit, it must be referring to some
subtotal in the BOP, some subgroup of accounts rather than the whole BOP account. Thus, when
you hear about a deficit, you should always ask yourself to which subaccount of the BOP
reference 1s being made. Old texts occasionally refer to a net excess credit booked by the
central bank as “the surplus on the balance of payment.” In books or the printed press, the term



“balance” may refer not to the sources-and-uses table as a whole, but to one of the net
surpluses or deficits (that is, the result of credits minus debits) for a subgroup indicated in
table 2.5. For example, one often uses the term merchandise balance or trade balance for net
exports of goods, invisibles balance for net exports of services, and current-account balance
for the sum of the above plus net inward income transfers. But hasty writers may very well say
“BOP surplus” when they mean “trade surplus” or “current-account surplus.” Newspapers and
the like can be amazingly sloppy about this, contradicting themselves as if there were no
tomorrow.

DIY Problem 2.1. A “training” question on www.fxcm.com (November 2006) was “What happens to the USD if the U.S.
trade deficit widens due to Japanese sell off of U.S. treasuries?”’

» Why is this gobbledygook? (Do be gentle.)
» What might they really have meant?

» What additional information would you need to answer the question?

In table 2.6 we show a few examples of how the omniscient statistician in the sky would
record various transactions. We dissect each deal into its two legs (source, use) and indicate
the account where each half belongs.

DIY Problem 2.2. Read the three examples worked out for you in table 2.6, then complete the three remaining ones.

2.4.2 Some Nitty-Gritty
There are a few technical details to be added.

Table 2.6. Six records in Canada’s theoretical BOP.



Transaction se (<) or source () Credit - Debit

1. StarDucks Canada, a Canadian firm, Current (=), ~ 1 00m
imports CAD 100m worth of coflee {merchandise)
[romm Ghana AraColl...
and pays Tor it by wansferring CAD  Financial (+), +100m
100m from its account at CIBC (a (CAD liquidities)

Canadian bank) 1o AraColl’s account
with the Bank ol Nova Scotia

2, StarDucks uses the services ol Accra Current (=), -10m
Stevedoring, worth 10m, ., (services)
and pays Tor it by ranslerring USD  Financial (+}, +10m
7.5m (CAD 10m, alter translation) (USD liquidities)

from its account at CIBC 1o
Stevedoring's account with CIBC

3. The University of Brunswick at Financial (), 15m
Colomba (UBC) sells 15m worth of (securities)
bonds 1o a London broker
and receives CAD 15m into s Financial {=}, +15m
account at Brunswick Bank, from (CAD ligquidities)

the broker's accoumt with
Bank ol Toronto

4. A prolessor at UBC tenders 10m
shares in an acquired Canadian firm,
valued at CAD 77m, to a 115,
acquirer...
and receives 2m shares of the
acquirer in return

o atarDucks exports Tm worth of coflee
mugs 1o the Dutch Amtilles...

.. return For a trade Bill accepied

by the customer, pavable 90 days

6. A customer of StarDucks, however,
pays the CAD 1m 75 days early...
.and StarDucks sends back the
trade bill

Accruals versus cash accounting. The examples work on what accountants would define as an
accruals basis: exports or imports are recorded when the invoice is sent, not when the payment
is being done. In practice, the BOP is put together by the central bank, which uses information
from commercial banks on actual payments. Thus, a real-world BOP would not show
transaction 5 (StarDucks exporting mugs, payment 90 days), as the central bank would not be
aware of that contract; instead, records 5 and 6 would show up in a merged version (exports
+1m, liquidities —1m) when the payment occurs.

Economically, however, showing record 5 would have made sense. By comparing customs
data with central-bank data one can get an impression of the size of the change in
internationally outstanding accounts receivable (A/Rs) or accounts payable (A/Ps).

CIF versus FOB. Imports are usually booked at a value cost, insurance, freights (CIF), so in
reality they include an “invisibles” or service component. Exports, in contrast, are usually
valued free on board (FOB), not including freight and insurance. This is one reason for not
focusing on the merchandise balance on its own. The current account makes much more sense
as it contains the sum of goods and services trade; misclassifications a /a CIF/FOB do not
matter if we look at the total, and even apart from this there is no good reason why the



merchandise subtotal would be intrinsically more crucial than the invisibles one.

FDI versus portfolio investments. If shares in an existing firm are bought, it is deemed to be
direct investment if the investor acquires a controlling share or at least participates in the
management of the firm. Portfolio investment, on the other hand, refers to a transaction in
which securities are held purely as a financial investment. For clerks in statistical offices it is
often difficult to distinguish between direct investment and portfolio investment and, typically,
the classification is made on the basis of the proportion of the firm held by the investor. The
cutoff level of ownership beyond which an investment is classified as direct investment varies
between countries but is usually around 10%.

Foreigners versus nonresidents. We talked about international transactions without stating
precisely what was meant by this. They could be defined by using a nationality criterion: any
deal between a national and a foreigner would be recorded even if no goods or assets cross
borders (because the foreigner lives here, or the national lives abroad). Alternatively, the
criterion could be on the basis of residence not nationality. The choice is linked to how one
views the other national accounts: does gross product refer to all value added by residents
(gross domestic product) or by nationals (gross national product)?

Old versus new definitions. The definitions we used were implemented as of the second half
of the 1990s, but if you check older books or statistics, these are likely to use different
meanings. First, all unilateral transfers used to be part of the current account; now, unilateral
capital transfers (such as assets brought by immigrants, or development-aid grants, or debt
forgiven) have been moved into the capital account, which is a subtotal of the capital and
financial account. For generous countries like Norway, moving development aid—a use,
therefore a minus—out of the current account has a big positive impact on the current-account
balance, but it does not reflect any real change: there is an offsetting hole in the financial
account. Second, central bank deals used to be reported separately, rather than alongside the
non-central-bank players (which coincides mostly with the private sector). Third, in the old
terminology one said “capital account” for what is now called the non-central-bank part of the
“financial account”; do not get confused. Lastly (and most trivially), one now uses “statistical
discrepancies” for what used to be called, too honestly perhaps, “net errors and omissions.”
We have not yet discussed this one, so here goes.

2.4.3 Statistical Discrepancy: Errors and Omissions

The last item in the BOP is the statistical discrepancy. Since any sources-and-uses statement
must balance by definition, the foreign exchange transactions in the current account and those in
the capital account should sum to zero. That s,

CA + KFA = 0. (2.2)

This says that if you spent more than you earned (CA < 0), then you must either have borrowed
or sold some of the family silver (KFA > 0). (Remind yourself how selling assets means a +.)
In practice, there is a problem with measuring all transactions accurately. KFA contains the
change in the reserves, and it is reasonable to assume that, in most countries, there is little



error in that item. However, the measurement of the other items can be quite difficult and errors
can occur easily. Commercial banks do not ask for details when the amounts involved in
international payments are small; as a result, the central bank has to guess what the small deals
were used for, or just book them as “unknown.” It is also a safe bet that at least some of the
reported deals misstate the purpose, for instance for tax reasons. And, of course, there is no
foolproof way to detect international payments in cash. Nor can the central bank double-check
its export and import data with the customs data. One reason is that the timing of recognition
differs, with the bank using a cash basis and customs an accruals basis; and also, of course,
customs do not know everything correctly. It is generally believed that the errors on the KFA
are larger than those on the CA.

Thus, in terms of statistically recorded transactions, equation (2.2) generally does not hold
as an equality. So when we work with estimated CA and KFA numbers—indicated, below, by
the hat over the symbols—the item errors and omissions (E&QO) must be added to the left-hand
side to get an equality relationship:

CA + KFA + F&O = 0. (2.3)

The E&O term can be surprisingly large, sometimes of the same magnitude as the CA and KFA.
Thus, one needs to be very careful when reading these accounts and very cautious in
interpreting the data from the BOP.

Throughout the rest of our discussion of the BOP, we shall think in terms of the more
relevant true (hatless) exports of goods, services, and assets rather than the recorded (hatted)
figures; thus, equation (2.2) holds as an equality by definition of “true” numbers. In the next
section, equation (2.2) is used to analyze the relationship between a country’s fiscal policy and
its BOP accounts.

2.4.4 Where Do Current Account Surpluses or Deficits Come From?

A deficit on the CA means that the country as a whole is spending more abroad (buying goods
and services, or giving money away) than it is earning from abroad. By looking at the rest of
the national accounts we can see who is responsible and to what extent for the overall deficit,
the private sector or the government. There is a direct link between the CA and the private-
sector and government surplus or deficit. The equation, to be derived below, is as follows:

Private Tsurplus G's s&rplus

where S, is private-sector savings, [, is private-sector real investments, Tx is the government’s
tax revenue, C, is government consumption (spending other than investment), and /, is the
government’s real investments.

The first bracketed term is the private-sector free cash flow, savings minus real investment.
The second one is the surplus on the government budget: tax income minus government
spending.'® Thus, if both the private sector and the government have a surplus, the country as a
whole is in surplus, meaning that the current account must be in surplus too—and vice versa.



Example 2.7. In Japan, where since the mid 1990s the government has been running big deficits, the CA remained positive

because the private-sector surplus was so huge. 17

Example 2.8. Q. Suppose you were Groucho Marx, the President of Freedonia, and you lowered taxes while increasing
government spending, in a country going through an investment boom but with virtually no savings. What would be your
prediction regarding the current account?

A. You predict overspending for both the private sector and the government. The aggregate overspending will show up in a
current-account deficit which must be financed by a capital-account surplus. Thus, Freedonia must borrow (e.g., sell bonds to
foreigners), or dispose of shares in domestic or foreign companies, or sell other assets (like its famous Stonefeller Center, its
renowned NGN Studios, or its beloved Kreissler Corporation).

For the intellectually ambitious reader, here is the story behind equation (2.4). One macro
accounting relation looks at total availability of goods (and services, but let’s keep it short)
and their destination. Goods are made available by local production (with final net output ¥) or
imports (M). What is available can be consumed (C), or invested in machinery or research (/),
or exported (X). Where appropriate we add a subscript “p” (for private) or “g” (government).
Thus,

I'_‘f'"l % i J 8 v ]
Ourput (Local) “absorption” Net X

This equation focuses on the goods side of production and tells us where the goods that were
produced or imported ended up: in the consumers’ stomachs, or as machines in the factories, or
abroad. But selling goods also generates income or, more precisely, value added. Thus, the
next equation dissects the income side into various destinations: private-sector income can be
spent in private consumption, or saved (S,), or surrendered to the tax man (Tx), or transferred

to foreigners as interest or dividends or wages or repatriation of income (Tr):

Y=CG+Sp+Tr+Tx. (2.6)
Combining both equations we get
Co+L+L+X-MZ y_c, " s, +Tr+Tx (2.7)
or
X—M=Tr=[85—k] +[Tx=Cs~ rg],'} .
> CA=[S-L]+[Tx-C —Ig],
which finishes the proof.

2.4.5 The Net International Investment Account

As described above, the BOP is an account that keeps track of the flow of foreign exchange
into and out of the country. To measure the result of these cumulative inflows and outflows, we
have the net international investment (NII) account, or the net external assets account. The
NII account tries to measure the net ownership of foreign assets. That is, the NII account is
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designed to measure a country’s stock of international assets and liabilities—somewhat like a
company’s statement of assets and liabilities, except that the NII account omits domestic assets
owned by residents.

Example 2.9. Here we compare the BOP and the NII account. Suppose that you keep two accounts. The first account
keeps track of your income and expenditures during the year. This account informs you about the inflow (sources) and
outflow (uses) of funds each year and is analogous to a nation’s BOP account. The second account shows you how much
money you have accumulated at the bank and (assuming you have no other assets) your net asset position. In itself, this
account represents your solvency at a given point in time. This second account is analogous to the NII account. The NII
account is what we should look at in order to judge the ability of a country to meet its international debts without having to sell
locally owned domestic assets. Thus, while the BOP tells us whether a country’s asset portfolio is getting better or worse, the
NII account tells us how good or how bad things actually are, in an absolute, cumulative sense, at a given point in time.

We now consider an example at the level of a country, rather than an individual.

Example 2.10. We must look at stock versus flow information from the BOP and the NII account. Suppose that a country
has been running a current-account deficit of USD 20 billion for each of the last three years, but its NII account has a positive
balance of USD 1,000 billion. Then, even though the current-account balance in the BOP accounts reflects a deficit, given the
large positive balance in the NII account, this current-account deficit is not a problem—at least, not at this time.

There is obviously a link between the BOP and the NII account; increases in the amount of
foreign assets owned add to the NII account. That is, the combined balance on the current and
capital accounts leads to a change in the net asset position of the country. This change is
reflected in the NII account. Recall, however, that transactions in the current account and
capital account are not recorded perfectly. For example, unrepatriated earnings are not
recorded in the current account, nor are changes in the market values of foreign assets (arising
from either a change in the local value of these assets or a change in the exchange rate). Thus,
the true NII account may change in a way not fully explained by the official BOP statistics.

Example 2.11. There may be large differences between the estimated net asset position of a country and the NII account
computed from the BOP. In 1992, the NII account balance for the United Kingdom was reported as GBP 60 billion. However,
the true mid-1992 net asset figure was estimated by one source as somewhere between GBP 80 and 100 billion.

A CA deficit and a deterioration in the NII account balance are traditionally viewed as bad
news for the country and its currency, so they may lead to government action. This is especially
true 1f the government wants to maintain a constant exchange rate and feels that it is threatened
by a deficit.

Example 2.12. Q. Go back to Groucho Marx’s Freedonian CA deficit. What would be your prediction regarding the NII
account and the strength of the Freedonian crown (FDK)?

A. If the CA deficit goes on, Freedonia’s NII account, which was hugely positive in the 1960s, will go into the red (i.e., the
country’s foreign-held debts exceed its foreign assets). Foreigners may be very happy to buy the Freedonian assets if there is
a stock-market bubble going on, but absent this they will be prepared to buy more and more Freedonian assets only if the price
falls. A drop in the value of the FDK is one way to achieve this.

This brings us to the last topic of this chapter: exchange-rate regimes.

2.5 Exchange-Rate Regimes

We have seen how money is created and how it is transferred from one owner to another owner



in a different country. In the examples we considered, money was transferred as a payment for
goods, but very often this entails an exchange transaction: the importer buys the exporter’s
currency and pays, or the importer pays in her own currency but the exporter then converts this
money into her own money. Exchange transactions are, per definition, also needed when
somebody wants to shift investments from one currency to another. The price that one pays for
one unit of the foreign currency, in such a transaction, is the exchange rate. This rate depends
on the supply and demand for the foreign currency. Very often governments instruct their central
banks to influence the supply and demand for a currency.

Government intervention in the exchange markets occurs through the buying and selling of
foreign currency by a country’s central bank. In section 2.1.2.5 we noted that such intervention
affects the country’s monetary base and, hence, its money supply. Yet influencing the money
supply is usually not the primary purpose of intervention in the foreign exchange market.
Instead, the main purpose of intervention is to control or at least influence the exchange rate.
Thus, the central bank buys foreign exchange when the exchange rate (the market price of
foreign currency) is too low, and it sells foreign exchange when the exchange rate is too high.
Many central banks intervene on the basis of policy objectives and rules formulated by the
government. Loosely, a country’s exchange-rate regime can be defined as the set of rules that
its central bank follows when buying and selling in the interbank market. These rules can vary
greatly. We shall discuss them briefly in reviewing postwar international monetary history.

2.5.1 Fixed Exchange Rates Relative to Gold

Before World War 1, most countries had an official gold parity; that is, they fixed the price of
gold in terms of their own currency. (This, in fact, refers to the old principle that gold was the
true currency.) After World War I, only the USD had a fixed gold parity, officially USD 35 per
troy ounce of fine gold with intervention points at 34.8 and 35.2.

“You shall not crucify mankind upon a cross of gold,” was how the 1896 U.S. Democratic
presidential candidate, William Jennings Bryan, famously expressed his sentiments about the
gold standard (www.tntech.edu/history/crosgold.html). As the dollar was convertible into
gold, the ratio of outstanding dollars to gold reserves needed to remain credible in order to
prevent runs on the gold stock. For example, an individual feels confident that he or she will be
able to effectively exchange USD notes into gold when the number of USD notes exceeds their
gold backing by only 2 to 1. If, however, the number of dollars exceeds their gold backing by
100 to 1, it is obvious that if, in a period of uncertainty, a small fraction of USD notes is
converted into gold, then the remaining USD notes will have no gold backing left. If the USD-
to-gold ratio is high, the slightest scare is sufficient to send people flying to the bank, trying to
be ahead of the others. Such a stampede then achieves the very event the investors are afraid
of: the bank runs out of gold. Thus, to avert panic, the U.S. central bank (the Federal Reserve)
has to make sure that the money stock does not grow faster than the stock of gold. However,
there is also a limit to the value of transactions that can take place in, for example, one month,
with a given amount of dollars in circulation. For this reason, a limit on the stock of dollars
also imposes a limit on the value of transactions made in dollars; maintaining a credible gold
backing ultimately creates the risk of slowing down economic activity in the United States and
international trade, two domains where USD are used as the medium of exchange. The



necessity of choosing between economic growth and credibility is often called the Triffin
Dilemma, after the professor at Yale University who again pointed out the problem in the early
1960s.
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Figure 2.5. The gold price, 1968-2007. The plot shows the monthly average of the daily fixings in the London market (“free”
market, during Bretton Woods: the “official” market, open only to central banks, had a fixed price till 1973). I first plot the price
and then the log price, which helps you see where the rates of return (as opposed to absolute price rises) were the biggest.
Thus, percentage-wise the rise 1977-80 was much more pronounced than the 1998-2007 hike. The 1980 peak was also
spectacular in the sense that if corrected for general (CPI) inflation, it amounts to about USD 1,000, a price level that
reappeared only in 2008. (Source: Underlying data are from DataStream.)

The United States did not restrict the supply of dollars after World War II. Internally, this
was no problem, because U.S. residents were no longer allowed to convert dollars (or any
other currency) into gold. Externally, there was a problem, though: the Vietham War and the
Great Society Program created a government deficit, leading to a CA shortfall, financed by
large-scale transfers of dollars to foreigners. Unlike U.S. residents, these non-U.S. investors
and central banks could always buy or sell gold (at USD 35) in the London gold pool, where
the Federal Reserve stabilized the USD gold price by using the pooled gold stocks of the
central banks of most Western nations. Decreased credibility led to minor runs on gold, which
further decreased credibility, which led to more runs on the gold stock. The U.S. Federal
Reserve, which had held about two thirds of the world’s gold stock in the late 1940s, soon saw
its reserves dwindle. In the mid 1960s, the official gold market had to be closed to all private
investors, while central banks were expected to avoid buying gold from the Federal Reserve.
(France, notably, did not oblige.) In 1971, the official gold price was raised from USD/oz. 35
to 38, but that did not avert the ultimate collapse of the system. In 1972, the U.S. government
gave up all pretense that the USD was convertible into gold at a fixed rate. The gold price
soared, and has mostly been in the range of USD 300—600 ever since (figure 2.5). In the most
recent decade (1998-2007), the low was about USD 250 (mid 1999), the high at the end
(800+), part of a general commodities boom that is commonly ascribed to China’s demand—
even though I think hedge funds helped too. In early 2008, the price went over the USD 1,000
mark.

Besides the Triffin Dilemma, the gold standard suffered from the fact that gold has industrial
uses and is expensive to mine. From that perspective, the use of gold as the basis for a
financial system is a waste of scarce resources. Finally, some politicians objected to allowing
major—but politically incorrect—gold producers like South Africa and the USSR cheap



access to USD, while others resented the crucial role and seignorage gains this system granted
to the United States.

2.5.2 Fixed Exchange Rates vis-a-vis a Single Currency

Under a fixed exchange-rate regime, the government wants to guarantee a virtually constant
price for a particular foreign currency, and instructs the central bank to buy or sell as soon as
the exchange rate deviates by x% from that constant rate. The target exchange rate is called the
country’s official parity.

This system was strongly recommended under the Bretton Woods Agreement, signed in 1945
by the major Western nations. For instance, between 1949 and 1967, the United Kingdom set
the central parity with respect to the USD at USD/GBP 2.8, and instructed the Bank of England
(BoE) to intervene whenever the pound’s value rose to 2.821 or dropped to 2.779. Thus, the
intervention points were set by the government at 0.75% on each side of the official parity. As
long as the BoE did not run out of USD, it would sell USD when the dollar became too
expensive. If the dollar became too cheap, the BoE would buy. Likewise, Germany set the
central parity at DEM/USD 4, and the Bundesbank would always make sure that the USD
stayed in the range DEM/USD 3.97-4.03.

Note that the United States did not declare an official parity with respect to any other
currency; the Federal Reserve was never under any obligation to intervene in the exchange
markets. Note also that there was no official parity (and hence no intervention) for non-USD
rates either, for example DEM/GBP. There are, of course, implicit, indirect bounds on what the
DEM/GBP rate can be: if there are limits on how expensive the USD can be in terms of DEM,
and limits on how expensive GBP can be in terms of USD, there is obviously an implied limit
on how expensive or cheap GBP can become in terms of DEM.

Fixed exchange rates work satisfactorily only as long as the countries maintain their
competitiveness, but this requires similar economic policies. To see this, note that the United
Kingdom could not possibly have 100% inflation and still maintain the exchange rate if its
trading partners have near-zero inflation: with a stable exchange rate, the UK.’s exporters
would have to quit foreign markets, and British firms selling in the United Kingdom would
likewise be wiped out by foreign producers. In short, fixed rates require similar inflation rates
across countries, which, in turn, requires coordination of economic policy. There was very
little policy coordination in the period following World War II, however, and this ultimately
led to the demise of the fixed-rate system. As of the early 1960s, the comparatively high
inflation rate in the United Kingdom meant that GBP became manifestly overvalued (UK.
producers could no longer compete at USD/GBP 2.8), while DEM was undervalued (German
producers could undercut anyone anywhere, at DEM/USD 4). Also, international trade and
exchange, heavily restricted immediately after the war, were gradually liberalized. With
everyone free to buy and sell foreign exchange, and with a rapidly growing volume of
international transactions, the BoE had to buy more and more GBP (that is, sell USD) if it
wanted to support the value of GBP. Likewise, the Bundesbank had to buy more and more USD
to support the price of the USD and to keep down the price of DEM. As a result, the BoE
frequently ran out of USD while supporting GBP, and the Bundesbank accumulated too many



USD.

Often, the Bundesbank lent USD to the BoE (under a swap arrangement; for more details,
see chapter 7), or the United Kingdom borrowed USD from the International Monetary Fund,
but these were only meant to be solutions to temporary problems. The idea, under the Bretton
Woods Agreement, was that structural misalignments should be corrected by changes in the
official parities (re- or devaluations). But this did not work very well. For one thing, the
difference between a structural problem and a temporary problem was never defined.
Moreover, devaluations were perceived by politicians as a sign of defeat, while revaluations
were also unpopular because they hurt exporters. Nor did the IMF have the supranational
power to impose parity adjustments on member countries. The result was that parity
adjustments were postponed too long. As we have argued in the preceding section, the
USD/gold parity had also become unrealistic by that time. The combined effect of
disequilibrium exchange rates and gold prices led to the collapse of the system of fixed
parities in 1972. Since that year, the currencies of the major OECD countries have floated with
respect to the USD.

Some countries still maintain fixed exchange rates, with narrowish intervention bands,
relative to one currency. A supposedly foolproof way of guaranteeing such a fixed rate is
having a currency board instead of a central bank. The roots of this system were in the
colonial period, where a local institution issued a local currency but was not allowed to
pursue an active monetary policy; rather, it just exchanged, say, Belgian francs into Congolese
francs or vice versa, one to one, and issued no extra Congolese francs via any other means
(figure 2.6). In a modern currency board, the idea is similarly that (1) the board can issue local
currency only if agents freely want to obtain it in exchange for hard currency, and (ii) the board
has to take back local currency in exchange for hard currency if investors prefer so. From rule
(1), all local currency should be fully backed by hard currency, so rule (i1) should pose no
problems. Monetary policy is to be passive, just determined by the economy’s demands—a
libertarian’s wet dream. It should also be fully immune to speculative attacks.

Figure 2.6. A bank note printed by a colonial currency board. The colonial central bank for the Congo, Rwanda, and Urundi
(now Burundi) used to exchange local francs for Belgian francs and vice versa. After independence (mid 1960), Congo’s
currency board (conseil monétaire) initially just printed a reference to the Republic of the Congo on the old colonial notes. The
Dutch at the bottom means “one thousand francs payable at sight” (“duizend frank betaalbaar op zicht”) and “the counterfeiter
is punished by forced labor” (“de namaker wordt met strafdienst gestraft™).



In reality, the above predictions can be confounded. Argentina set up a currency board
regime in 1991 (choosing, perhaps ominously, April 1 as the starting date), under which the
Argentine peso was pegged one for one to the U.S. dollar. On January 6, 2002, the system
collapsed ignominiously. How was this possible? First, in modern practice the 100% coverage
only relates to M,,: the currency board only deals with commercial banks, not with the general

public, and lets M, wax and wane if and when the commercials banks demand more or less

local currency. But the commercial banks themselves can (and do) create far more money on
their own, and this extra is not fully backed by foreign exchange (forex) reserves. So,
speculative attacks are still possible, with investors starting a run on their banks to convert
their electronic pesos into cash pesos (and those, hopefully, into dollars), a demand that
commercial banks cannot possibly meet. In the end, Argentina’s government froze all peso
deposits. Second, a credible board should make risk-free hard-currency investments only,
which rules out government financing. Nor should the board act as lender of last resort or
overseer of the commercial banks: that would conflict with its supposed fully passive
monetary stance. But Argentina’s board did act as lender of last resort during the Mexican
crisis (1995), and was allowed (and expected) to invest in government bonds rather than just
hard currency. So, even M, was not fully covered, with the backing occasionally falling as low

as 83%. Third, even if the board had been able to defend the exchange rate, ultimately the
decision to maintain or cancel the system still remained a political issue. The rate can turn out
to be less attractive than politicians first thought. For instance, after Argentina’s huge neighbor
and competitor, Brazil, devalued massively in 1999 and the USD had risen against the yen and
the European currencies, the peso had a much harder time, and politicians had second thoughts
about the one-to-one fixed rate. Also, when the speculative attacks came, interest rates rose to
40-60% as investors dumped peso commercial paper and bonds. This was very costly to the
government, which was running huge deficits. So, in the end, the politicians pulled the plug.

Table 2.7. Exchange-rate regimes and anchors of monetary policy, 2004.

No separate currency as legal tender (40)

Another country's money Ecuador, El Salvador, Kiribar, Marshall Island, Micronesia,
is legal tender Palau, Panama, San Marino

East Caribbean Antigua and Barbuda, Dominica, Grenada, Saint Kitts and
currency union Mevis, Saint Lucia, Saint Vincent and the Grenadines

West African Economic Benin, Burkina Faso, Ivory Coast, Guinea-Bissau, Mali,
and Monetary Union Niger, Senegal, Togo

Central African Economic and Cameroon, Central African Republic, Chad, Republic of
Monetary Community the Congo (Brazzaville), Equatorial Guinea, Gabon

Euro area Austria, Belgium, Finland, France, Germany, Greece,

Ireland, Italy, Luxembourg, Netherlands, Pormgal, Spain

Currency board arrangements (7)

Argentina, Bosnia-Herzegovina, Brunei, Hong Kong (People's Republic of China),
Dijiboud, Estonia, Lithuania




Other fixed peg or de facto fixed (40)

Against single Aruba, Bahamas, Bahrain, Bangladesh, Barbados, Belize,
currency (30} Bhutan, Cape Verde, People’s Republic of China
(mainland), Comoros, Iran, Jordan, Lebanon, Lesotho,
Macedonia (FYR), Malaysia, Maldives, Namibia, Nepal,
Netherlands Andlles, Oman, Qatar, Saudi Arabia, Sudan,
suriname, Swaziland, Syria, Turkmenistan, United Arab
Emirates, Zimbabwe

Against basket (10) Botswana, Fiji, kuwair, Larvia, Libva, Malta, Morocco,
Samoa, Seychelles, Vanuat

Pegpged with band (5)

ERM I (1) Denmark
Other (4) Cyprus, Egypt, Hungary, Tonga

Crawling peg (4)

Bolivia, Costa Rica, Nicaragua, Solomon Islands

Crawling peg with band (6)

Belarus, Honduras, Israel, Romania, Uruguay, Venezuela

Managed float (40)

Monetary aggregate Ghana, Guinea, Guyana, Indonesia, Jamaica, Mauritus,
target (11) Mongolia, Sao Tome and Principe, Slovenia, 5ri Lanka,
Tunisia
Inflation targetil) Thailand
Monetary program (19) Azerbaijan, Cambodia, Croatia, Ethiopia, Iraq, Kazakhstan,

Kenya, Kyrgyvzstan, Laos, Mauritania, Nigeria, Pakistan,
Russia, Rwanda, Trinidad and Tobago, Ukraine, Vietnam,
Yugoslavia, Zambia

Other (12) Algeria, Angola, Burundi, Dominican Republic, Eritrea,
Guatemala, India, Union of Mvanmar, Paraguay, Singapore,
Slovakia, Uzbekistan

Independent float (41)

Monetary aggregare Gambia, Malawi, Peru, the Philippines, Sierra Leone,
target (7) Turkey, Yemen
Inflation targer (15) Australia, Brazil, Canada, Chile, Colombia, Czech Republic,

Iceland, Korea, Mexico, New Zealand, Norway, Poland,
South Africa, Sweden, United Kingdom

Monetary program (10) Albania, Armenia, Congo (Democratic Republic),
Georgia, Madagascar, Moldova, Mozambique,
Tajikistan, Tanzania, Uganda

Other (8) Afghanistan, Hait, Japan, Liberia, Papua New Guinea,
Somalia, Switzerland, United States

From the IMF (www.imf.org/external/np/mfd/er/2003 /eng/0603.hun). Note the date,
June 2003, Since then, most notably, the vuan became a floater and Euroland expanded
to encompass Slovenia (2007) and Cyprus and Malta (2008). Slovakia joins in 2009,

This does not mean a currency board cannot work: the Baltic states’ experience with the
system was much more positive, for instance, and so i1s Hong Kong’s. But you should
remember that even this safe-looking regime requires a responsible fiscal policy, and needs a



bit of luck—no bad external shocks, notably.

In table 2.7 we see that, in December 2003, eight countries had a currency board. The table
shows that, apart from the eight currency-board cases, thirty countries went for a traditional
fixed-rate regime vis-a-vis one currency, and five had a fixed-rate-with-band regime. In
addition, fourteen countries use a CFA (Communauté¢ Financiere Africaine) franc, which is
basically fixed vis-a-vis the euro.'® All in all, this means that sixty-nine countries still have
fixed rates. The major OECD countries, however, have adopted different exchange-rate
regimes. In the following sections, we discuss fixed rates as they relate to a basket, multilateral
intervention points (notably, the European Union’s Exchange Rate Mechanism), and dirty
floating.

2.5.3 Fixed Exchange Rates Relative to a Basket

After 1973—74, some countries unilaterally defined a target parity for a portfolio or basket of
currencies with intervention points around that target. Table 2.7 mentions ten countries that
have pegged their currencies to a basket. One such basket is the SDR (panel 2.2). At one time,
Sweden, Norway, and Finland pegged their currencies to another existing basket, the ECU,
which is described in section 2.5.4. Some countries go for a basket of their own rather than
taking an existing combination like the SDR. At one time, this group contained Australia,
Sweden, Norway, and Finland. Before explaining how a basket regime works, we must
consider how a basket is constructed.

Example 2.13. Suppose that since the election of President Groucho Marx the composition of Freedonia’s trade has been
fairly stable: about 60% of trade is with Euroland and 40% with the United States. Thus, Freedonia can create a basket with
these approximate weights for, respectively, the EUR and the USD, and tie its crown (the FDK) to that basket. Suppose the
rates are currently FDK/EUR 3 and FDK/USD 2.5, and that the government finds these rates acceptable. To define the
basket, it would have to find a number (ng) of EUR and a number (npy) of USD such that the EUR has a weight of 60%:

S R (2.9)
Ng X 3+ np x 2.5

Arbitrarily setting np = 1, we find ng = 1.25. Thus, President Marx defines the basket as containing USD 1 and EUR 1.25. 19

Now that we understand how a basket is constructed, let us see how it is used in the central
bank’s intervention policy. The idea is that the basket should always be worth roughly its target
level, FDK 6.25, and not deviate by more than 5%, for example. This implies intervention
points of 5.9375-6.5625. At any given moment, the central bank can compute the spot value of
the basket. If the basket hits or approaches an intervention point, the central bank intervenes: if
the basket is too expensive, the central bank sells USD and/or EUR and buys crowns, and vice
versa.

The earliest antecedent of the European Union was the European Community for Coal and Steel (ECCS), which started off
as a six-country group in 1954 (Benelux (Belgium, the Netherlands, and Luxembourg), France, Germany, and Italy) meant to
control Germany’s “strategic” coal and steel production under the (thin) guise of a joint management of all six countries’ coal
and steel sectors. In 1957, the six then signed the Euratom Treaty and the Treaty of Rome; both became effective in 1958. The
Rome Treaty founded the European Economic Community (EEC), which was a customs union topped up with a common
agricultural policy and free movement of capital and labor. The ECCS, Euratom, and the EEC were soon merged into the
European Community (EC). The United Kingdom, Ireland, and Denmark joined the EC in 1973, Greece in 1981, and Portugal



and Spain in 1986. In 1993, the EC became the European Union (EU), by adding plans for a monetary union, a common
foreign policy, and police and judicial cooperation. Sweden, Finland, and Austria joined in 1995. The number of members rose
from fifteen to twenty-five in 2004, with the Czech Republic, Cyprus, Estonia, Hungary, Latvia, Lithuania, Malta, Poland,
Slovakia, and Slovenia all joining, and to twenty-seven in 2007 (Bulgaria and Romania).

Panel 2.4. Europe: economic community, community, or union?

Example 2.14. If, for instance, the EUR is trading at FDK/EUR 3.2 and the USD at FDK/USD 2.2, the basket is worth 1.25
x 3.2+ 1 x2.2=6.2. This is well within the admissible band (5.9375-6.5625). If the USD then appreciates to FDK/USD 2.5,
the basket’s value increases to 1.25 x 3.2 + 1 x 2.5 = 6.5. This is dangerously close to the upper bound, and the Freedonian
central bank will probably already be in the market to support the crown.

2.5.4 The 1979-93 Exchange Rate Mechanism of the European Monetary System

The purpose of the European Union’s (on the EU, see panel 2.4) initial Exchange Rate
Mechanism (ERM) was to restrict the fluctuations of the currencies of the ERM member states
relative to each other without, however, restricting the fluctuations of these currencies relative
to outside currencies like the USD and the JPY. For this reason, a similar, earlier system was
called “the snake.” (Picture the member currencies as contained within the skin of a snake,
which, as a whole, floats relative to other currencies like the USD and the JPY.) The United
Kingdom joined the system as late as 1991, along with (briefly) Italy, and dropped out in 1992.
Greece joined only in the late 1990s, as a prequel to the adoption of the EUR. The ERM was
the key part of the European Monetary System (EMS), itself a forerunner of the European
Monetary Union (EMU).

The ERM was built around a basket of all EU currencies, called the European Currency Unit
or ECU.? Still, the role of the ECU is different from the role a basket plays in the system
described in section 2.5.3, as we shall see. Here is an outline of how the system worked:

* Politicians and experts thrashed out a set of weights based on the members’ GDP and
share in total trade. At the then-prevailing exchange rates they then constructed a basket
that had the same initial value as the European Unit of Account (EUA), a bookkeeping
unit for payments among the EC and its member states.”!

* Each currency had an official target exchange rate against the ECU. The initial levels
were just the values of the EUA in each currency, inherited from the days of “the snake.”
From all these, a full grid of cross-rates between all member countries was computed.
For example, if Belgium has BEF/ECU 40 and Germany DEM/ECU 2, the implied
“cross” target rate is 20 BEF/DEM.

* Unlike in a pure basket system, intervention was not based on the value of the basket but
on each of the bilateral cross-rates. True, one also watched, for each currency, the
relative deviation between the actual and target value of the ECU, from which a daily
“divergence indicator” was extracted. But this was just a measure of health, not a signal
for actual intervention.

* The system was more cooperative than Bretton Woods. First, both central banks
undertook to maintain, by standard intervention, the actual bilateral rates within a



+2.25% band around the bilateral target parity.>’> Second, governments and central
bankers met periodically to coordinate economic policies. Third, de- or revaluations had
to be negotiated multilaterally rather than decreed unilaterally.

* Any candidate member had to be able to show respectable records on inflation and
interest rates, and a stable exchange-rate history against the ECU, covering two years
prior to application.

The early ERM went through fairly frequent realignments. However, by 1990-91, the system
seemed very stable, with converging inflation rates across member states. When, in 1990, even
Margaret Thatcher admitted that it was not totally inconceivable that the United Kingdom might
at some point consider pondering the option of replacing the GBP by some form of common
currency, the market went delirious. The euphoria was, however, premature. On September 15,
1992, Finland, which was not a member but had unilaterally pegged its FinMark to the ECU,
gave in to continued pressure and abandoned its target rate. Speculation then turned to Sweden,
which soon gave up its own unilateral link to the ECU too, and then to the weaker ERM
members. In a matter of hours the peseta (ESP) devalued, the lira and pound dropped out of the
ERM, and Spain, Portugal, and Ireland reimposed capital controls. George Soros—or his
mutual funds—made a billion dollars. But the Banque de France and the Bundesbank were
able to successfully defend the FRF/DEM rate, and quiet gradually returned to the markets—
until the summer of 1993.

The cause of the currency turmoil during the summer of 1993 was a disagreement about
economic policy. The Bundesbank wanted to stamp out inflation (caused by German
unification) with a strict monetary policy and high interest rates. Many other countries,
including France, preferred to lower interest rates in order to get their economies out of
recession. This led to speculation that France might devalue, so as to be able to lower its
interest rates. Enormous interventions followed. In the end, the ERM admissible band was
widened from 2.25% to 15% each side, which meant a virtual suspension of the ERM. By
early 1994, most currencies had returned to rates within or close to the old 2.25% band, and
Soros had lost the better part of the billion dollars he had gained in 1992. Still, the message of
the 1992-93 turmoil is that the credibility of the system is vital for its survival, and that the
only 100% credible regime is one with just a single currency.

2.5.4.1 European Monetary Union and the Euro

The Maastricht Treaty, signed a few months before the 1992 ERM -catastrophe, contained,
among other things, an EMU plan. To qualify for membership of the Union, a country had to
meet the (in)famous Maastricht criteria. These included total independence of the central bank
from the government, an inflation rate and short-term interest rate that were close to the
average for the best performers, a government deficit not exceeding 3% of GDP, and a
government debt not exceeding 60% of GDP (or at least showing considerable progress
toward that target). Many governments may have been secretly happy with the tough norms:
painful policy measures could now be blamed on “Maastricht” or “Brussels,”? a practice
which also made the EU quite unpopular in some quarters. The United Kingdom and Denmark,
feeling that too much sovereign power would be lost by EMU membership, obtained the right



to opt out of the common currency. The European Central Bank (ECB) would be totally
independent of politics, and its first aim would be to keep average inflation below 2%; growth
and employment were explicitly labeled as secondary. Monetary policy was to be decided by
the ECB’s board (on which all governors of the national central banks sit, plus the ECB
governor and some other ECB top people); the national central banks became mere local
implementors. Lastly, a “growth and stability pact” made the 3% limit on government deficits a
permanent rule rather than just an initial prerequisite for membership. A country in breach of
the rule could be warned, censored, or even fined, but any such countermeasures would be a
political decision, not an automatism.

Table 2.8. The twelve early EUR countries and conversion rates.

Currency Abbreviation Rate
Austrian schilling ATS 13.7603
Beleian lranc BEF 40,3399
Duich eulden NLG 2.20371
Finnish markka FIM 504573
French franc FRI G.55957
German mark DEM 1.95583
Irish pound IEP 193627
Italian lira ITl. 0.787564
Luxemboure [ranc LUF 40,3399
Portuguese escudo PTE 200482
Spanish peseta LSP 166386
Greek drachma GRID 340,750
Slovenian tolar sIr 239,640
Cypriot pound cyp (.585274
Maltese lira MTL 0429300

In the fall of 1996 the name of the common currency, the euro (EUR), was agreed upon, and
soon thereafter the list of qualifying countries. Greece did not qualify yet (it has joined since,
though), the two opt-outs did not want to join, and Sweden said no via a referendum; so, in
early 1999 the EMU started with an eleven-country Euroland plus Greece in the antechamber.
In the period 1999-2001, rates remained irrevocably fixed, and all interbank finance
transactions were expressed in euros rather than the old currencies, as were stock-market
prices; but retail transactions, and payments with physical money, remained as before. In 2002
the common currency was finally introduced,®® physically and in all bank-to-customer
relations. The process went off quite smoothly, with hindsight. The 2% inflation cap has
proved hard to meet, however, and is often criticized as economically harmful;?>> nowadays the
2% figure 1s a target rather than a cap. Also, the 3% deficit rule has been enforced unevenly:
Portugal was fined, but Greece was let off the hook when it admitted that its books had been
cooked (by a previous government, of course). When France and Germany then went into the
red, the rule was readily modified: the new version is softer in that it says that, “averaged over
the entire business cycle,” budget deficits cannot exceed 3%; but the new rule is also tougher
in that it requires surpluses in boom periods. The “toughening” was again applied unevenly:



France, Germany, and Italy seemed to go unpunished for taking a very long time to get their act
together. In 2007 the freshly elected president of France, Sarkozy, immediately traveled to
Brussels to explain the necessity of even more deficits and to ask the Council’s pardon. He got
it, of course.

Denmark has an ERM-type relation with the euro (“ERM II”’), and so have many of the 2005
entrants, notably the Estonian kroon (EEK), the Latvian lats (LVL), the Lithuanian litas (LTL),
and the Slovak koruna (SKK). Four other former ERM II countries have already joined:
Slovenia, the first of the “new” European members, in 2007; Cyprus and Malta in 2008; and
Slovakia in 2009. There have been no big speculative attacks on any of the ERM links, except
for a few heady days in the credit-crunchy fall of 2008 (the Baltics and Hungary). In principle,
all of the remaining “new” ERM Il members are candidates for EMU membership.%6

The EUR started at USD 1.17 in 1999, then ignominiously sank to 0.80, but in 2004 rose
back above par, even going beyond 1.35 early 2005. Most of that was a weakening of the USD
rather than a strengthening of the EUR. There are no compelling simple explanations for these
swings. Perhaps it was just U.S. hedge funds piling into forex as they did into commodities,
and fears that Asian central banks would sooner or later dump their huge dollar balances. The
even worse fall of the USD, at the end of 2007 and in early 2008, to below EUR 0.67
(USD/EUR 1.50) and even below CAD 1 probably reflected an increasing lack of confidence
in U.S. assets. (Remember that a country with a CA deficit is a net seller of assets not of
goods.) U.S. banks were deeper in the subprime-mortgage mess than their overseas colleagues;
and big investors, fed up with depreciating dollar assets, effectively started divesting them.
However, the sudden weakening of the euro in the fall of 2008, along with the simultaneously
crashing oil and commodity prices, suggests that the “deleveraging” (the reduction of
speculative positions) by U.S. investors like hedge funds has been a major force behind the
price swings.

2.5.5 Other Exchange-Rate Systems

Some countries have an unofficial target rate, and unofficial intervention points, with respect to
a single currency or a basket. For example, the Swiss franc and, before EMS membership, the
Austrian schilling were kept fairly stable with respect to the DEM. The intervention rates were
never explicitly announced—and obviously changed over time.

The central banks of the Group of Five (G5), later expanded to G8,%” meet twice a year to
discuss exchange-rate targets for the three main currency blocks (USD, JPY, and EUR). Central
banks occasionally intervened in the USD/DEM and USD/JPY market on a unilateral or
coordinated basis ( “dirty floating”), but there seems to be little of that going on nowadays.

Other countries, including many Latin American countries, have experimented with a
crawling peg system, where the official parity is revised fairly frequently. This sometimes
happens semiautomatically, on the basis of a formula involving, for instance, inflation and
balance-of-payments data. In table 2.7, ten countries officially follow this system.

The remaining countries, eighty-one in table 2.7 (plus, for external purposes, the twelve
Euroland countries), are floaters. About half of them professedly disregard the exchange rate
and only look at internal indicators as a basis for monetary policy. The “managed float”



countries combine internal and external indicators without, however, committing to a fixed
value or fixed formula.

* * *

The above should have equipped you with enough background insights to start the real stuff.
We begin with the currency market and its satellites.

TEST YOUR UNDERSTANDING

Quiz Questions
True-False Questions

1. If a country has a BOP deficit, the total of all BOP subaccounts is negative.

2. The current account is a record of all trade in goods and services, while the capital
account is a record of direct and portfolio investment and unilateral transfers.

3. When the U.S. private sector purchases more goods or makes more investments abroad
than foreigners purchase or invest in the United States during a year, the Federal Reserve
(the U.S. central bank) must make up for the shortfall.

4. All errors and omissions in the BOP are a result of black market transactions.

5. When a corporation purchases a company abroad, and the value of the firm appreciates
over time, the NII account and the capital account of the BOP is updated to reflect this
change.

6. The BOP theory of exchange-rate determination says that most changes in the exchange
rate are due to the arrival of new information about the future.

7. Under a fixed exchange-rate regime, if a country’s private sector sells abroad more than it
purchases, the central bank must sell foreign exchange.

8. BOP theory is flawed because it assumes that investors only invest in risk-free domestic
and foreign assets.

Multiple-Choice Questions

For the following three questions, assume that Antarctica is the home country, and its currency
is the Antarctica dollar (AAD), and Greenland is the foreign country and its currency is the
Greenland crown (GRK). Choose the correct answer.

1. All else being equal, an increase in income in Greenland leads to:



(a) An increase in consumption in Antarctica, and therefore an increase in imports, resulting in an appreciation of the
AAD.

(b) A decrease in consumption in Antarctica, and therefore an increase in exports, resulting in a depreciation of the
AAD.

(c) An increase in consumption in Greenland, and therefore an increase in imports, resulting in an appreciation of the
AAD.

(d) An increase in consumption in Greenland, and therefore an increase in imports, resulting in a depreciation of the
AAD.

2. All else being equal, a decrease in the interest rate »* in Greenland leads to:

(a) Decreased demand for assets in Greenland, and therefore a depreciation of the GRK.

(b) Decreased demand for assets in Greenland, and therefore a depreciation of the AAD.

(c) An increase in consumption in Greenland, and therefore an increase in imports, resulting in an appreciation of the
GRK.

(d) An increase in consumption in Antarctica, and therefore an increase in exports, resulting in a depreciation of the
AAD.

3. All else being equal, a decrease in prices in Greenland leads to:

(a) An increase in exports to Antarctica, and therefore an appreciation of the AAD.

(b) An increase in exports to Antarctica, and therefore a depreciation of the AAD.

(c) An increase in consumption in Greenland, and therefore an increase in imports, resulting in an appreciation of the
AAD.

(d) A decrease in consumption in Greenland, and therefore a decrease in imports, resulting in a depreciation of the AAD.
Additional Quiz Questions

1. The German subsidiary of a Canadian firm (that is, the subsidiary is owned by the
Canadian firm) is sold to a German firm. The Canadian firm invests the funds obtained
from the sale in Frankfurt. How is the transaction recorded in the Canadian BOP?

2. The BOP of Timbuktu showed the following entries for 1988: a capital account surplus of
50, a deficit in the services account of 15, and a trade deficit of 45. The change in the
official reserves was zero. What was the balance of unilateral transfers for Timbuktu?

3. If the central bank sets an exchange rate that undervalues the foreign currency—and the
flows of goods and capital adjust simultaneously—what will be the impact on the
following:

(a) RFX (increase/decrease);
(b) BOP (surplus/deficit).

4. If the current account balance has a surplus of USD 2 billion and the official settlements
balance (RFX) has a deficit of USD 5 billion, what is the balance of the capital account?

5. A British importer purchases goods from a French company and obtains a trade credit for
the full value of the shipment (equal to GBP 100). How should this transaction be
recorded in the BOP of the United Kingdom?

6. Numenor, a country on the Atlantis continent, has a government deficit of 40 billion while
private investment exceeds private savings by 10 billion. What is Timbuktu’s current
account balance if its exchange rate 1s fixed?

Applications

1. Antarctica uses a system of fixed exchange rates, its current-account deficit is USD 6



billion, and its capital account balance is USD 4 billion. Based on this information,
answer the following questions.

(a) What is the change in the official foreign exchange reserves of Antarctica?

(b) What is the gap between the income of Antarctica and its expenditure on domestic output?

(c) If there is only one other country in the world, Greenland, can you estimate the current account balance of
Greenland?

2. The data below are taken from the BOP of Switzerland. Based on these data, decide
whether the following statement is true or false and explain your answer.

From 1979 to 1982, foreigners have been net issuers of SF-denominated bonds in the Swiss capital markets.

Capital account 1979 1980 1981 1982
Portfolio investment
(in billions of dollars) -11.8 -11.8 -11.9 -32.2

3. A company in Philadelphia purchases machinery from a Canadian company for USD 150
and receives one-year’s trade credit. The machinery is transported to Philadelphia by a
Canadian trucking company that charges the U.S. company USD 10. The U.S. company
insures the shipment with a U.S. insurance company and pays a premium of USD 3. After
delivering the machinery to Philadelphia, the Canadian truck continues its trip to Houston,
where it picks up microcomputers sold by a Texan company to a Mexican company. This
shipment, which is worth USD 170, is insured by a U.S. insurance company for a
premium of USD 4. No trade credit is given to the Mexican company. Compute the BOP
for the United States and assume that Canadian and Mexican companies maintain dollar
deposits in New York.

4. Suppose that you are an analyst for the central bank of Zanzibar. Decide how the BOP

accounts are affected by the following.
(a) A budget deficit financed by foreign borrowing.
(b) An import quota for foreign cars.

(c) A purchase of a new embassy in Luxembourg.
(d) A grain embargo.

5. The following data are taken from the balance of payments of Freedonia (currency FDK):

Capital account 1995 1996 1997 1998
Portfolio investment
(in billions of dollars) 29 -69 -S54 8.7

Is the following statement consistent with the data shown above?

After 1995, foreigners issued FDK-denominated bonds in the Freedonian capital market in order to take advantage
of the favorable interest rate differential with respect to the U.S. capital market.

6. The following passage is from an article that appeared in a newspaper: “Last year, the
U.S. demand for capital to fund the federal deficit and to finance private investment in
buildings and equipment exceeded net domestic savings by about USD 100 billion.” What
can we infer about the magnitude of the U.S. current-account deficit?

7. The following passage is from an article that appeared in an old newspaper. Which



account of the German BOP is the article talking about?

FRANKFURT, West Germany: West Germany’s balance of payments, which measures all flows of funds into and
out of the country, was in surplus by the current equivalent of USD 210.3 million in February, up from the year-
earlier surplus of USD 206.4 million, but sharply lower than January’s surplus of USD 10.04 billion, the central
bank said January’s large surplus was caused in part by heavy central-bank intervention in support of the French
franc prior to the realignment of the European Monetary System at mid-month.

8. You have been hired by the IMF to design a program to improve the current account
balance. How should your program influence the following variables
(increase/decrease):

(a) taxes;
(b) government spending;
(c) private savings.

9. The BOP of the United States in 1982 and 1984 is given below. Is it correct to state, as it
has often been done, that the deterioration of the current account was primarily financed
by sales of U.S. Treasury securities to foreigners?

U.S. balance of payments (billions of dollars)

1982 1984

Trade account -36 —108
Service account 35 17
Unilateral transfer —8 —11
Current account -9 -102
Changes in U.S. assets abroad (private) of which: —108 —16
Portfolio -8 -5
Bank-reported —111 —7
Direct investment 6 —6
Other 5 2
Changes in foreign assets in U.S. (private) of which: 92 91
LS. Treasury security 7 22
Other 85 69
Private capital -16 Y
Official settlements -8 -3
Statistical discrepancy 33 30

10. Venizio had a government surplus of 15 billion in the year 1988. In addition, private after-
tax savings exceeded private investment spending by 10 billion. What was the current
account balance of Venizio in 19887

1A related problem with precious metal coins was coin clipping: people scratched off part of the gold or silver around the edge,



which reduced the intrinsic value of the coin but may have passed unnoticed. The ribs or other decorations that can still be seen
on the rims of modern coins were originally meant to make coin clipping easier to detect.

2During World War II, the German “Operation Bernhard” similarly attempted to counterfeit various denominations between £5
and £50 producing 500,000 notes each month in 1943. The original military plan was to parachute the money on Britain in an
attempt to destabilize the British economy, but economists pointed out that it was more profitable to use the notes to make
payments throughout Europe. Why give the seignorage away, indeed?

3A bill of exchange is a summary of the invoice; it is written (drawn) by the seller (drawer) and presented to the customer
(drawee), who is asked to accept the bill (that is, acknowledge the existence of the debt by countersigning it) and to return it to
the drawer. A promissory note, in contrast, is an “l owe you” note rather than a “you owe me” note; that is, it is written by the
customer rather than by the seller. Bills and promissory notes can be sold to investors or can be used to pay off other debts.

“This practice started about 1,000 years ago in Italy and went on until the nineteenth century. You can still find references to
this practice in Thomas Mann’s novel, Buddenbrooks, which is set in nineteenth-century northern Germany.

5A “note” often means an “I owe you” document; in the United States, 1- to 10-year bonds are called notes, for instance; and
we all know about promissory notes (PNs). So “bank note” literally means bank debt.

OThere are exceptions: in Hong Kong, for instance, notes are still issued by three private banks (Standard Chartered, HSBC,
and Bank of China). But even there, these banks are closely supervised by the currency board. In Belgium, the central bank is a
listed company, part-owned by the government, by the commercial banks, and by the public.

Israel’s experience in the 1970s illustrates this point: when inflation came close to 1,000% per year, people started expressing
prices in USD rather than in Israeli pounds. The pound was no longer a trustworthy currency, nor was it a convenient numéraire
because prices expressed in pounds had to be changed every day. Similar breakdowns occurred in Germany after World War 11,
when Lucky Strike cigarettes and chocolate bars became the effective currency.

8The International Monetary Fund (IMF) was created as part of the 1944 Bretton Woods Agreement with the mission of
providing short-term financing to deserving central banks that wanted to intervene in exchange markets. (Bretton Woods is a ski
resort in New England, where the Allies met to hammer out a postwar financial infrastructure.) It is funded by the participating
countries. Since the demise of the fixed-rate exchange-rate system and the near-disappearance of intervention, the IMF has
become a general lender to governments, often making loans conditional on changes in economic policy and even general
policies about institutions. Lately, the Fund (and the World Bank) has been losing business because most countries can
nowadays borrow directly themselves.

9The country can also borrow, but when the loan matures, it still has to pay with money earned from exports or from the sale
of assets. The interest on the loan is the price it pays for postponing the real payment.

10This is by definition: a bank is a bank from country X if it has an account with the central bank of country X. The bank may
be foreign-owned, but that is another issue entirely.

11By wire transfers we mean payments initiated by the payor. Some payments are set in motion by the beneficiary or payee,
at least as far as the bank is concerned: checks, promissory notes, trade bills, and acceptances (i.e., accepted bills) are all
handed in to a bank by the payee, not the payor. Drawbacks of such payee-driven systems are the mail float (the delay between
the moment the check (etc.) is sent by the payor and the moment it is received by the payee and then sent to a bank), plus the
risk of tampering by the beneficiary. Payor-driven systems, long popular in many European countries, are nowadays fully
electronic (PC banking, internet banking, XML (Extensible Markup Language) instructions to banks). Checks remain popular in
the United States, mainly for retail payments. European countries typically also have a giro transfer service, run by the post
office, but most of these lose market share.

12Recall that the money on the central bank account, being pseudo-cash, does not earn interest; so it is costly to have large
balances like that. True, the bank can borrow “central bank funds” from another bank, but borrowing is costly too, and netting
still means that less is to be borrowed.

13This is one reason why such payments are so expensive, in terms of bank fees. The other reasons have to do with the costs
of the handling, mailing, recording, etc., of pieces of paper.

In Euroland, the Single European Payments Area (SEPA) directive stipulates that by 2012 interbank payments cannot take
more than one day; an older rule also said that inter-Euroland crossborder transfers cannot cost more than domestic ones. At
this stage, there are still national clearers, though. The London-based European Bankers Association has set up an international
structure, EBA Clearing, but it operates on a strictly members-only basis.

14I use “KFA,” not “CFA,” for the net “capital and financial transactions” account to avoid confusion with the C in “CA,”
current account; “K” is often used for “capital” in microeconomics or international economics.

I5The postwar years, when in many countries privately held balances of foreign exchange (and, in some places, even gold)



was illegal, represented a very bad dip in a long tradition of open markets. Especially in the Victorian age and the early 1900s
we had a truly global financial market, which has come back only in the late 1980s.

16The surplus is usually negative; so minus the surplus is called the deficit.

7 fact, the government was spending so much because the private sector refused to spend. The government’s objective
was to let the country’s yen roll locally rather than disappear abroad. (A large CA surplus necessarily means a large capital
outflow, remember?)

I8The CFA used to be managed by the Banque de France; nowadays, the French Treasury guarantees the rate and provides a
credit line to the two CFA central banks.

1979 verify that the weight of the EUR is 60%, first compute the basket’s current value. At the going exchange rates,
FDK/EUR 3 and FDK/USD 2.5, one unit of the basket is worth

EUR 1.25x3+USD 1 x 2.5=FDK 6.25,
such that the euro’s weight is indeed [1.25 X 3]/6.25 = 0.6.

20Note that, not coincidentally, “ecu” is also the name of an ancient French gold coin—a cousin of the escudo (from Latin,
scutum).

21The EUA had started off at par with the USD, and became a basket of the (then nine) member currencies in the 1970s. So
the similarity in the values of the EUR and USD is not a coincidence.

228‘[111, the central bank with the weak currency had to pay back, sooner or later, all the money spent in interventions by the
central bank with the strong money. So the undertaking by (notably) Germany to intervene was not a blank check but just an
unlimited credit line to its fellow central banks. A currency could, therefore, still be brought to its knees by speculators if its
government thought debts were running up too high.

23Maastricht (the Netherlands) was the venue for the meeting that led to the Treaty, but has no permanent EU institutions.
Brussels (Belgium) is home to the EU Commission and the Council of Ministers. The Parliament has its ten to twelve annual
plenary meetings in Strasbourg (France), on the French-German border, but spends most of its time in Brussels too. The
European Court and the European Investment Bank are in Luxembourg, and the European Central Bank is in Frankfurt
(Germany).

24San Marino and the Vatican, which gave up their liras, and Monaco, which gave up its franc, also introduced the euro in
2002.

230ne argument is that inflation is overstated in the first place, as the official figure tends to ignore creeping improvements in
the quality of goods. Also, moderate inflation allows relative prices or wages in problem industries to fall without need of
decreases in nominal terms. (Nominal wage drops are even less popular than real wage drops.)

26The GBP and the SEK float, as do the Czech koruna (CZK), the Gibraltar pound (GIP), the Hungarian forint (HUF), and
the Polish zloty (PLN). Since two successful ERM II years are a prerequisite for EUR membership, these three ‘“new-Europe”
floaters are not trying very hard to join.

27G5 consisted of the United States, Japan, Germany, France, and the United Kingdom. Later, Canada and Italy were invited
too (G7). Even more recently, Russia has been asked, first as an observer (G7 é, according to some cynics). A notable meeting

was the G5 1985 “Plaza Agreement,” where the G5 publicly agreed that the USD should decrease in value. This is often
viewed as having provided an important impetus to the drop in the USD after its unprecedented rise in the early 1980s.
Recently, Gx meetings have been prominent mostly by their lack of visibility.

G6 is an unrelated group: it refers to a club of six major players in the Doha round (a WTO negotiation forum): Australia,
Brazil, the EU (whose external trade policy is a supranational matter, implemented by the Commission), India, Japan, and the
United States.



PART I

Currency Markets



About This Part

This part describes the currency market in its widest sense, that is, the exchange market plus all
its satellites. In chapter 3, we describe spot markets. Forward markets, where price and
quantity are contracted now but delivery and payment take place at a known future moment, are
introduced in chapter 4, in a perfect-markets setting. Chapter 5 shows how and when to use
contracts in reality: for arbitrage, taking into account costs; for hedging; for speculation; and
for shopping around and structured finance applications including, especially, swaps. Currency
futures and modern currency swaps, both of which are closely related to forward transactions,
are discussed in chapters 6 and 7, respectively. Chapter 8 introduces currency options and
explains how these options can be used to hedge against (or, alternatively, speculate on)
foreign exchange risk. How one can price currency options is explained in chapter 9; we
mostly use the so-called binomial approach but also link it to the famous Black-Merton-
Scholes model.

At any instant, the market value of a forward, futures, or options contract depends on the
prevailing spot rate (and, if the contract is not yet at the end of its life, also on the domestic and
foreign interest rates). This dependence on the future spot rate means that these contracts can
be used to hedge the exchange-rate risk to which the firm is exposed. The dependence of these
contracts on the future spot rate also means that their current market values can be expressed,
by relatively simple arbitrage arguments, as functions of the current spot rate and of the
domestic and foreign interest rates. Throughout this part of the text, a unified approach based
on arbitrage-free pricing is used to value these assets whose payoffs are dependent on the
exchange rate.

Brabant Bus Company

Holland’s Brabant Bus Company NV (BBC) considers selling buses to the San Antonio Transit
Authority (SATA) in the Caribbean. The proposed order is worth USD 12.5m (2.5m down and
four annual payments of 2.5m each). This represents three months of production, so it is a
sizable order by BBC’s standards. Given the spot exchange rate of EUR/USD 1.2000—1.2005
and a variable production cost of EUR 13.6m spread over three months, the contract provides
a profit margin of [12.5m x 1.2 — 13.6m]/13.6m = 10%—*still a sound percentage, kind of” in
the sales manager’s words. Also, the personnel manager sides with the sales manager: “BBC
simply needs the deal to keep the factories going; laying off workers is something to be
avoided at all reasonable costs,” he argues. “And in this instance, there is a 10% profit rather
than a cost.”

The accounting department, however, raises the issue of exchange risk. BBC’s accounting
policy is to mark-to-market all foreign currency balance-sheet items every quarter, on the basis
of the current exchange rate. “This is the only sound procedure,” the accounting manager
reminds his colleagues. “The current rate is close to the best possible forecast of the future
rate, so there is no point in hiding one’s head in the sand and continuing to use historic
exchange rates to value A/R or A/P.” Given this procedure, the fluctuations in the EUR value



of the USD 10m A/R in the balance sheet would substantially influence the quarterly earnings.
Next to this translation risk, there would also be a transaction risk: the actual realized value of
the USD flows are rather uncertain.

The sales manager replies that a 10% profit margin is more than enough to absorb the
transaction risk. “And hedging the exposure of the A/R is easy,” he continues. “It suffices to
borrow USD 10m, amortized in four slices of USD 2.5m each, to offset the exposure of the
A/R. At any reporting date, the exchange rate effects on the loan balance (a liability) and on the
remaining A/R (an asset) will cancel out, thus leaving BBC unexposed.”

The finance manager, however, dislikes the USD-loan proposal. It is true that BBC needs a
loan to finance the production outlays (EUR 13.6m). However, if BBC were to take up a USD
loan, it would mean forgoing the attractive EUR financing provided by the Benelux Export
Bank (BEB). (BEB is a fictitious Benelux joint-government agency that provides soft financing
for, among others, long-term export contracts outside the EU. BEB loans are almost 2%
cheaper than commercial bank loans, but BEB extends EUR loans only.) “It would be foolish
to forgo this gorgeous interest subsidy,” the finance manager concludes, “so we cannot borrow
USD. This means that we have to use forward contracts to hedge the transaction risk.” The
sales manager disagrees. “This is too costly: the average forward rate that BBC can obtain is
EUR/USD 1.117, which is 7% below the current spot rate. This would wipe out two thirds of
the deal’s profit,” he snorts, “and swaps have the same effect. Finally, neither forward
contracts nor swaps would eliminate the balance-sheet risk.”

But the finance manager has other worries too. While BBC has an excellent credit rating, the
prospective customer is definitely less creditworthy, and the country San Antonio itself is
rumored to be close to asking for a debt rescheduling. In fact, given the maturities and risks,
not a single European bank is willing to guarantee SATA’s four payments for fees less than 5%
upfront (calculated as a percentage of the cumulative receivable amount, USD 10m); that is, a
bank guarantee would eliminate half of the profit. An alternative is credit insurance. In fact,
BBC already has an overall credit insurance contract with BeneLloyds, and could obtain 90%
insurance against commercial and political risk for an annual fee of 2% per annum, calculated
on the beginning-of-period outstanding insured USD balance (the 100%, that is) and payable at
the beginning of each year.

Issues

If the material is new to you, you probably already have questions about the nature of the
instruments that were brought up: spot hedging via loans, forwards, options, and swaps. All
these instruments are introduced in this part. (Other items, like credit insurance and letters of
credit will come up in part III.) Here, then, is a list of calculations or issues you should be able
to solve in a few minutes after working your way through this part. The necessary data are
listed on the next page.

Q1. Discuss the sales manager’s suggestion to hedge the exposure by a 10m USD loan
amortized in four equal payments.

» What is wrong with the proposal?



* How can you solve this problem using a USD loan?

(Hint. Even after reading the entire part, this question may be somewhat tricky; so if you don’t
see the answer immediately, don’t worry—just move to the next question, which may in fact
give you ideas about how to solve the present one.)

Q2. Ignore the subsidized loan for a moment, as well as the default risk. Suppose BBC wants
to fully hedge all projected USD cash inflows. Should it

* borrow USD at 6.5% and convert spot, or
* hedge forward each payment, and borrow EUR at 3.45%, or

» swap the USD annuity into an EUR annuity, and again borrow EUR against this EUR
income (at 3.45%)?

Q3. There manifestly is default risk, in this case. How would this risk change your answer to
the previous question?

Q4. Some people may claim that a risky export proposal like the present one is like submitting
a bid in an international tender—there i1s a substantial probability that the money will not come
in. Therefore, these people may say, BBC should hedge using options rather than unconditional
contracts like forward contracts or loans or swaps. What is your opinion?

QS. The acceptance or rejection of the order is obviously an NPV problem. In computing the
true NPV (before subsidies), should BBC

» convert the USD flows into EUR forward (or swap them), and discount at 3.45%, or

» convert the USD flows into EUR forward (or swap them), and discount at the subsidized
rate, 1.5%, or

* discount the USD flows at 6.5%, and convert spot, or
* discount the USD flows at 9%, and convert spot?

(Hint. Think of the real-world transactions that would correspond to the above suggestions,
and consider whether all risks are taken care of if the transactions were actually made. Note
also that you are asked to discuss the merits and shortcomings of the procedures rather than
compute the numerical outcomes of the proposed procedures.)

Q6. We have a borrowing rate for USD payments promised by SATA, and it includes a
premium for default. Is there a way to obtain a translation or conversion of this credit-risk
premium into EUR? Can you use it in this example?

Q7. If you take out insurance, which would you prefer: the letter of credit (bank guarantee) or
credit insurance?

Q8. In proper NPV calculations, the subsidies are taken into account only after computing the
“true” NPV (which you did in Q5). What is the “adjusted” NPV including the subsidy and after
proper incorporation of risk considerations? Should BBC accept the order?

Q9. What should we think about this hedging business? Is there a good reason why BBC



should worry about it at all? Sure, adverse movements could wipe out the profits, but might not
profits equally well double if the dollar appreciates?

In answering the questions, use the following data:

* For four-year constant-annuity loans (and loans that have almost constant annuities),
BBC can borrow (xeno-)USD at 6.5%, EUR at 3.45% from its house bank, or EUR at
1.5% from BEB.

* SATA can borrow (xeno-)USD at 9.0% for maturities up to four years.
» Swap rates for four-year constant-annuity loans are 3% (in EUR) or 6% (USD).
4 o
* Four-year annuity factors, i.e., a(four years, R) = 2¢t-1(1+R) t, are as follows:

R (%) 1.5 3 345 8] G.5 2

a(4,R) 3.854384 3717008 3.677443 3465106 3.425799 3.239720
* BBC can sell forward at the following long-term rates (in euros per dollar):

Maturity (spot) T =1+ 1 t+2 [+ 3 I +4

Rate (1.200) .166 [.132  1.100 1.070



Spot Markets for Foreign Currency

In this chapter, we study the mechanics of the spot exchange market. Section 3.1 explains the
various ways in which exchange rates can be quoted, and section 3.2 how the exchange
markets themselves operate. Section 3.3 then considers exchange transactions in greater detail,
focusing on bid and ask rates (that is, the rates at which a bank buys and sells). This also gives
us an opportunity to learn about arbitrage. Specifically, in the third section, we shall already
apply arbitrage arguments to the simplest possible problem, the relation between rates quoted
by different banks for the same currency. Understanding this simple application now will make
it easier to digest more complicated versions of similar arguments later. One such application
already occurs in section 3.4, where we use arbitrage arguments to explain how exchange rates
quoted by, for example, German banks (against EUR) relate to rates offered by New Zealand
banks (against the NZD).

The chapter ends with the concepts of, and empirical evidence on, “purchasing power
parity” (PPP) rates and real exchange rates. The conclusion of that part will be that exchange
rates can make or break an exporting company, not just because of capital losses on foreign-
currency-denominated receivables but possibly also because of a loss of competitiveness.
Exchange risk even interferes with capital market equilibrium and the CAPM. These findings
motivate the attention given to exchange rates in this book.

3.1 Exchange Rates

As we begin exploring exchange rates, we first provide a definition. We then describe the
convention used to quote exchange rates throughout this book, as well as the conventions used
in the exchange market. Finally, we explain how exchange rates are quoted in the presence of
bid—ask spreads.

3.1.1 Definition of Exchange Rates

An exchange rate is the amount of a currency that one needs in order to buy one unit of another
currency, or it is the amount of a currency that one receives when selling one unit of another
currency. An example of an exchange rate quote is 0.8 USD per CAD (which we will usually
denote as “USD/CAD 0.8”): you can, for instance, buy a CAD by paying USD 0.80.

In the above, we have combined currency names following the conventions in physics:
EUR/USD means euros per dollar just as “km/h” means kilometers per hour. This is the most
logical convention. For instance, if you exchange 3m dollars into euros at a rate of 0.8 euros
per dollar, the result is 2.4m euros—a number of euros. This fits with our notation:



USD 3m x EUR/USD 0.8 = EUR 2.4m. (3.1)

This may seem self-evident. The reason why we bring this up is that the pros do it differently.
In the convention typically adopted by traders, bankers, and journalists, EUR/USD is not the
dimension of the quote but the name of the exchange rate: it is the value of the euro, expressed
in dollars, not its dimension. That is, the pros write “EUR/USD = 1.2345,” whereas we write
“S; = USD/EUR 1.2345.” The dimension the trader asks for is USD/EUR, the inverse of what

they write—but they do not mean a dimension, they mean a name.! In all our examples we use
dimensions. The “name” notation pops up occasionally in press clippings or in pictures of
trading screens, etc., and should not be a problem. To harden yourself, stare at the following
entries for a full minute:

Currency name Value

EUR/USD USD/EUR 0.75
EUR/GBP GBP/EUR 0.60
USD/CHF CHF/USD 1.05

The telltale difference is that the dimension is immediately followed (or, occasionally,
preceded) by the number. If there is no number, or if there is an “=" or “is” or “equals,” etc.,
between the ratio and the number, it must be the name of a rate. Sometimes practitioners drop
the slash in the name and write EURUSD or EUR:USD instead of EUR/USD, which makes
more sense.

It is even more crucial that you understand how exchange rates are quoted. While the
notation is occasionally confusing—are we using dimensions or names?—there could be even
more confusion as to which currency should be used as the numéraire. While you are familiar
with the idea of buying goods and services, you may be less used to buying money with money.
With exchange transactions, you need to agree which money is being bought or sold. There
would be no ambiguity if one of the currencies were your home currency. A purchase then
means that you obtained foreign currency and paid in home currency, the way you would do it
with your other purchases too; and a sale means that you delivered foreign currency and
received home currency. If neither currency is your home currency, then you need to establish
which of the two acts as the home currency.

Example 3.1. In a Paris bank, a tourist hands over USD 1,000 to the bank clerk and receives CAD 1,250 in return. This
event would be described differently depending on whether the person is a U.S. tourist, a Canadian, or a Frenchman:

* The U.S. tourist would view this as a purchase of CAD 1,250 at a total cost of USD 1,000, implying a unit price of
[USD 1,000]/[CAD 1.250] = USD/CAD 0.8.

» The Canadian would think of this transaction as a sale of USD 1,000 for CAD 1,250, implying a unit price of [CAD
1,250]/[USD 1,000] = CAD/USD 1.25.

» The Frenchman would regard this as an exchange of two foreign currencies, and would be at a loss if he were asked
which of these is being sold and which bought.



Among pros, the currency in which the price is expressed is called the quoting currency,
and the currency whose price is being quoted is called the base currency or reference
currency. We avoid the terms, except in the next two lines. We have just noted that pros denote
a rate as base/quoting (or, better, base:quoting) while its dimensions are quoting/base. A
different issue is whether the quoting currency is the home or the foreign one.

3.1.2 Our Convention: Home Currency per Unit of Foreign Currency

Once we agree which country is, or acts as, the home country, we can agree to quote exchange
rates as the price in units of home currency (HC) per unit of foreign currency (FC). That is, we
quote the rate as HC/FC throughout this text, meaning that one unit of FC is worth N HC units
(dimension HC/FC). As we shall see, some people do it differently and state that, with one unit
of home currency, they can buy M = 1/N units of foreign currency (FC/HC). We adopt the
HC/FC convention because it is the most natural one. It is the convention we use when buying
goods. For example, we say “the price is five dollars per umbrella” (HC/umbrella), not “with
one dollar you can buy one-fifth of an umbrella” (umbrellas per unit of home currency).

Example 3.2.

1. A quote like USD/EUR 1.25 is an American’s natural quote for the EUR; it is the USD price an American gets or pays
per EUR. For Germans or other Eurolanders, a quote as EUR/USD (euros per dollar) is the more natural one.

2. A quote like USD/CAD 0.75 is an American’s natural quote for the CAD, since the CAD is the currency in the
denominator: a price in USD per CAD.

Expressing prices in HC is the convention for not just umbrellas but also for financial assets.
Thus, standard finance results hold: the current market value is the expected future value
(including interest earned), discounted at a rate that takes into account the risk. Under the
alternative quotation, confusingly, the current value would be determined by the inverse of the
expected inverse of future value, multiplied by unity plus the required return. (If you just felt
you had to read this sentence twice, you may want to consider reading technical note 3.1 at the
end of the chapter instead.)

The direct (HC/FC) quoting convention used to be standard in continental Europe, and is
called the “direct” quote, or the “right” quote. In the United States, a price with dimension
USD/FC is called “American terms.” The alternative is called the “indirect” or “left” quote or,
in the United States, “European terms.” Let’s see who uses which and why.

3.1.3 The Indirect Quoting Convention

One group of people using mostly indirect quotes are professional traders in the United States.
Between 1944 and the mid 1980s, each and every exchange deal went through the USD; even
when a German needed to buy CHF, the DEM would first be converted into USD and these
dollars were then exchanged for CHF. Naturally, when New York traders talk to, say, their
German counterparts, both must talk the same language, quotewise; otherwise too much time
would be wasted inverting each other’s rates all the time. Both Germans and Americans
actually preferred to quote in terms of DEM/USD rather than USD/DEM, for the simple reason

that the official parities, set by the German government, were expressed in DEM/USD.? More



generally, U.S. professionals use the exchange-rate convention as quoted in the other country.
Thus, for countries that quote directly themselves, like Japan, New York traders would talk
JPY/USD. But in the case of countries that quote indirectly themselves, like the United
Kingdom, the pros would also use USD/GBP. Thus, U.S. pros use indirect quotes for countries
that themselves quote directly, and direct quotes for countries that themselves quote indirectly.

As already hinted at, in the United Kingdom one uses the reverse quote, the number of
foreign units that can be bought with one pound, or FC/HC. Some former British or
Commonwealth countries (e.g., Australia and New Zealand) and, until 1979, Ireland do
likewise.? One reason is that, before World War I, the pound was the world’s reserve currency
and played the role taken over by the dollar after World War II. In addition, until 1967 the GBP
was still severely nondecimal-—one pound consisted of twenty shilling, each worth twelve
pence*—while currencies not based on the pound had gone decimal long before. It is much
easier to multiply or divide by a decimal number, say FC/GBP 0.792 08, than with a number
like £1/s5/d3 (one pound, five shillings, three pence). So everyone preferred to talk FC units
per pound.

Table 3.1. Key exchange rates: pros’ notation, dimensions, and nicknames.

Trading
Symbol Currency pair Dimension terminology
UsnIPy L1.5. dollar, in Japanese ven Y, USD Dallar ven
LISDCHF 11.5. dollar, in Swiss francs CHF/USD Dollar Swiss or Swissy
USDCAD 1.5, dollar, in Canadian dollars CAD/UISD Dollar Canada
USDZAR 1.5, dollar, in South African rand ZAR/USD Dollar ZAR or South
African rand
GRPUSD British pound, in 1.5, dollars UsSD/GEBP Cable
GBPCHF® British pound, in Swiss rancs CHF/GEP Sterling Swiss
GEPIPY™ British pound, in Japanese yven IPY/GBP Sterling ven
AUDUSD Australian dollar, in U5, dollars LSD/AUD Australian dollar

NZDUSD New Zealand dollar, in 1S, dollars USD/NZD New Zealand
dollar or Kiwi

EURLISD Euro, in V.S, dollars LSD/EUR Euro
EURGEP* Euro, in British pounds GBP/EUR Euro sterling
EURIPY™ Euro, in Japanese ven 1Y /EUR Euro ven
EURCHF*  Euro, in Swiss francs CHF/EUR Euro Swiss
CHFJPY™ Swiss franc, in Japanese yen IPY /CHF Swiss yen

GLDUSD Gold, in U.5. dellars per troy ounce USD/ozXAU  Gold
SLVUSD Silver, in 1.5, dollars per troy ounce  USD/ozXAG  Silver

*Cross rate, from the 1.5, perspective. Most names should be obvious, except perhaps
CHF (Confederario Helvetica, Latin for Switzerland—the way a four-language counmry
solves a political conundrum). The ZAR, the South African rand, is not 1o be confused
with SAR, the Saudi rival. GLD and SLV are unorthodox: the official codes as used by, for
example, Swift are NAU and XAG, with X signalling a nonstandard currency (also like the
CFA franc and the ecu of old), and the Latin aurum and argentum. *Cable” for USDGEP
refers to the fact that it is about bank-account money, with payment instructions wired
by telegram cable rather than sent by surface mail. There was a time when telegraphy
was cutting-edge technology.

A third (and more recent) class of people using the indirect quote are the Eurolanders, who
always quote rates as USD/EUR or JPY/EUR even though they traditionally quoted directly (as



DEM/USD). Cynics conjecture that the Europeans may have coveted the reserve-currency
status associated with an indirect quote. Another possible reason is that, initially, the euro was
foreign to all existing currencies. For example, to Germans the euro was introduced as worth 2
DEM, so they would quite naturally introduce it to Americans and Japanese as being worth
1.20 USD or 110 JPY. When, eventually, the euro had become the home currency, the habit
simply stuck.

Example 3.3. Have a look at table 3.1, showing the most important rates in the way they are always quoted by pros. The
primary rates are in non-U.S. currencies except for the GBP, NZD, and AUD, or for the EUR; you know why. Cross rates
for the EUR are in non-EUR currencies, and likewise for the GBP.

Table 3.2. Sample spot exchange rate quotes. (From the Wall Street Journal Europe, which
sensibly shows both the natural and indirect quotes.)

Per h Par 1]
AMERICAS Pereuro  Ineuwos LS. dolar U5 dollars EUROPE Pereuro  Ineuros U.S, dollar LS. dollars
Argentino peso-a 39628 02523 30838 0.3243 Euro zone eum 1 1 07re2 1.2851
Brazil mal 29588 03380 23025 D4aM3 Cach Rep kounab  268.260 00354 21992 00435
Canada doliar 1438 07073  1.1002 0.908&9 Denmark krone 74576 01341 560 017E
Chile peso 68307 0001464 53155  000MBB1  Hungary forint 26282 0003805 2452  0.004330
Columbia peso 3186268 00003133 247950 000033  Malta lira 0424 2388 0342 29905
Ecuador US doliard 12850 0.7782 1 1 Norway krone 7.600 01282 60698 01648
Mexico peso-a 145307 00688 113075 00884 Poland zloty 3969 02540 30637 03264
Peru sal 423%8 02380 32970 0.3033 Russia ruble-d Mo9 002884 26979 0.03707
Uruguay pesoe 30541 00324 24000 0417 Slovak Rep koruna  37.7856 (02647 204040 003401
U.5. Dollar 12850 0.7782 1 1 Sweden krona 9 2662 0.1079 72108 01387

Venezuala bobvar 275930 0000362 214730 0000466  Switzerland franc 1.5604 0.6109 12103 0.8262

a—floating rale b— commercial rale c—governmend rate d—Russian Central Bank rate |- Special Drawing Rights from the Intemational
Maonetary Fund; based on exchange rates for U.S,, British and Japanese curences
Note: Based on trading among banks in amounts of $1millon and mare, as quoled by Reuters

Example 3.4. Look at the Wall Street Journal Europe excerpt in table 3.2, conveniently showing both quotes; the value in
USD or EUR of one unit of the third (“foreign”) currency, and the value of 1 USD or EUR in units of that third (“foreign”)
currency. The natural quote for Americans or Europeans would be the first one, but U.S. traders and Eurolanders may use
the other quote. Take a minute to look at table 3.2 and see if you understand the exchange rates as quoted.

Q1. What is the dollar equivalent of one euro, according to the quotes in the Wall Street Journal?
Al. If your answer is USD 1.285, you are correct.
Q2. Determine the amount of Peruvian soles per EUR.

A2. If you answered 4.2368 soles per EUR, you are right.

3.1.4 Bid and Ask Rates

When you deal with foreign currency, you will discover that you pay a higher price at the time
of purchase than when you sell one currency for another. For example, for dollar-rouble deals
the currency booth in your hotel will quote two numbers, say RUB/USD 35-36. This means
that if you sell USD for RUB, you receive RUB 35, while if you wish to buy USD you will
have to pay RUB 36. The rate at which the bank will buy a currency from you is called the bid
rate: they bid (i.e., they announce that they are willing to pay) 35 per dollar; and the rate at
which the bank will sell a currency to you is the ask rate (they ask 36 per dollar). It is,
initially, safer not to think about the meaning of bidding and asking because the words refer to



the bank’s view, not yours. Just remember that you buy at the bank’s ask rate, and you sell at
the bank’s bid rate. The bid is the lower quote, and ask is the higher one. The ask comes higher
in the alphabet—use any trick that works, until you get used to it.

Indeed, if exchange rates are being quoted with the currency of interest—the currency you
are buying or selling—in the denominator, then the ask rate will be higher than the bid rate.
Obviously, it could not be the other way around: with a bid rate above the ask rate you would
be able to make huge risk-free profits by buying at the ask and immediately reselling at the
assumedly higher bid. No bank will allow you to buy low and then immediately resell at a
profit without taking any risk, because your sure gains would obviously mean sure losses for
the bank. In theory, there could still be room for a situation “bid rate = ask rate” (which offers
no such arbitrage opportunities). Yet the realworld situation is invariably “bid rate < ask rate”:
banks want to make some money from foreign-currency transactions.

Another way to think of this difference between the ask and the bid rates is that the
difference contains the bank’s commission for exchanging currencies. The difference between
the buying and selling rates is called the spread, and you can think of the bank’s implicit
commission as being equal to half the spread. The following example explains why the
commission is half of the spread rather than the spread itself.

Example 3.5. Suppose that you can buy CAD at RUB/CAD 38.6 and sell at RUB/CAD 38.0. With these rates, you can
think of a purchase as occurring at the midpoint rate (RUB/CAD 38.3), grossed up with a commission of 0.30. Likewise, a
sale can be thought of as a sale at the midpoint, 38.3, from which the bank withholds a commission of 0.30. Thus, the
equivalent commission per one-way transaction is the difference between the bid (or ask) and the midpoint rate, that is, half
the spread. (The spread itself would be the cost of a round-trip deal—buy and then sell.)

To get an idea of whether your house bank charges a low commission, you can ask for a
two-way quote to see if the spread is small. If this is the case, you probably do not have to
check with other banks. However, for large transactions, you should also compare the spot
quotes given by different banks. (This will be examined further in section 3.3, especially
section 3.3.3.) We discuss the determinants of spreads later, after we have described the
market microstructure.

3.1.5 Primary Rates versus Cross Rates

As of 1945 and until well into the 1980s, all exchange rates in the wholesale segment were
against the USD. They were and are called primary rates, while any rate not involving the
USD would be called a cross rate and would traditionally be regarded as just implied by the
primary rates. You will find an example for midpoint rates in table 3.3. The primary rates are
in the first column (FC/USD) or the bottom line (USD/FC).> The rest of the table is obtained by
division or multiplication: GBP/EUR = GBP/USD x USD/EUR, for example. Each of the
resulting new rows or columns is a set of quotes in HC/FC (row) or FC/HC (column). With 12
currencies you have 144 entries, of which 12 are on the information-free diagonal, and half of
the remaining 132 are just the inverses of the others.

Table 3.3. Cross rates as in the Wall Street Journal Europe.



Cross rates LS, dollar and euro foreign-exchange rates in global trading

usD GBP CHF SEK RUB MNOK IPY IS EUR DKE CDN ALD
Australia 1.3253 2.4818 1.0915 0.1838 0.0491 0.2183 0.0118 0.2934 1.703] 00,2284 1.2046 —
Canada 1.1002 2.0603 0.9061 0.1526 0.0408 0.1813 0.0095 0.2436 14038 0.189 0.8302
Denmark  5.8034 10,867 4.7794 0.8048 0.2151 0.9561 0.0518 1.2847 74576 - 5.2748 4.3789
Eurp 0.7782 1.4573 0.6409 0.1079 0.0288 0.1282 0.0069 0.1723 = 0.1341 0.7073 0.5872
Israel 4.5173 84592 3.7202 0.6265 01674 0.7442 0.0403 - 5.8049 0.7784 4.1058 3.4085
Japan 11211 209,93 92,325 15.547 4.1553 185.469 = 24,817 144.06 19.317 101.90 84.589
Morway 6.0688 11.367 4.9958 0.8418 0.2250 0.0541 1.2437 78000 1.0459 5.5170 4.5800
Russia 26.978 50521 22.218 37414 4.4448 0.2407 5.9724 34.669 46488 24.521 20.357

—  0.2673 1.1880 0.0643 1.5963 9.2662 1.2425 6.554] 5.4409
Switzerland 1.2145 2.2739 0.1684 0.0405 0.2000 0.108 0.2688 1.5604 0.2092 1.1037 0.9162
LK, 05340 — 04398 00741 00198 0.0880 0.0048 0.1182 0.6862 0.0920 0.4854 0.4029
TES —  1.8726 82,236 0.1387 0.0371 0.1648 0.0089 0.2214 1.2850 0.1723 0.9089 0.7546

Sweden 7.2108 13.503 5.385

The numbers in the “EUR" column, for instance, show the values of the euro in other
currencies (thar is, the EUR acts as FC), while those in the *“EUR" row show the values
of the other currencies in euros ithat is, the EUR acts as HC),

We have a whole section on the relation between primary and cross rates in the presence of
spreads, so at this stage we just consider why, among pros, there were until the 1980s just
primary rates. There were several reasons:

* Official parities were against the USD; there was no official parity (in the sense of being
defended by any central bank) for rates against other currencies.

 The USD market had the lowest spreads, so all real-world transactions would
effectively be done via the dollar anyway. That is, pounds were converted into marks by
buying dollars first and then exchanging these for marks, for example, because that was
the cheapest way to do so (see below). The cross-rate would just be the rate implied by
the two primary rates used in the transaction.

* In pre-electronic days it would be quite laborious to keep track of, say, a 30x30 matrix
of cross rates with 435 distinct meaningful entries, making sure all cross rates are
consistent with the primary ones all the time. So rather than quoting cross rates all the
time, banks just showed primary quotes and then computed cross rates if and when
needed.

By the 1980s desktop computers were ubiquitous and, for many pairs of “big” currencies the
volume of cross transactions had become large enough to make direct cross exchanges
competitive compared with exchanges via the USD. Official exchange rates were gone in many
cases, or in the ERM case had become multilateral. So we now see explicit quotes for some of
the cross rates. Look at figure 3.4 to see what rates have active multilateral electronic markets
—a good indication of there being a reasonable volume. Note also that for some new EU
members the market against the EUR works well while the market against the USD lacks
liquidity; that is, for these countries the rate against the euro is economically the key one, even
though Americans would regard it as just a cross rate.

3.1.6 Inverting Exchange Rates in the Presence of Spreads

The next issue is how a pair of quotes for one currency can be translated into a pair of quotes
for a different currency. The rule is that the inverse of a bid quote is an ask quote, and vice
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versa. To conceptualize this, consider the following illustration.

Example 3.6. An Indian investor wants to convert her CAD into USD and contacts her house bank, Standard Chartered.
Being neither American nor Canadian, the bank has no natural preference for either currency and might quote the exchange
rate as either USD/CAD or CAD/USD. The Indian bank would make sure that its potential quotes are perfectly compatible.
If it quotes from a Canadian viewpoint, the bank gives a CAD/USD quote (which says how many CAD the investor must pay
for 1 USD, for instance, CAD/USD 1.5). If it uses the U.S. perspective, the bank gives a USD/CAD quote, which says how
many USD the U.S. investor gets for 1 CAD, 0.666 67.

The bank’s alternative ways of quoting will be fully compatible if

L.CAD/USD _ 1 -
'E’hid. t — JUSD/CAD’ {3.2)
'E’ask.r
CAD/USD _ | (3.3)
“asl,t — USD/CAD" .
Shid,t

To fully understand this, recall that what looks like buying (at the ask) to a U.S. resident looks
like selling to a Canadian, at the Canadian’s bid. Alternatively, recall that the ask is the higher
of the two quotes. But if you invert two numbers, the inverse of the larger number will, of
course, be smaller than the inverse of the smaller number. Because the inverse of a larger
number is a smaller number, the inverse ask must become the bid, and vice versa.

Example 3.7. Suppose that you read the following quote on the Reuters screen: USD/CAD 1.000-1.005.
Q1. What is the bank’s buying and selling rate for CAD?

Al. The bank’s buying rate for CAD is USD 1.000 and its selling rate is USD 1.005; that is, you sell CAD at USD 1.000 and
buy at 1.005.

Q2. What, therefore, are the bank’s buying and selling rates for USD (in CAD)?

A2. The bank’s buying rate or bid for USD is 1/1.005 = CAD/USD 0.995 025 (probably rounded to 0.9950) and the selling
rate or ask is 1/1.000 = 1.000; that is, wearing your Canadian hat, you sell USD at CAD 0.9950 and buy at 1.000.

One corollary is that in countries like the United Kingdom, where the reverse or indirect
quote is used, the rate relevant when you buy 1s the lower of the two, while the higher quote is
the relevant rate when you sell. Thus, it is important to be aware of what the foreign currency
is, and what convention is being used for quoting the exchange rate. Again, it is always easier
and more convenient to have the foreign currency in the denominator. That way the usual logic
will work: banks buy low and sell high.

3.2 Major Markets for Foreign Exchange

In this section, we describe the size and structure of the exchange market and the types of
transactions one can make in this market.

3.2.1 How Exchange Markets Work

The foreign exchange market is not an organized market. Stock markets or futures markets are:
they have fixed opening hours, a more or less centralized mechanism to match supply and
demand, standardized contracts, an official publication channel for data on volumes and prices,



and a specific location or one designated group of computers running everything. In contrast,
the exchange market consists of a wholesale tier, which is an informal network of about 500
banks and currency brokerages that deal with each other and with large corporations, and a
retail tier, where you and I buy and sell foreign exchange. At any point in time, wholesale
exchange markets on at least one continent are active, so that the worldwide exchange market
is open twenty-four hours a day (see figure 3.1). Until the mid 1990s, most interbank dealing
was done over the telephone; most conversations were tape-recorded, and later confirmed by
mail, telex, or fax. Reuters, which was already omnipresent with its information screens, and
EBS® have now built computer networks which allow direct trading and which now largely
replace the phone market. The way the computer systems are used depends on the role the bank

wants to play. We make a distinction between deals via (i) market makers, (i1) auction
platforms, or (iii) brokers.
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Figure 3.1. Trader activity over the day. Graph courtesy of Luc Bauwens, Université Catholique de Louvain. The graph shows,
per 5 min interval over 24 hours, the evolution of the average number of indicative quotes entered into the Reuters FX/FX
pages. Time is GMT in summer, GMT+1 in winter; that is, European time is # + 2 h, London +1, New York —4 h; Sydney and
Tokyo time are at # + 10 and 7 + 9 h, respectively. Below I describe working days as 8:00-17:00, but many a trader starts earlier
and/or works later. At 0:00, when the morning shift in Sydney has been up and running for about two hours and Tokyo for one
hour, Hong Kong starts up, to be followed by Singapore in one hour and Bahrain in three hours. Between 6:00 and 8:00 the Far
East bows out but Western Europe takes over: first the continent (6:00 GMT), then London (7:00); activity soars. A minor dip
follows around the European noon but activity recovers again in the afternoon, peaking when New York takes over (12:00) and
Europeans close their positions (15:00 on the continent, 16:00 in London). New York does less and less as time passes. By 22:00
Sydney is starting up, and Tokyo is preparing breakfast.



3.2.1.1 Market Making

Many players in the wholesale market act as market makers. If a market making credit
agreement between two banks has been signed, either party undertakes to provide a two-way
quote (bid and ask) when solicited by the other party, without even knowing whether that other
party intends to buy, or rather sell. Such a quote is binding: market makers undertake to
effectively buy or sell at the price that was indicated.

A Reuters conversation An EBS broking screen

From: GENP

Hi: EUR/USD in 5 pse?
Hi 25 27 +

Mine 5 at 27 val 5/9 +
Tks § to Citi Bibi

Figure 3.2. A Reuters conversation and an EBS broking window. In the Reuters conversation window, GENP is an abbreviated
name (Jenpi, Jean-Pierre); he asks for a quote for EUR in USD for quantity Sm (dollars); pse is GENP’s code for “please.”
The counterparty answers by keying in the small numbers, and Jenpi replies he buys 5 (million) at the ask, 27, for value date
September 5. The counterpart closes with “Thanks, I’ll send the dollars to your correspondent, Citibank. Bye bye.” The second
picture shows part of an EBS broking screen. On top, the current date and time. Next line: the spot delivery date, September 5.
For two currencies you then see in small font the “big” figure (the part of the quote that is usually omitted) and in big font the
“small” quotes: bid and ask, each preceded/followed by the quantity available, in millions. Thus, somebody bids 1.2825 for 3
million dollars, another party offers 5 million dollars at 1.2827.

Example 3.8. Deutsche may ask Hong Kong and Shanghai for a quote of EUR against USD. HSBC must then provide a bid
and an ask without knowing the direction of Deutsche’s possible trade; and if Deutsche replies with “I buy 10 million” then
HSBC must sell that quantity at the price they quoted.

Of course there are limits to the market makers’ commitments to their quotes. First, potential
customers should decide almost immediately whether to buy (“mine”), or to sell (“yours”), or
not to deal; they cannot invoke a quote made, say, three minutes ago. Second, if the intended
transaction exceeds a mutually agreed level, laid down in the prior credit agreement—say
USD 25m—market makers can refuse. For larger transactions, the trader asking for a quote
should reveal immediately what the size of the transaction will be. Third, the credit agreement
also provides a limit to the total amount of open contracts that can be outstanding between the
two banks at any moment;’ if the limit is reached, no more deals are allowed.

Transactions via binding two-way quotes are typically concluded on computers, by means of
chatting windows (more grandly called ‘“conversations”). Bank A’s trader X clicks his
conversation window with trader Y at bank B—there may be up to 64 such windows open at
any given point of time—and might type in, for instance, PLS EUR/USD, meaning “please provide
a quote for the EUR, in USD.” Player A can also mention the quantity, in millions. The millions
are omitted—that is, 5 means five million—and the quantity bears on the currency in the
denominator, traditionally the USD or the GBP. B’s trader may answer, for instance, 13—16,
meaning that (the last two digits of) her bid and ask are 13 and 16. (Traders never waste time
by mentioning the leading numbers: everybody knows what these are. Only the “small”



numbers are mentioned.) The first party can let the offer lapse; if not, he answers MINE or
YOURS, mentions the quantity if not already indicated, and hits the SEND key. The deal 1s done,
and both traders now pass on the information to their “back office,” which enters the data into
the information systems. The back offices will also check with each other to see whether the
inputs match; with the logs of the conversations, disputes are of course far less likely than
before, when everything went by phone and when traders handed down hand-scribbled
“tickets” to the accountants who then checked with each other via telexes. Voice deals still
exist, but they are getting rarer.

3.2.1.2 Implications of Market Making for the Size of the Bid—Ask Spread and the Maximum
Order Size

Normally, the lower the volume in a particular market, the higher the spread. Also, during
holidays, weekends, or lunch breaks, spreads widen. Spreads are also higher during periods of
uncertainty, including at the open and close of the market each day. Maximum order quantities
for normal quotes follow a similar pattern: a market maker is prepared to handle large lots if
the market is liquid (thick) or the volatility low.

All these phenomena are explained by the risk of market making. Notably, if a customer has
“hit” a market maker, the latter normally wants to get rid of that new position quickly. But in a
thin or volatile market, the price may already have moved against the market maker before he
or she was able to close out; thus, the market maker wants a bigger commission as
compensation for the risk, and puts a lower cap on the size of the deals that can be executed at
this spread. For the same reason, quotes for an unusually large position are wide too: getting
rid of a very large amount takes more time, during which anything could happen. At the retail
end of the market, in contrast, the spread increases for smaller transactions. This is because
100 small transactions, each for USD 100,000, cost more time and effort than one big
transaction of USD 10m.

For high-volume currencies like the USD/EUR, the difference between one market-maker’s
own bid and ask is often as low as three basis points (in a quote of four or five digits, like
1.2345 or 0.9876), and the difference between the best bid (across all market makers) and the
best ask (also across all market makers) may be just two or one or, occasionally, zero basis
points. See section 3.3.2 for more information on quoting behavior.

Table 3.3 shows the minimum and maximum amounts quoted by an internet dealer;® they are
smaller than interbank (and spreads are bigger than interbank), but you can still notice how the
maximum amounts and the spreads relate to each other, presumably both reflecting liquidity
and volatility.



Instant Limit and March 9, 2007 Spread
Ticker Size of 1.0 lot  execution  Spread stop levels rate (in pips) (%)

EURUSD EUR 100,000 wuptolOM 2 pips 2 pips 13,115 1.5
GBPUSD  GBP 100,000 upto 10M 3 pips 3 pips 19,319 1.6
EURCHF EUR 100,000 upto5M 3 pips 3 pips 16,163 1.9
EURJPY EUR 100,000 uptolOM 3 pips 3 pips 15,489 1.9
usDjpy UsD 100,000 wuptol10M 3 pips 3 pips 11,810 2.5
GBPCHF  GBP 100,000 up to 5M 7 pips 7 pips 23,810 2.9
EURGEP EUR 100,000 upto5M 2 pips 2 pips 6,788 2.9
GEPJPY GEP 100,000 upto 5M 7 pips 7 pips 22,817 3.1
USDCHF  USD 100,000 upto10M 4 pips 4 pips 12,325 3.2
uspcaD  UsD 100,000  upto 5M 4 pips 4 pips 11,735 3.4
AUDUSD  AUD 100,000 upto SM 3 pips 3 pips 7,802 3.8
CHFIPY CHF 100,000 upto 5M 4 pips 4 pips 9583 4.2
EURCAD  EUR 100,000 upto 3M 8 pips 8 pips 15,389 5.2
NZDUSD  NZD 100,000 upto 2M 5 pips 5 pips 9,583 5.2
UsDsSGD  UsD 100,000 upto 1M 8 pips 8 pips 15,267 5.2
EURAUD EUR 100,000 wuptoSM 10 pips 10 pips 16,810 5.9
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Figure 3.3. Order limits and spreads for various rates, semi-professional. The table shows conditions for various currencies
from a particular internet broker. The minimum and maximum quantities are not interbank, but still aim at semi-professionals or
perhaps day traders rather than pop and mom investors, the hardcore retail. The spread and the tick size for limit and stop levels
are likewise wider than interbank. Do note how the spread varies depending on liquidity and the level of the rate, and on how
the maximum order size (imperfectly) relates to the spread (graph). Source: www.alpari.co.uk/en/cspec/ for columns 1-5; the
Wall Street Journal Europe, March 12, 2007, for column 6; spread in basis points has been added. Data have been rearranged
by increasing relative spread. For the graph the order sizes have been converted from reference currency (the FC in the quote)
to USD.

3.2.1.3 Auctioning Off through a Broking System

All the above was about market making. Beside these purely bilateral deals—the successors to
bilateral phone conversations—there nowadays are increasingly many semi-multilateral deals.
If a trader actively wants to buy, or sell, she may enter a limit order into EBS’s or Reuters’s
limit-order book rather than calling a number of market makers or waiting until someone else
calls her. This is comparable to you offering, say, a used car for sale on eBay rather than
calling various car dealers or posting a sign on your door and then waiting until someone rings
your bell. For instance, bank A may have EUR 30m for sale and want at least USD/EUR
1.3007 for them—an ask price. The bank posts this info, for instance, on Reuters’s “3000”
system. Reuters’s window, at any moment, then shows the best bid across all “buy” limit
orders, and the best ask among all “sell” limit orders outstanding at that moment. For instance,
on Reuters’s 3000 screen a line EUR/USD 10-11 3xR means that the highest bid posted at that



very moment is 10, the lowest ask 11, and that the quantities for these limit orders are,
respectively, 3 and “a number exceeding 50” (= R).? You see the EBS counterpart of Reuters
3000 in figure 3.2. Any party interested in one of these offers can then click on the quote they
like (either the bid or ask) and specify the quantity taken. Or another bank may enter a limit
order that is automatically matched, wholly or partly, with an already outstanding limit order.
Reuters’s computer then informs the IT systems of both banks of the transactions that were
concluded so that no more human intervention with “tickets” and telexes and faxes is needed
(straight through processing (STP)).

gbp/usd eurfczk eur/sek
172 64 / 65 173 287 00 / 55 27 9.41
64/65 00/55 40/05
[ 35 ) [ 32} { 2xk )
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Figure 3.4. A panel of Reuters broking windows. The entries should by now be obvious, except the bottom line, which shows
the last trade (quantity and price).

The decision by an FX trader whether to use EBS or Reuters Dealing 3000 (also known as
D2) is driven largely by currency pair. In practice, EBS i1s used mainly for EUR/USD,
USD/JPY, EUR/JPY, USD/CHF, and EUR/CHF, and Reuters D2 is used for all other interbank
currency pairs. Have a look at table 3.4 to see who leads where. In these multilateral
electronic dealing systems, the spread for EUR/USD is typically one pip, that is, one hundredth
of a USD cent. (Online currency brokers targeting private investors typically offer a two-pip
spread; just feed “foreign exchange” into your Web search engine to find these brokers.) For
other exchange rates spreads are often wider.

Note that the advent of these multilateral systems has made the market somewhat more like
an organized market: there is centralization of buy and sell orders into one matching
mechanism, there are membership rules (not anyone can log on to the program), rules about
orders, etc. But the exchange market is still fully private, whereas many exchanges are semi-
official institutions that are heavily regulated and need, at least, a license.

Table 3.4. EBS versus Reuters D2: who leads, who follows, who fails.



Primary

Other cross rates

Cross against FUR

EBS  Reut, EBS  Reut, ERBS  Reut,
EUR/ISD + +/—=  AUD/IPY - EUR/AUD =
AUD/JUSD +/- + AUD/NZD +/—  EUR/CAD —
GEP/USD Ty + CHF/J™ - EUR/CHF + s
NZD/USD + GEP/JPY EUR/CLK - +
USD/CAD +/- + EUR/DKK - +
UsD/CHE + + /= EUR/GRP +/- +
UsD/CZK - EUR/HUF - +
USD/DKK - EUR/ISK +
USD/HKG - 4 EUR/IPY + 4 f—
usD/HUF EUR/NOK +
USD/ILS + ELUR/NZD o
USD/INR & EUR/PLN +
UsD/ISK - EUR/RON -
UsD/ 1Py + e f— EUR/SEK - +
USD/MXN — + EUR/SKK
USD/NOK EUR/TRY -
USD/PLN - + FUR/ZAR + |
LS/ RON =
UsD/RUR +
USD/SAR +
UsD/SEK -
UsD/SGD +
USD/THE +
USD/TRY +
USD/ZAR +

+, Primary liquidity source; +/—, supported, but liquidity not good or not stable; —, sup-
ported but not used in practice. Rates are expressed following the “name” convention, not
the dimensions. Source: www.londonfx.co.uk/autobrok.hmml, accessed February 2007,

3.2.1.4 Brokers

One last way of shopping around in foreign exchange markets is through currency brokers. In
the telephone-market days, brokers used to do the go between stuff that nowadays is handled
via limit-order books: on behalf of a bank or company, the broker would call many market
makers and identify the best counterpart. Roughly half of the transaction volume in the
exchange market used to occur through brokers. Nowadays, brokers are mainly used for
unusually large transactions, or “structured” deals involving, say, options next to spot and/or
forward; for bread-and-butter deals their role is much reduced.

BIS is commonly described as the bank of the central banks. It was first set up after World War I to act as a payment agent
distributing the German and Austrian war reparation payments. After World War II it ran the European Payment Union (EPU),
serving as a netting institute for payments among EPU members. By netting the international payments, the volume of actual
payments was reduced, which alleviated the problems of dollar shortages in the first years after the war. Currently, the BIS is
still the bank of the central bankers: all central banks have accounts there, in various currencies, and can route their payments to



each other via the BIS. But nowadays the BIS mainly serves as a talking club for central bankers and regulators. One of its
missions is to gather data on exchange markets, euro and OTC markets, new financial instruments, bank lending to sovereign
borrowers, and so on. Another mission is to provide a forum where regulators coordinate the capital adequacy rules that they
impose on financial institutions. The Basel I rules covered credit risk—in a crude way, perhaps, but it was a useful first step; the
recent Basel II rules refine Basel I and add market-price risks; see the chapter on Value-at-Risk.

Panel 3.1. The Bank of International Settlements (BIS).

3.2.2 Markets by Location and by Currency

Every three years, in April, the Bank of International Settlements (panel 3.1) makes a survey of
the over-the-counter (OTC) markets, including forex. At the latest count, April 2007, the daily
volume of trading on the exchange market and its satellites—futures, options, and swaps—was
estimated at more than USD 3.2 trillion. This is over 45 times the daily volume of international
trade in goods and services, 80 times the United States’s daily GDP, 230 times Japan’s GDP,
and 400 times Germany’s GDP, and 7,500 times the world’s official development-aid budget.'?
The major markets were, in order of importance, London, New York, Tokyo, and Frankfurt (the
European Central Bank’s home base). London leads clearly, easily beating even New York,
Tokyo, and Singapore taken together, and still increasing its market share. Frankfurt is a fast
riser but from a low base.

The most important markets, per currency, are the USD/EUR and the USD/JPY markets;
together they represent almost half of the world’s trading volume. Add in the GBP, and the
transactions involving just the top four moneys represent two thirds of all business. The USD
still leads: in 88% of transactions it takes one of the sides (down from 90% in 2004), while the
EUR is one of the two currencies in less than 40% (up from 35%) of that volume—and the bulk
of that is USD/EUR trade.

3.2.3 Markets by Delivery Date

The exchange market consists of two core segments: the spot exchange market and the forward
exchange market.

The spot market 1s the exchange market for quasi-immediate payment (in home currency) and
delivery (of foreign currency). For most of this text we shall denote this spot rate by S,, with ¢

referring to current time. In practice, “quasi-immediate” means “right now” only when you buy
or sell notes or coins. (This section of the market 1s marginal.) For electronic money (that is,
money that will be at your disposal in some bank account), delivery is in two working days for
most currencies (“¢ + 2”), and one day between Canada and the United States or between
Mexico and the United States (“¢# + 17). Thus, if you buy AUD 2m today, at AUD/EUR 2, the
AUD 2m will be in your account two working days from now, and the EUR 1m will likewise
be in the counterpart’s account two days from now. The two-day delay is largely a tradition
from the past, when accounts were kept by hand. The hour of settlement depends on the country,
but tends to be close to noon. Thus, the EUR side of an EUR/USD transaction is settled in

Europe about six hours before the USD leg of the deal is settled in New York.!!
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Figure 3.5. Forex turnover, daily, billions of USD, and market shares of currency pairs. Source: BIS, Triennial Central Bank
Survey of Foreign Exchange and Derivatives Market Activity in April 2007, Preliminary Global Results, September 2007.

The forward market is the exchange market for payment and delivery of foreign currency at
some future date, say, three months from now. For example, supposing today is January 3, you
could ask your bank to quote you an exchange rate to sell dollars for pounds for a date in
March, say March 5, and the transaction would be settled on that date in March, at the rate
agreed upon on January 3 (irrespective of the spot rate prevailing on March 5). The forward
market, in fact, consists of as many subsegments as there are delivery dates, and each
subsegment has its own price. We shall denote this forward rate by F; 7, with T referring to the
future delivery date. (Forward rates and their uses will be discussed in great detail in chapters
4and5.)

The most active forward markets are for 30, 90, 180, 270, and 360 days, but nowadays
bankers routinely quote rates up to ten years forward, and occasionally even beyond ten years.
Note that months are indicated as 30 days.

Table 3.5. Market shares. Percentage for foreign exchange trading.

UK. US  Japan Singapore Other
1998 325 179 6.9 7.1 35.6
2001 31.2 157 9.1 6.2 37.8
2004 313 19.2 83 5.2 36.0
2007 34.1 166 6.0 5.8 37.5

Source: BIS, Triennial Central Bank Survey of Forefan Exchange and Derivatives Market
Activity in April 2007, Preliminary Global Results, September 2007,

In principle, a 30-day contract is settled one month later than a spot contract, and a 180-day
forward contract is settled six months later than a spot contract—each time including the two-

day initial-delay convention.!?

Example 3.9. A 180-day contract signed on March 2 works as follows. Assuming that March 4 is a working day, spot
settlement would have been on March 4. For a 180-day forward deal, the settlement date would be moved by six months to, in
principle, September 4, or the first working day thereafter if a holiday. The actual number of calendar days is at least (2+)184



days: there are four 31-day months in the March-September window.

The above holds for standard dates, But you can always obtain a price for a “broken date”
(i.e., a nonstandard maturity), too. For instance, on April 20 you can stipulate settlement on
November 19 or any other desired date.

Worldwide, spot transactions represent less than 50% of the total foreign-exchange market
volume. The forward market together with the closely related swap market (see chapter 7)
make up over 50% of the volume. About 3% of total trade consists of currency-futures
contracts (a variant of forward contracts traded in secondary markets—see chapter 6) and
currency options (see chapter 8).

After this digression on the meaning of exchange rates and their relation to real quantities,
we now return to the operations of the spot exchange market. We want to introduce one of the
cornerstones of finance theory: the law of one price.

3.3 The Law of One Price for Spot Exchange Quotes

In frictionless markets, two securities that have identical cash flows must have the same price.
This is called the law of one price. There are two mechanisms that enforce this law. The first
one is called arbitrage and the second one could be called shopping around. We explain these
two concepts below.

Suppose that two assets or portfolios with identical cash flows do not have the same price.
Then any holder of the overpriced asset could simultaneously sell this asset and buy the
cheaper asset instead, thus netting the price difference without taking on any additional risk. If
one does not hold the overpriced asset, one could still take advantage of this mispricing by
short selling (panel 3.2) the overpriced asset and covering this with the purchase of the
cheaper security. For example, you sell an overpriced asset at 1.2135 and buy a perfect
substitute at 1.2133, netting 0.0002 per unit right now and no net cash flow at 7. Such
transactions are called arbitrage. These arbitrage transactions generate an excess supply of the
overpriced asset and an excess demand for the underpriced asset, moving the prices of these
two assets toward each other. In frictionless markets, this process stops only when the two
prices are identical. Note that apart from the arbitrage gain, an arbitrage transaction does not
lead to a change in the net position of the arbitrageur; that is, it yields a sure profit without
requiring any additional investment.

In a short sale you hope to be able to buy low and sell high, but with the selling preceding the buying, unlike in a long position.
Thus, a short seller hopes to make money from falling prices rather than from rising prices.

In markets with delivery a few working days later, you can always go short for a few hours: sell “naked” in the morning, for
instance, and then buy later within the same day so as to be able to deliver n days later.

For longer horizons one needs more. In the case of securities, short selling then requires borrowing a security for, say, a
month and selling it now; at the end of the month you then buy back the number of securities you borrowed and restitute them to
the asset lender, including dividends if any were paid out during that period.

For currencies, longer-term short selling can be done by just borrowing forex and selling it, hoping to be able to buy back the
forex (including interest) later at a lower price. If there is a forward market, lastly, going short is even easier: promise to deliver
on a future date at a price that is fixed now. If prices have dropped by then, as you hope, you will be able to close out (buy spot)
cheaply and make money on the forward deal.



Panel 3.2. What is short selling?

The second mechanism that enforces the law of one price is shopping around. Here, in
contrast to arbitrage, investors do intend to make particular changes in their portfolios.
Shopping around has to do with the fact that, when choosing between different ways of making
given investments, clever investors choose the most advantageous way of doing so. Therefore,
when choosing between assets with identical cash flows, investors buy the underpriced assets
rather than the more expensive ones. Likewise, when choosing which assets to sell, investors
sell the overpriced ones rather than the ones that are relatively cheap. This demand for the
underpriced assets and supply of the overpriced ones again leads to a reduction in the
difference between the prices of these two securities.

Although the arbitrage and shopping-around mechanisms both tend to enforce the law of one
price, there are two differences between these mechanisms.

» First, an arbitrage transaction is a round-trip transaction. That is, you buy and sell, thus
ending up with the same position with which you started. As arbitrage requires a two-
way transaction, its influence stops as soon as the price difference is down to the sum of
the transaction costs (buying and selling). In contrast, in shopping around one wishes to
make a particular transaction, and the issue is which of the two assets is cheaper to
trade.!> As a result, the influence of shopping around can go on as long as the price
difference exceeds the difference of the two transactions costs. 4

» Second, arbitrage is a strong force because it does not require any capital and can,
therefore, generate enormous volumes. In contrast, shopping around can be a price-
equalizing mechanism only if there are investors who wish to make that particular
transaction. This exogenously triggered volume, if any, is always finite and may be
exhausted before it has actually equalized the prices.

In this section, we apply these arguments to spot rates quoted for the same currencies by
different market makers. In a perfect exchange market with zero spreads, arbitrage implies that
the rate quoted by bank X must equal the rate quoted by bank Y: there can be only one price for
a given currency—otherwise, there is an arbitrage opportunity.

Example 3.10. If Citibank quotes DEM/USD 1.6500, while Morgan Chase quotes DEM/USD 1.6501, both at zero spreads,
then there are two possibilities:

» There is an arbitrage opportunity. You can buy cheap USD from Citibank and immediately sell to Morgan Chase,
netting DEM 0.0001 per USD. You will, of course, make as many USD transactions as you can. So will everybody
else. The effect of this massive trading is that either Citibank or Morgan Chase, or both, will have to change their quotes
so as to stop the rapid accumulation of long or short positions. That is, situations with arbitrage profits are inconsistent
with equilibrium, and are eliminated very rapidly.

» There is also a shopping-around pressure. All buyers of USD will buy from Citibank, and all sellers will deal with
Morgan Chase.

The only way to avoid such trading imbalances is if both banks quote the same rate. !>

What we now want to figure out is how arbitrage works when there are bid-ask spreads.
The point is that, because of arbitrage, the rates cannot be systematically different; and if the



quotes do differ temporarily, they cannot differ by too much.
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Figure 3.6. Arbitrage and shopping-around opportunities across market makers.

3.3.1 Arbitrage across Competing Market Makers

Suppose bank X quotes you INR/NZD 20.150-20.158 while bank Y quotes INR/NZD 20.160—
20.168. If you see such quotes, you can make money easily: just buy NZD from bank X at INR
20.158, immediately resell it to bank Y at INR 20.160, and pocket a profit worth INR 0.002 for
each NZD. Note two crucial ingredients: (1) you are not taking any risk, and (2) you are not
investing any capital since the purchase is immediately reversed and both transactions are
settled on the same day. The fact that you immediately reverse the transaction explains why this
is called arbitrage.

If such quotes are found in the exchange market (or elsewhere, for that matter), large trades
by a few alert dealers would immediately force prices back into line. The original quotes
would not be equilibrium quotes. In equilibrium, the arbitrage argument says that you cannot
make money without investing capital and without taking risk. Graphically, any empty space
between the two quotes would correspond to an arbitrage profit. Thus, the no-arbitrage
condition says that any two banks’ quotes should not be separated by empty space; that is, they
should overlap by at least one point, like the quotes X" and Y in figure 3.6.

3.3.2 Shopping Around across Competing Market Makers

Shopping-around activity implies that small differences like those between the pair (X',Y) in
figure 3.6 will not persist for very long. Rather, the two quotes will sometimes be the same,
and, if at other times one bank is more expensive, then this would say very little about what the
situation will be five minutes later. To see this, suppose that bank X' quotes INR/NZD 20.55—
20.63, while bank Y quotes INR/NZD 20.60-20.68. In such a situation, all buyers of NZD
will, of course, prefer to deal with bank X', which has the lower ask rate (20.63 instead of
20.68), while all sellers will now deal with bank Y, which has the better bid rate (20.60
instead of 20.55). It is conceivable that these banks actually want this to happen, for instance,
if bank X’ has an excess of foreign currency (long), and bank Y is short of forex and wants to
replenish its FC inventory. But we would not expect this to be a long-run phenomenon. It is true
that very often a bank may want one type of transaction only, but situations like that must
change very rapidly because otherwise that bank’s position would become unacceptably large



and risky.

Example 3.11. Suppose you see five banks quoting EUR against USD, as follows:

Citibank USD/EUR  1.3450-52
Bank of America  USD/EUR  1.3450-52
Continental Bank USD/EUR  1.3451-53
Deutsche Bank USD/EUR  1.3450-52
Banca da Roma USD/EUR  1.3449-51

Q1. Which bank(s) is (are) keen on buying EUR? Keen on selling EUR? Not interested in dealing?

Al. Continental, with its high bid, is quite attractive to sellers, so this trader clearly wants to buy—for example, to fill a short
position or because she expects a rise. Roma, in contrast, judging by its low ask, is quite attractive to buyers, so their trader
clearly wants to sell—maybe to move an unwanted long position, or in anticipation of a fall in the rate. The others are just
twiddling thumbs: as things stand, they are unwilling to match Continental’s or Roma’s rates, and they hope that things will
soon be better.

Q2. Why does Continental raise both its bid and its ask, rather than just its bid?

A2. Apparently it wants not just to attract sellers but also to scare off buyers. Similarly, Roma does not just fancy buyers, but
does not want any sellers at all.

Q3. If we were to look at these banks’ quotes every five minutes, would we always expect to see the same pattern, ie.,
Continental quoting higher and Roma lower than the majority?

A3. Of course not: as soon as their desired positions are reached, they will return to the fold. Thus, the top and bottom
positions are picked by a particular bank for only a brief period, and move randomly across the list of banks.
3.3.3 Triangular Arbitrage

Now that we know how exchange rates are quoted and what arbitrage means, let us look at the
relationships that exist between spot rates quoted in various currencies. The forces that support
these linkages are again arbitrage and shopping around. For our purposes, we can ignore the
many market makers: when we talk about bid and ask, we now mean the market quote, that is,
the best bid across all market makers, and the best ask. The new issue is how these market
quotes in various currencies are linked.

(a) (b)

b 53

Is out > in? Go direct or indirect?

Figure 3.7. (a) Triangular arbitrage (do I make money doing this?) and (b) triangular shopping
around (which of the two gives me the best price?).



» Someone engaging in triangular arbitrage tries to make money by sequentially buying
and selling various currencies, ending with the original currency. For instance, you could
convert AUD into USD, and then immediately convert the USD into GBP and the GBP
back into AUD, with the hope of ending up with more AUD than you started out with. The
no-arbitrage condition says that you should not make a profit from such activities.
Actually, when there are transaction costs or commissions, you are likely to end up with
a loss. The potential loss is due to commissions, notably the bid—ask spread. Thus, in this
context, arbitrage implies that the set of exchange rates quoted against various base
currencies should be such that you cannot make any risk-free instantaneous profits after
paying transaction costs.

» Shopping around is the search for the best way to achieve a desired conversion. For
instance, an Australian investor who wants to buy GBP may buy directly, or may first
convert AUD into USD and then convert these USD into GBP. Shopping around implies
that the direct AUD/GBP market can survive only if its quotes are no worse than the
implied rates from the indirect transaction.

In the case of perfect markets, the regular arbitrage and shopping-around arguments lead to
the same conclusion. We illustrate this in the following example (and figure 3.7 shows the
difference between arbitrage and shopping around).

Example 3.12. Suppose 1 GBP buys USD 1.5, while 1 USD buys AUD 1.6; therefore, if we directly convert GBP into
AUD, 1 GBP should buy 1.5 x 1.6 = 2.4 AUD. With this AUD/GBP rate and assuming a zero spread,

* nobody can make a free-lunch profit by any sequence of transactions, and

« everyone is indifferent between direct conversions between two currencies and indirect, triangular transactions.

Below, we see what the implications of arbitrage and shopping around are when there are
bid-ask spreads. In order to simplify matters, we shall first show how to compute the implied
rates from an indirect route. We shall call these implied rates the synthetic rates. Having
identified these synthetic rates, we can then invoke the same mechanisms that enforce the law
of one price as when we studied the relationship between the quotes made by various market
makers.

3.3.3.1 Computing Synthetic Cross Rates

In general, a synthetic version of a contract is a combination of two or more other transactions
that achieves the same objective as the original contract. That is, the combination of the two or
more contracts replicates the outcome of the original contract. We shall use the notion of
replication repeatedly in this textbook. For now, consider a simple spot transaction: a Japanese
investor wants to convert JPY into GBP.

» The investor can use the direct market and buy GBP against JPY. We will call this the
original contract.

* Alternatively, the investor can first buy USD with JPY, and then immediately exchange
the USD for GBP. This is a combination of two contracts. It replicates the original
contract since, by combining the two transactions, the investor initially pays JPY, and



ultimately ends up with GBP. Thus, this is a synthetic way of achieving the original
transaction.

Note that the synthetic contract may be the more efficient way to deal, since the USD market
has a lot of volume (or depth) in every country, and therefore has smaller spreads. (This is why
the USD is involved in 90% of the trades.) Let us see how the synthetic JPY/GBP rates can be
computed.

Example 3.13. What are the synthetic JPY/GBP rates, bid and ask, if the quotes are JPY/USD 101.07-101.20 and
USD/GBP 1.3840-1.3850?

Step 1: multiply or divide? The dimension of the rate we are looking for is JP'Y/GBP. Because the dimensions of the two
quotes given to us are USD/GBP and JPY/USD, the way to obtain the synthetic rate is to multiply the rates, as follows:

[JPY/GBP] = [JPY/USD] »x [USD/GBP]. (3.4)

Note that on the right-hand side of the equation, the USD in the denominator of the first quote cancels out the USD in the
numerator of the second quote, leaving us with the desired JP'Y/GBP number.

Step 2: bids or asks? The first quote is the natural quote for a Japanese agent, the second one takes the USD as the base.
Consider the synthetic ask (relevant for buying GBP from a JPY position). Starting from JPY we buy USD, so we need the
ask; and with the USD we buy GBP, so we again need ask. Thus,

) - T Finl I
5‘}*’]1[[11_‘“{_‘ S}T,?SLGBP = SJPYR sD SLSDIGEP

t,ask t,ask
= 101.20 x 1.3850 = 140.16. (B35
By a similar argument, we can obtain the rate at which we can synthetically convert GBP into USD and these into JPY:
, : -~ JPY . il IS/
Synthetic bﬂﬁ’fﬂp = beéLSD P S;bﬁfﬂﬂp
= 101.07 x 1.3840 = 139.88. (3.6)

This example is the first instance of the law of the worst possible combination, or the rip-oft
rule. You already know that, for any single transaction, the bank gives you the worst rate from
your point of view (this is how the bank makes money). It follows that if you make a sequence
of transactions, you will inevitably get the worst possible cumulative outcome. This law of the
worst possible combination is the first fundamental law of real-world capital markets. In our
example, this law works as follows:

* Note that we are computing a product. The synthetic ask rate for the GBP (the higher rate,
the one at which you buy) turns out to be the highest possible product of the two exchange
rates: we multiply the two high rates, ask times ask. Note, finally, that if the purpose is to
buy forex, then a high rate is also an unfavorable rate. In short, we buy at the worst rate,
the highest possible combined rate.

* We see that, likewise, the synthetic bid rate for the GBP (the lower rate, the one at which
you sell) turns out to be the lowest possible product of the two exchange rates: we
multiply the two low rates, bid times bid. Note also that if the purpose is to sell forex,
then a low rate 1s also an unfavorable rate. In short, we sell at the worst rate, the lowest
possible combined rate.

Let us look at another example. The data are the same except that the British quotes are now
direct and not indirect.



DIY Problem 3.1. The JPY/GBP synthetic bid and ask rates, if the quotes
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* Derive this solution from the previous one, invoking our earlier results on inverse rates, equations (3.2) and (3.3).

* Verify that you get the above answer also if you first think of the dimensions and then apply the law of the worst
possible combination.

Figure 3.8 shows the spreadsheet set up by one particular trader to help him shop around.
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Figure 3.8. A dealer’s shopping-around spreadsheet. Courtesy of Paul Goossens, dealer at KBC Brussels. Paul’s spreadsheet
shows the best quotes from EBS’s broking screens, from Reuters Dealing 2002, and the indirect quotes (via USD or EUR). The
latter are obviously rounded. Check how the indirect quotes are always wider at one side at least. (With only two pips between
the best direct quotes, and with rounding of the synthetic quotes, one side must always seem to match.) The wider quotes
labeled Reuters are the indicative, nonbinding ones from the Reuters FX/FX pages; they mean nothing except that some banks
are willing to quote. See how Paul’s sheet gets the EUR/USD quote from EBS into the darker parts of the spreadsheet. Cell 1
is selected; spot the underlying command =RtGet(“IDN” : “EUR=EBS” : “BID”) in the enter function box above the
spreadsheet. From the imported data in the black part, synthetic rates are computed.
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Figure 3.9. Triangular arbitrage and shopping around.

3.3.3.2 Triangular Arbitrage with Transactions Costs



Now that we understand synthetic quotes, we can derive bounds imposed by arbitrage and
shopping around on quotes in the wholesale market. Just think of the direct quotes as the quotes
from bank X, and think of the synthetic quotes as the quotes from bank Y.

* Arbitrage then says that the two bid-ask quotes should overlap by at least one point;
otherwise, you can buy cheap in the direct market and sell at a profit in the synthetic
market or vice versa.

» Shopping around implies that if a bank skews its quotes so as to be (very) attractive at
(only) one side, then it will attract a lot of business very fast; thus, this skewing cannot be
persistent. But when we talk about market quotes (the best bid, and the best ask, across
all market makers) rather than the quotes by an individual dealer, the force is even
stronger. Individually, a market maker may very well want to make one of its quotes
unappealing for some time, as we saw. But if there are many market makers it would be
quite unlikely that, across all market makers, even the best direct quote would still be
unappealing against the synthetic one, for that would mean that among all the competing
market makers there is not a single one that is interested in that particular type of deal.
Thus, instances where a direct quote i1s dominated by a synthetic one at one side should
be rare and short-lived, and the more so the higher the number of market makers.

» The above assumes that the direct market has enough volume. Indeed, with a very thin
market, the spread required to make market making sustainable may be too wide to allow
the direct market to compete on both sides with the synthetic market via a heavily traded
vehicle currency (like the USD or the EUR). The volume and depth of the wholesale
market for dollars relative to almost any other currency is so large (and the spreads,
therefore, so small) that a substantial part of the nondollar transactions are, in fact, still
executed by way of the dollar. Direct cross deals emerged as of the mid 1980s only, and
are still confined to heavy-volume currency pairs.

As a final note, in the retail markets most customers have no direct access to cross rates, and
bank clerks occasionally compute cross rates even where the actual transaction could be
executed very differently. A Japanese bank, for instance, would post quotes for JPY/GBP and
JPY/EUR rates for its retail customers, but typically not for GBP/EUR. Should a retail
customer sell EUR and buy GBP, the clerk would actually compute the synthetic rates we have
just derived, as if the customer first went from EUR to JPY and then to GBP, even if in the
bank’s trading room the actual conversion may be done directly from EUR into GBP. Unless
you have an account with a Euroland or U.K. bank, or enough clout with your home bank, you
would have little choice but to accept the large spread implied by such synthetic rates.

This finishes our tour of the workings of the exchange markets. We continue the chapter with
some wise advice on the merits and shortcomings of using exchange rates to translate foreign
amounts of money. This brings us to the twin concepts of “PPP” and “real” exchange rates, key
issues for understanding the relevance of currency risk.

3.4 Translating FC Figures: Nominal Rates, PPP Rates, and Deviations
from PPP



Obviously, when you exchange an FC amount into HC or vice versa, you will use the exchange
rate relevant at the moment. But actual transactions like this are not the sole conceivable
purpose for such a conversion; rather, the purpose may just be translation, that is, to have an
idea what an FC amount means in a unit that you are more familiar with, the HC. For instance,
if a resident of Vanuatu tells you she is making 1m vatus a month, most people would not have
a clue whether they should be impressed or not. In a case like this we do not want to actually
exchange any vatus into our own HC; we would simply like to translate an FC number into a
unit that is more meaningful to us.

The most commonly used solution is to resort to the market exchange rate to make the
translation. The result is an improvement on the FC amount in the sense that you know what you
would be able to do with this converted amount if you consumed it here, at home. But your
objective may be to have a feel for what the FC amount would mean to a resident of the foreign
country, that is, if the money is consumed there, not here. Both questions—the purchasing
power of some amount of money in your home country, and the purchasing power abroad—
provide the same answer if prices abroad and at home are on average the same once they have
been converted into the same currency. This situation is known as (absolute) purchasing power
parity (APPP). As we will illustrate below, APPP does not hold in reality, with deviations
becoming more important the more different the two countries are in terms of location or
economic development.

3.4.1 The PPP Rate

To have a more reliable feel for what a given amount of foreign money really means locally,
one needs for each country a number called the price level, which we denote by /7 (at home,
and in HC), and I7* (abroad, and in FC), respectively. A price level is an absolute amount of
currency—not an index number—needed to buy a standard consumption bundle. Computing
price levels for different countries makes sense only if the consumption bundle whose cost is
being measured is the same across countries. In a simple economy in which fast food is the
only commodity, the bundle may be one soda, one burger, one fries (medium), a salad, and a
coffee—Iet’s call this the BigMeal. We simply jot down the prices of the components abroad
and at home, and tot them up into price levels for BigMeals.

Any differences in price levels, after conversion into a common currency, would make a
simple conversion of an FC amount into the HC rather misleading if translated price levels are
very different.

Example 3.14. You often chat with a friend living in the Republic of Freedonia, where, since the presidency of Groucho
Marx, the currency is the Freedonian crown (FDK). Let S; = USD/FDK 0.010. You earn USD 50 per unit of time, your

Freedonian friend 2,000 FDK. What does that income really mean if the standard consumption bundle, our BigMeal, costs
USD 5 here and FDK 250 in Freedonia?

* At the spot rate of USD/FDK 0.010, your friend seems to earn only 2,000 x 0.010 = USD 20, suggesting that she is
60% worse off than you.

* But this ignores price differences. What you “really” earn is 50/5 = 10 BigMeals, while your friend makes 2000/250 = 8
BigMeals. That is, your friend is “really” almost as well off as you are.

3.4.1.1 What Is the PPP Rate?



To buy eight BigMeals at home, you would need 8 x 5 = USD 40. So one way to summarize the
situation is that FDK 2,000 means as much to your friend abroad as USD 40 means here, to
you. The USD 40 is called the translation of FDK 2,000 using the PPP rate rather than the
nominal rate, and the implied PPP rate is the 40/2,000 = 0.020 USD per FDK, the ratio of the
two price levels.

Let us generalize. Suppose you want to have a feel for what an FC amount Y* “really” means
to a foreigner. The question can be made more precise as follows. Give me an HC amount ¥
such that its purchasing power here, Y/IT,, equals the purchasing power abroad of the original

amount, Y * /[T *:
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Figure 3.10. Log PPP versus log actual rates, HC/USD.
Source: Based on data from the Economist, May 26, 2006.

So we can always compute the PPP rate as the ratio of the two price levels. For example, your
friend’s foreign amount (FDK 2,000) could have been translated at the PPP rate, 5/250 =
0.020, which would have told you immediately that her income buys as much (in Freedonia) as
USD 40 buys here.

Example 3.15. At the end of 2006, the CIA Factbook assessed Russia’s 2005 GDP at 1.589 USD trillion using the PPP rate,
and at 740.7 billion using the nominal official rate (wWww.cia.gov/cia/publications/factbook/geos/rs.html). What is the
explanation for this? Are prices lower in Russia than in the United States, or is it the reverse?

For China, the figures were USD 8.883 trillion (PPP) and USD 2.225 trillion (official exchange rate), a ratio of about four
to one instead of Russia’s two to one. Which country, then, has the lower price level?

DIY Problem 3.2. Check that the PPP rate has dimension HC/FC.

The IMF and the World Bank, for instance, often use PPP rates rather than the regular
“nominal”) rate to translate foreign GDPs or incomes or government budgets. Newspapers



and magazines have also begun to adopt this approach. Lastly, the PPP rate also serves as a
benchmark for the nominal rate. Many economists feel that, in the long run, the nominal rate for
two similar economies should loosely fluctuate around the PPP rate, and never wander off very
far above or below it. Let us see how well this theory fares, empirically.

3.4.1.2 PPP in Reality

In table 3.6 we take the Economist’s favorite consumption bundle, the Big Mac, and we
compute PPP rates for 59 countries—once in USD (a New Yorker should get 0.295 dollars to
be as happy as a Beijinger with one extra yuan) and once in non-U.S. currency (a Beijinger
should get 3.39 yuan to be as happy as a New Yorker with one extra dollar). You see that
countries where the Big Mac has a high local price have, of course, low PPP rates but also
tend to have low actual exchange rates. Figure 3.10 shows this graphically. To “shrink” the
outliers and give the smaller numbers more space, we plot the log of the actual against the log
of the PPP rate. (This explains why there are negative rates: numbers below unity produce
negative logs.) There is obviously a very strong link.

Table 3.6. PPP rates based on Big Mac prices from the Economist, May 26, 2006.

Actual PFPP Real Actual PPP Real
Local  wvalue rate rate value rate rate
Currency price of § of § of § in$ in$ in§
China yuan 10.5 5.03 3.39 2.371 0.125 0.205 0.422
Macau pacata 11.1 7.99 3.58 2.231] 0125 0279 0,448
Malaysia ringgit 5.5 3.63 1.77  2.046 0.275 0.564 0.489
Hong Kong dollar 12 7.75 3.87 2002 0.129 0258 0.499
Indonesia rupia 14600 9325 470968 1.980 0000 0.000 0.505
Philippines peso 85 52.6 2742 1918 0019 0.036 0521
Paraguay guarani Q000 5505 2903.23 1.896¢ 0.000 0.000 0.527
Egypt pound 9.5 5.77 3.06 1.883 0,173 0326 0.531
Ukraine hryvna 8.5 5.05 2.74 1.842 0.198 0.365 0.543
Moldava leu 23 13.2 7.42 1.779 0.076 0.135 0.562
Uruguay peso 42.3 23.9 13.65 1.752 0.042 0.073 0.571
Russia ruble 48 27.1 15.48 1.750 0.037 0.065 0.571
Dominican Rep  peso 60 32.6 19.35 1.684 0.031 0.052 0.594
Sri Lanka rupse 190 103 61.29 1.681 0.010 0.016 0.595
Honduras lempira 35.05 18.9 11.60 1.630 0.053 0.086 0.614
Bulgaria lev 2.99 1.54 0.96 1.597 0.649 1.037 0.626
Slovakia koruna 58 29.5 18.71  1.577 0.034 0.053 0.634
Poland zloty 6.5 3. 210 1.478 0.323 0477 0.676
Thailand baht 60 28.4 19.35 1.467 0035 0.052 0.682
South Africa rand 13.95 6.6 450 1.467 0.152 0.222 0.682
Pakistan rupee 130 60.1 4194 1.433 0017 0024 0.698
Venezuela baolivar 5701 2630 1839.03 1.430 0.000 0001 0.699
Costa Rica colon 1130 510 364.52 1.399 0.002 0003 0.715
Japan yen 250 112 8065 1.380 0009 0012 0.720
Singapore dollar 3.6 1.59 1.16 1.369 0.629 0861 0.730
Guatemala quetzal 17.25 7.59 5.56 1.364 0.132 0.180 0.733
Argentina peso 7 3.06 2.26  1.355 0.327 0443 0.738
Georgia lari 4.15 1.8 1.34 1.345 0.556 0.747 0.744
Taiwan dollar 75 3za 2419 1.327 0031 0041 0.754
Estonia kroon 29.5 12.3 9.52 1.293 0.081 0105 0.774
Saudi Arabia riyal 9 3.75 2.90 1.292 0.267 0.344 0.774
Lithuania litas 6.5 2.69 2.10 1.283 0372 0477 0779
Australia dollar 3.25 1.33 1.05  1.269 0752 0954 0.788
UAE dirham 9 3.67 290 1.264 0.272 0344 0.791
Latvia lats 1.35 0.55 0.44 1.263 1.818 2296 0.792
Mexico peso 29 11.3 935 1.208 0.088 0.107 0.828
Colombia peso 6500 2504 2096.77 1.194 0.000 0.000 0.837
Croatia kuna 15 5.72 4.84 1.182 0175 0207 0.846
1

South Korea waon 2500 952 806.45 180 0,001 0.001 0.847



Czech Rep koruna 59.05 221 19.05 1.160 0.045 0.052 0862

Fiji dollar 4.65 1.73 1.50 1.153 0578 0.667 0.867
Hungary forint 560 206 180.65 1.140 0.005 0.006 0.877
Turkey lire 4.2 1.54 1.35 1.137 0.649 0.738 0.880
New Zealand  dollar 4.45 1.62 1.44 1.129 0617 0.697 0.B86
Slovenia tolar 520 180 167.74 1.127 0.005 0.006 0.888
Aruba florin 4.95 1.79 1.60 1.121 0559 0626 0892
Brazil real 6.4 2.3 206 1.114 0.435% 0.484 0.898
Morocco dirham 24.5 8.7 7.90 1.102 0.115 0127 0.907
Peru new sol 9.5 3.26 3.06 1.064 0.307 0.326 0.940
Chile peso 1560 530 503.23 1.053 0.002 0.002 0.949
United states  dollar 3.1 1 1.00 1.000 1.000 1.000 1.000
Canada dollar 3.52 1.12 1.14 0.986 0.893 0.881 1.014
Britain pound 1.94 0.532 0.63 0.850 1.880 1.548 1.176
Eurcland 2uro 2.94 0.781 0.95 0.824 1.280 1.054 1.214
Sweden krona i3 7.28 10.65 0.684 0.137 0.094 1.462
Denmark krone 27.75 5.82 8.95 0.650 0172 0112 1.538
Switzerland franc 6.3 1.21 2.03 0.595 0.826 0.492 1.680
lceland kronur 459 72 148.06 0.486 0.014 0.007 2.056
Norway kroner 43 6.1 13.87 0.440 0.164 0.072 2.274
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Figure 3.11. PPP versus actual rates, HC/USD.
Source: Based on data from the Economist, May 26, 2006.

But a closer look at the table reveals big relative deviations, which are hard to spot from a



log graph dominated by outliers. Kicking out the twenty highest cases so as to be able to forgo
logs, this time, we get figure 3.11. Note how the observations tend to be above the equality line
(where actual = PPP): the dollar tends to be too expensive, by Big Mac PPP standards. Yet
there are also important deviations below the 45° line, where the slope of the ray through the
dot is even below 0.5 in one case. The slope of this ray is called the real exchange rate, to
which we now turn.

3.4.2 Commodity Price Parity

A concept used in textbooks 1s commodity price parity (CPP). It is said to hold when translated
prices for an individual good are equalized across two countries:

CPP holds if Pj; = S x P}, (3.9)

withj referring to an individual good, and P; (P}) referring to its price at home, in HC (abroad,
in FC). In fact, all the Big Mac evidence shown thus far is about CPP rather than PPP, a
distinction that the Economist tends to gloss over.

CPP would hold if trading were costless and instantaneous. Obviously, in reality it does not
work across the board; for commodities it is not too bad an approximation (within the bounds
created by transportation costs and the like), but for consumer goods it is essentially a joke.

PPP in the true sense—i.e., for a bundle of goods—would clearly hold if CPP held for every
individual good, or if deviations from CPP washed out after averaging across many goods. As
we have seen, this is not really the case; apparently, too many deviations from CPP turn out to
be in the same direction, suggesting there is a common force behind them. Forget CPP.

3.4.3 The Real Exchange Rate and (Deviations from) Absolute PPP

The real exchange rate (RER) is a measure of how far the nominal rate differs from the PPP
rate: it is simply the nominal exchange rate divided by the PPP counterpart.

Example 3.16. In our Freedonian story, the nominal rate was 0.010 USD/FDK while the PPP rate was 0.020 USD/FDK;
thus, the real rate was 0.5, which is a large deviation from unity, but not uncommon between two very different economies.

The real rate is a dimensionless number: [HC/FC] divided by [HC/FC]. In a way, it simply
tells us what the ratio is of the translated price levels:

S
RER; %' <ppp (3.10)
el
Se x IT}
= 222t from (3.8). (3.11)
IT;

Again, in the example one can find the RER for the FDK against the USD by translating into
USD the foreign price of the BigMeal, FDK 250 % 0.010 = USD 2.5, and divide it by the
domestic price level, 5, which gets us 2.5/5 = 0.5. Thus, the RER rate tells you how much
cheaper (if RER < 1) or more expensive (if RER > 1) the foreign country is. A country with a
below-unity real rate would be a nice place to spend your domestic income, or could be an



attractive base to export from, but may not be the best place to export to. These are very
different questions than the one answered by the PPP rate.
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Figure 3.12. Relative prices of the Big Mac across the world, based on data from the Economist, May 26, 2006.

Obviously, if the real rate equals unity, both countries have the same price level. If that is
true, Absolute PPP is said to hold:

Absolute PPP holds if RER; = 1 < S; = SI?F & S x [1}} = I,. (3.12)

In figure 3.12, and in table 3.6 the countries have been ranked on the basis of the real rate.
Two observations stand out. First, there is a five-to-one ratio between the most and least
expensive countries, Norway and China. So deviations from PPP are big. Second, there is a
system to it, to some extent: undervalued currencies tend to be developing ones, and
overvalued ones developed. (The fact that thus USD is not top is anomalous, in this view. The
long-lasting deficit in its current account may be one reason.) The (imperfect but strong)
relation between real rate and degree of economic development is discussed in chapter 10.

DIY Problem 3.4. Norway is most expensive. In figure 3.11, identify the dot that corresponds to Norway.

3.4.4 The Change in the Real Rate and (Deviations from) Relative PPP

For most of the time since the 1980s, Japan has had a real rate above unity: it was a more
expensive place to spend a dollar than the United States or Europe. Sometimes one is
interested in whether a country’s situation has worsened or improved. That is, has the real rate
increased or decreased (as distinct from the issue of whether its level is above unity or not)?

To measure this, one can simply compute the RER’s percentage change. Not surprisingly, the
percentage change in the RER is determined by the percentage changes in the spot rate and the
price levels—the inflation rates.



Example 3.17. Q. Suppose that five years ago the FDK traded at USD/FDK 0.012, and the price levels were USD 4 in the
United States and FDK 250 abroad. (So, with current price levels being 5 and 250, respectively, inflation was 25% in the
United States and zero in Freedonia.) Recalling that the current RER is 250 x 0.010/5 = 0.5, how much has the RER changed
since then?

A. The old RER was 250%0.012/4 = 0.75; so the rate changed by (0.50-0.75)/0.75 = —0.33, that is, —33%. There was real
depreciation of the crown—that is, Freedonia became cheaper over time—because the FDK went down and because
inflation in Freedonia was lower than in the United States.

Below, we first show the general relation between the percentage change in the RER and the
changes in the nominal rate, and then a first-order approximation that is occasionally used:

1 ik
| + infl;, ,

Percentage change in the RER = (1 + s¢,¢) -1 (3.13)

| + infly,

= Sgor + [Infly ; —inflg ¢ ], (3.14)

where s, is the simple percentage change in the spot rate S between times ¢, and ¢ while infl
to.t and 1nﬂ’r*j . denote inflation at home and abroad, respectively, over the same time window.

The first-order approximation works well if both inflation rates are low. This is not the case in
our Freedonian example.

Example 3.18. In our above story, foreign inflation was zero, U.S. inflation 25%, and the exchange-rate changed by minus
one sixth; so the RER changes by

1\ 1 +0.00 _ |
| - =) ———=-1=0.66667-1=—=,
( 6/1+0.25 3
as computed directly before. In contrast, the first-order approximation would have predicted a change of L _ 025 =

5
—41.67% rather than —33.33%. The error is nontrivial because, in this example, two numbers—the U.S. inflation rate and the
change in the exchange rate—are far from zero.

If the RER is constant, whatever the level, then relative PPP (RPPP) is said to hold; and the
percentage change in the RER is a standard measure of deviations from RPPP. An RPPP
deviation is most often resorted to if the RER itself cannot be computed because price-level
data are missing. If, indeed, absolute price levels for identical bundles are not available, there
is no way of computing which of the two countries is the cheaper. But one can still have an
idea whether the RER went up or down if one estimates the inflation rates from the standard
consumption price indices (CPIs) rather than the price levels. A CPI is a relative number vis-
a-vis a base period, and the consumption bundle is typically tailored to the country’s own
consumption pattern rather than being a common, internationally representative bundle of
goods. Still, in most cases this makes little difference to the inflation rates.
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Figure 3.13. [Actual rate]/[RPPP rate] against the USD, 1965 = 1.00. Source: Underlying data are from DataStream.

The RPPP rate relative to some chosen base period ¢ is the level of the current rate that
keeps the RER at the same level as in the base period:

[RPPP rate vis-a-vis to] = Sp -

1 + infls, ¢
= Rl —— 215
oy 4 inﬂ'r*fg,1+ ( )
: o gz g St
Relative real rate vis-a-vis tp = m
r
S; 1 +infl{ ; A5

- Si‘.[:. 1+ il’lﬂfﬂ.r1

which is unity plus the change in the real rate except that we use each country’s CPI inflation
(or some similar index) rather than the change in the absolute price of an internationally
common basket. In pre-EUR days, the EC or EU ministers of the ERM!¢ countries used the
RPPP norm when devaluations were negotiated. They went back to the time of the last
realignment, and corrected that base-period level for the accumulated inflation differential
since then, as in equation (3.15). But the main use of the RPPP for business is that it tells us
whether a country has become cheaper, or more expensive, relative to another one. Cheapening

countries are good if they are your production centers or your favorite holiday resort, but bad if
they are the markets where you sell your output.
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Figure 3.14. RPPP versus actual rates against USD, 1965 = 1.00. (a) JPY RPPP versus actual; (b) SAR RPPP versus actual
Source: Underlying data are from DataStream.

For this reason, deviations from RPPP are important. Are they large? Figure 3.13 shows
time-series data, taking January 1965 as the base period, on relative real rates against USD,
for the DEM-EUR, JPY, GBP, SAR, and THB. We note four facts.

(1) First, there are huge swings in the medium run, with the real rate appreciating by 50%
and then going back—and occasionally even doubling or halving—in a matter of years,
not decades. Imagine being caught in this as an exporter.

(i1) Second, in the short run there is lots of inertia: once the rate is above its mean, it tends to
stay there for years. Statistical analysis shows that the average half-life is three to five
years, meaning that it takes three to five years, on average, for a deviation to shrink to half
its original size. Thus, when you get into a bad patch, you can expect that this will be a
matter of years rather than weeks or months.

(111) Third, when we look at the RPPP rates and the actual ones separately (figure 3.14), we
see that, almost always, in the short run most of the variation in the real rate stems from
the nominal rate; the RPPP rate is usually smooth relative to the actual, except of course
under a fixed-exchange-rate regime (see graphs) and in hyperinflation cases (not shown).
The fall, rise, and fall of the USD against the DEM under presidents Carter and Reagan
had nothing to do with inflation. In a way, that’s good, because there are good hedge
instruments against swings in nominal rates. Hedging nominal rates, in the short run,
almost stabilizes the real rate too.

(iv) Even though deviations between actual and RPPP rates are huge, there often does seem to
be a link, in the long run. As a result, the long-run variability of the inflation-corrected
rate 1s somewhat lower than that in the nominal rate.

(v) A last fact, impossible to infer from the graphs but to be substantiated in chapter 10, is
that changes in both nominal and real exchange rates seem hard to predict.

Should you care? If exchange risk just led to capital gains and losses on assets or liabilities



denominated in FC, most (but not all) firms would be able to shrug it off as a nuisance,
perhaps, but no more than that. However, there is more: real-rate moves may also make your
production sites uncompetitive or your export markets unprofitable, and it is harder for a firm
to shrug this off. Another implication worth mentioning is that when two investors from
different countries hold the same asset, they will nevertheless realize different real returns if
the real exchange rate is changing—which it does all the time. Thus, exchange risk undermines
one of the basic assumptions of the CAPM, namely that investors all agree on expected returns
and risks. These implications explain why exchange risk gets so much attention in this text.

3.5 CFO’s Summary

In this chapter, we have seen how spot markets work. From the treasurer’s point of view, one
immediately interesting aspect is the possibility for arbitrage and shopping around.

* Arbitrage consists of buying and immediately reselling (or vice versa), thus taking no
risk and engaging no capital. One could try to do this across market makers (for one
particular exchange rate) or in a triangular way. In practice, the likelihood of corporate
treasurers finding such a riskless profit opportunity is tiny. Arbitrage by traders in the
wholesale market eliminates this possibility almost as quickly as it arises. In addition,
most firms deal in the retail market, where spreads are relatively wide.

* Shopping around consists of finding the best route for a particular transaction. In contrast
to arbitrage, shopping around may work—not in the sense of creating large profits, but in
the sense of saving on commissions or getting marginally better rates. It is generally
worth calling a few banks for the best rate when you need to make a large transaction.
And it may pay to compute a triangular cross rate, especially through routes that involve
heavily traded currencies like the USD or the EUR. Doing such a computation could
enable corporate treasurers to find cheaper routes for undertaking transactions as
compared with direct routes.

The spot rate is, by definition, the right number to use if you need to do an actual transaction.
But for other purposes, other exchange-rate concepts are quite useful:

» The PPP rate is the ratio of the two price levels. Translating foreign income numbers or
investment budgets at this rate tells you what the foreign figures really mean to locals, but
expressed in terms that are familiar to you.

* The real exchange rate (or the deviation from absolute PPP) is the ratio of the translated
price levels. It tells you which country is more expensive. This is relevant if you want to
evaluate a country as a destination for exports, or a source of imports, or a place to live
or produce.

* Both the above concepts require data on price levels, which are not available for all
countries. One often makes do with the deviation from RPPP relative to a given base
period, which estimates to what extent the real exchange rate has changed since then.



There is a clear, but imperfect, relation between actual rates and PPP rates: countries that have
gone through high-inflation episodes and, thus, ended up with high nominal prices for all
goods, pay high nominal prices for currencies too. But the relation is far from one to one: real
rates can be five to one (Norway against China, for instance, in the Big Mac data set). There is
also a lot of variability over time, making countries more attractive or unattractive as
production centers or markets. Most of that variability comes from the nominal exchange rate:
inflation contributes little, except for hyperinflation episodes (with inflation rates measured in
100s or 1,000s per month). Thus, currency risk affects contractual cash flows fixed in FC but
also the operations of a firm. It even messes up the CAPM because real exchange risk means
that investors from different countries no longer perceive asset returns and risks in the same
way.

What are the implications for the CFO? You should remember, first, that variations in the
real exchange rate are long-memory events and can be vast. So they can have a big impact on
how and where you should produce, and may even force you to change your fundamental
strategy. All this comes on top of a shorter-run effect, of course: variations in exchange rates
cause capital gains and losses on FC-denominated contractual claims and liabilities.

Your instinctive reaction may be that the firm should try to reduce the impact of these
changes. This may be too fast, though: we first need to determine whether any such “hedging”
policy really adds value. To be able to answer this question, we need to understand how the
hedge instruments work: forwards, futures, swaps, and options. A good knowledge of these
derivatives is, of course, also required to make an informed choice among the available hedge
instruments. This 1s what the remainder of part Il is about. We begin with forward markets.

3.6 Technical Notes

Technical note 3.1 (what is wrong with the FC/HC convention, in a textbook?). In the text
just below example 3.2 we claimed that using the FC/HC convention would mean all the
familiar formulas from finance would have to be abandoned. Here is this message in math. Let
r* denote the risk-free interest rate earned on FC, and ¢ 1 the (random) future value, in HC of

one unit of FC. If you buy one unit of FC, you will have 1 + »* units of them next period, worth
S+ r*) in HC. Standard finance theory then says that the current price, S, should be the

future value discounted at a rate E(7g) that takes into account this risk of § %

o _ E(S))(1+7*)
0~ "1 ¥ E(#%)

(3.17)

This looks quite normal and well-behaved. Now look at what would happen if we had used the
inverse rate, X := S|, and if we wanted a theory about how X, 1s set. First substitute X = §~ 1
into the equation and then solve for Xy

1 E(/X)(+r*) s LEO)
Xo  L+E@s) "TEU/XDA+ 1)




All connection with finance is gone. Confusingly, the discount rate is on top, and the
expectation is below, and the expectation is about the inverse of X. Clearly, this makes no
sense in a finance textbook.

TEST YOUR UNDERSTANDING

Quiz Questions

1. Using the following vocabulary, complete the text: forward; market maker or broker;
shopping around; spot; arbitrage; retail; wholesale.
When trading on the foreign exchange markets, the Bank of Brownsville deals with a (a) on the (b) tier, while an
individual uses the (c) tier. If the bank must immediately deliver EUR 2 million to a customer, it purchases them
on the (d) market. However, if a customer needs the EUR in three months, the bank buys them on the (e)
market. In order to purchase the EUR as cheaply as possible, the bank will look at all quotes it is offered to see
if there is an opportunity for (f). If the bank finds that the quotes of two market makers are completely
incompatible, it can also make a risk-free profit using (g).
2. From a Canadian’s point of view, which of each pair of quotes is the direct quote? Which
is the indirect quote?

(a) CAD/GBP 2.31; GBP/CAD 0.43.
(b) USD/CAD 0.84; CAD/USD 1.18.
(¢) CAD/EUR 1.54; EUR/CAD 0.65.

3. You are given the following spot quote: EUR/GBP 1.5015-1.5040.

(a) The above quote is for which currency?
(b) What is the bid price for EUR in terms of GBP?

4. You read in your newspaper that yesterday’s spot quote was CAD/GBP 2.3134-2.3180.

(a) This is a quote for which currency?
(b) What is the ask rate for CAD?
(c) What is the bid rate for GBP?
5. A bank quotes the following rates. Compute the EUR/JPY bid cross -rate (that is, the
bank’s rate for buying JPY).

Bid Ask
EUR/CAD 0.64 0.645
CAD/JPY 0.01 0.012

6. A bank quotes the following rates: CHF/USD 2.5110-2.5140 and JPY/USD 245-246.
What is the minimum JPY/CHF bid and the maximum ask cross rate that the bank would
quote?

7. A bank is currently quoting the spot rates of EUR/USD 1.3043—-1.3053 and NOK/USD
6.15-6.30. What is the lower bound on the bank’s bid rate for the NOK in terms of EUR?
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. Suppose that an umbrella costs USD 20 in Atlanta, and the USD/CAD exchange is 0.84.

How many CAD do you need to buy the umbrella in Atlanta?

. Given the bid-ask quotes for JPY/GBP 220-240, at what rate will:

(a) Mr. Smith purchase GBP?
(b) Mr. Brown sell GBP?

(c) Mrs. Green purchase JPY?
(d) Mrs. Jones sell JPY?

True—False Questions

Indi
1

cate the correct statement(s).

. CPP says that you can make a risk-free profit by buying and selling goods across
countries.

. CPP implies causality. It states that foreign prices are determined by domestic prices and
other factors such as production costs, competitive conditions, money supplies, and
inflation rates.

. In order for a firm not to be affected by real exchange risk, CPP must hold not only for the
goods a firm produces but also for all production inputs, and for the prices of
complementary and substitute goods.

. The equilibrium exchange rate suggested by the absolute purchasing power parity
hypothesis depends on the relative relationship between the prices of a representative
consumption bundle in the currencies of two countries.

. Your purchasing power is the number of representative consumption bundles that you can
buy.

. The real effective exchange rate is the price of an average foreign consumption bundle in
units of domestic currency.

7. Relative PPP shows how a consumer’s purchasing power changes over time.

10.

. Absolute PPP may hold even when relative PPP does not because absolute PPP looks at
levels at a specific point in time, and levels are always comparable regardless of the
composition of the consumption bundle.

. Given the empirical evidence on the correlation between the nominal and real exchange
rate, it is possible to use the nominal financial instruments to hedge real exchange risk.

PPP is based on the idea that the demand for a country’s currency is derived from the
demand for that country’s goods as well as the currency itself.

Multiple-Choice Questions

Choose the correct answer(s).

1

. CPP may not hold because:

(a) the prices for individual goods are sticky;

(b) transaction costs increase the bounds on deviations from CPP, making it more difficult to arbitrage away price
differences;

(c) quotas and voluntary export restraints limit the ability to arbitrage across goods markets;



(d) parallel imports lead to two different prices for the same good;
(e) the prices of tradable goods fluctuate too much, which makes it difficult to take advantage of arbitrage opportunities.

2. Absolute PPP may not hold when:

(a) the prices of individual goods in the consumption bundle consistently deviate from CPP across two countries;
(b) the consumption bundles of different countries are not the same;

(c) the prices for individual goods are sticky;

(d) there are tariffs, quotas, and voluntary export restraints;

(e) competition is perfect.

3. Relative PPP is relevant because:

(a) empirical tests have shown that absolute PPP is always violated, while relative PPP is a good predictor of short-term
exchange-rate exposure;

(b) consumption bundles are not always comparable across countries;

(c) price levels are not stationary over time;

(d) investors care about the real return on their international portfolio investments;

(e) investors care about the nominal return on their international portfolio investments.

Applications

1. You have just graduated from the University of Florida and are leaving on a whirlwind
tour to see some friends. You wish to spend USD 1,000 each in Germany, New Zealand,
and Great Britain (USD 3,000 in total). Your bank offers you the following bid-ask

quotes: USD/EUR 1.304-1.305, USD/NZD 0.67-0.69, and USD/GBP 1.90-1.95.

(a) If you accept these quotes, how many EUR, NZD, and GBP do you have at departure?

(b) If you return with EUR 300, NZD 1,000, and GBP 75, and the exchange rates are unchanged, how many USD do
you have?

(c) Suppose that instead of selling your remaining EUR 300 once you return home, you want to sell them in Great Britain.
At the train station, you are offered GBP/EUR 0.66-0.68, while a bank three blocks from the station offers
GBP/EUR 0.665-0.675. At what rate are you willing to sell your EUR 300? How many GBP will you receive?

2. Abitibi Bank quotes JPY/EUR 155-165, and Bathurst Bank quotes EUR/JPY 0.0059—

0.0063.

(a) Are these quotes identical?
(b) If not, is there a possibility for shopping around or arbitrage?
(c) If there is an arbitrage opportunity, how would you profit from it?

The following spot rates against the GBP are taken from the Financial Times of Friday,
February 2, 2007. Use the quotes to answer the questions in applications 3—5 below.

Country Code Midpoint Change Spread

Czech Rep. CZK 42.7945 +0.1868 616-273
Denmark DEK 11.30929 +0.0289 065-119
Euro area EUR 1.5172 +0.0039 168-175

Norway NOK 123321 +0.0394 263-379
Russia RUB 52.1528 -0.0368 376-679
Switzerland CHF 2.4531 +0.0040 522-540
Turkey TRY 2.7656 -0.0050 614-698

Note. Bid-ask spreads show only the last three decimal places. When the ask seems to be smaller then the bid, add 1,000.



3. What are the bid-ask quotes for:

(a) CZK/GBP?
(b) DKK/GBP?
(c) EUR/GBP?
(d) NOK/GBP?

4. What are the bid-ask quotes for:

(a) GBP/CZK?
(b) GBP/DKK?
(c) GBP/EUR?
(d) GBP/NOK?

5. What are the cross bid-ask rates for:

(a) RUB/CHF?
(b) NOK/TRY?
(¢) DKK/EUR?
(d) CZK/CHF?

6. In figure 2.5 I showed plots of the gold price and mentioned that if we had corrected for
inflation, then the 1980 price would be seen to be much above the current peak:
obviously, the small percentage price rise of gold, between 1980 and 2007, must have
been way below the percentage rise of the U.S. CPL

(a) In the above we presumably use U.S. CPI rate to deflate the USD prices. But can this result be generalized to all
countries? Is this conclusion necessarily also valid for Japanese or German investors? Why (not)?

(b) If you think the result does not necessarily hold true elsewhere, what would you bet with respect to a hyperinflator
like Zimbabwe? If inflation is much higher, then the real price of gold must have fallen even more—or am I wrong in
this?

(c) What would guarantee identical real price paths in all countries: APPP, RPPP, or what?

1t is sometimes whispered that the trader notation comes from a kind of pseudo-math like “EUR 1 = USD 1.2345,” where
one then “divides both sides by USD.” The mind boggles. This is like denoting a speed as “1 h = 100 km” instead of v = 100
km/h.

ZRecall from the previous chapter that, until 1972, countries declared an official parity in relation to the USD, say DEM/USD
4. Intervention kept the actual rates between an upper and lower bound expressed, likewise, in DEM/USD.

3Canada and South Africa went off the pound ages ago, which is why they quote differently.

4Recall there also was a dollar (10s.), a crown (5s.), and a guinea, worth 21s. in the end; and in Elizabethan times many wages
were expressed in marks (13s.4d., i.e., 160d.). But by modern times most prices were in pounds, shillings, and pence.

5 Many newspapers give currency j the jth row and the jth column instead of the (N — j)th row and the jth column, but the
layout is not crucial. The orientation of the empty diagonal (or the unit diagonal, as other tables might show it) is the sign to
watch.

“Electronic Broking Services (EBS) was created by a partnership of the world’s largest foreign exchange market-making
banks. Over approximately USD 150 billion in spot foreign exchange transaction and hundreds of tonnes of gold and silver are
traded every day over the EBS Spot Dealing System. It was created in 1990 to challenge Reuters’s threatened monopoly in
interbank spot foreign exchange and provide effective competition. ICAP Plc, the world’s largest broker of transactions
between banks, agreed in 2006 to buy EBS.

7Exchange transactions are settled with a delay of at least two days, so each contract remains outstanding for at least two
days; many live much longer. See section 3.2.3.

8Size of 1.0 lot” (about Im USD) shows the minimum, which is clearly targeting players out of the interbank league (where
the lot size is 1m) but still above the micro-investor’s league. “Instant execution” is the maximum amount you can buy or sell at
the trader’s regular quotes.



9The quotes are, again, “small numbers” and the quantitiecs mean millions of dollars. Remember also that, for traders,
EUR/USD means “the value of the euro in dollars.”

10All data are from the CIA Factbook. Trade and aid, 2004; GDP, early 2007 estimates for 2006.

U This leads to the risk that, between the two settlement times, one party may file for bankruptcy or be declared bankrupt.
This is called “Herstatt risk,” after a small German bank that pulled off this feat on June 26, 1974. Nowadays, regulators close
down banks outside working hours.

I2kyrther details of settlement rules are provided in Grabbe (1995).

13'Accordingly, Deardorff (1979) refers to standard arbitrage as two-way arbitrage and to shopping around as one-way
arbitrage.
14Denote by Py and kyj the price and transaction cost when dealing in the underpriced asset, and denote by P and k(g the

counterparts for the overpriced asset. The advantage of buying the cheap asset rather than the expensive one remains positive
as long as Py + kyy < Po + k(; that is, as along as P — Py > ky — k(. In contrast, the advantage of buying the cheap asset

and selling the expensive one remains positive as long as Po — kg — (Py + k() > 0, that is, as long as Po — Py > ko + ky:
you pay both costs instead of replacing one by another.

I5This is often put as “by arbitrage, the quotes must be the same” or “arbitrage means that the quotes must be the same.”
Phrases like these actually mean that to rule out arbitrage opportunities, the quotes must be the same.

16The Exchange Rate Mechanism—the arrangement that kept members’ cross rates stable. See chapter 2.



Understanding Forward Exchange Rates for Currency

In this chapter, we discuss forward contracts in perfect financial markets. Specifically, we
assume that there are no transaction costs; there are no taxes, or at least they are
nondiscriminatory: there is but one overall income number, with all capital gains and interest
earned being taxable and all capital losses and interest paid deductible; there is no default risk;
and people act as price takers in free and open markets for currency and loans or deposits.
Most of the implications of market imperfections will be discussed in later chapters; in this
chapter we provide the fundamental insights that will only need to be mildly qualified later.

In section 4.1, we describe the characteristics of a forward contract and how forward rates
are quoted in the market. In section 4.2, we show, with a simple diagram, the relationship
between the money markets, spot markets, and forward markets. Using the mechanisms that
enforce the law of one price, section 4.3 then presents the covered interest parity theorem. Two
ostensibly unconnected issues are dealt with in section 4.4: how do we determine the market
value of an outstanding forward contract, and how does the forward price relate to the
expected future spot price. We wrap up in section 4.5.

4.1 Introduction to Forward Contracts

4.1.1 Basics

Recall, from the first chapter, the definition of a forward contract. Like a spot transaction, a
forward contract stipulates how many units of foreign currency are to be bought or sold and at
what exchange rate. The difference with a spot deal, of course, is that delivery and payment for
a forward contract take place in the future (for example, one month from now) rather than one
or two working days from now, as in a spot contract. The rate that is used for all contracts
initiated at time ¢ and maturing at some future moment 7 is called the time-¢ forward rate for
delivery date 7. We denote it as £, .

Table 4.1. Spot and forward quotes, mid-market rates in Toronto at noon. Source: Globe and
Mail.



Swap rate
Outright Premium or discount, in cents

CAD per USD  USD per CAD  CAD per USD  USD per CAD

.5, Canada spot 1.3211 0.7569

| month forward 1.3218 0.7565 +0.07 -0.05
2 months forward 1.3224 0.7562 +0.13 —0.07
3 months forward 1.3229 0.7559 +0.18 -0.10
& months forward 1.3246 0.7549 +0.35 -0.20
12 months forward 1.3266 0.7538 +0.55 -0.31
3 years forward 1.3316 0.7510 +1.05 -0.59
5 years forward 1.3579 0.7364 +3.68 -0.05
7 years forward 1.3921 0.7183 +7.10 —3.86
10 years forward 1.4546 0.6875 +13.36 -6.94

Like spot markets, forward markets are not organized exchanges, but over-the-counter
(OTC) markets, where banks act as market makers or look for counterparts via electronic
auction systems or brokers. The most active forward markets are the markets for 30 and 90
days, and contracts for 180, 270, and 360 days are also quite common. Bankers nowadays
quote rates up to ten years forward, and occasionally even beyond that, but the very-long-term
markets are quite thin. Recall, lastly, that any multiple of 30 days means that, relative to a spot
contract, one extra calendar month has to be added to the spot delivery date, and that the
delivery date must be a working day. Thus, if day [z + 2 plus » months] is not a working day,
we may move forward to the nearest working day, unless this would make us change months, in
which case we would move back.

Example 4.1. A 180-day contract signed on Thursday, March 2, 2006, is normally settled on September 6. Why? The
initiation day being a Thursday, the “spot” settlement date is Monday, March 6. Add 6 months; September 6, being a working
day (Wednesday), is then the settlement date.

4.1.2 Market Conventions for Quoting Forward Rates

Forward exchange rates can be quoted in two ways. The most natural and simple quote is to
give the actual rate, sometimes called the outright rate. This convention is used in, for
instance, the Wall Street Journal, the Frankfurter Allgemeine, and the Canadian Globe and
Mail. The Globe and Mail 1s one of the few newspapers also quoting long-term rates, as table
4.1 shows.

In table 4.1, the CAD/USD forward rate exceeds the spot rate for all maturities. Traders
would say that the USD trades at a premium. Obviously, if the CAD/USD rate is at a premium,
the USD/CAD forward rates must be below the USD/CAD spot rate; that is, the CAD must
trade at a discount.

The second way of expressing a forward rate is to quote the difference between the outright
forward rate and the spot rate—that is, quote the premium or discount. A forward rate quoted
this way is called a swap rate.! Antwerp’s De Tijd, or the London Financial Times, for
example, used to follow this convention. Since both newspapers actually showed bid and ask
quotes, we will postpone actual excerpts from these newspapers until the next chapter, where
spreads are taken into consideration. The rightmost two columns in table 4.1 shows how the



Globe and Mail quotes would have looked in swap-rate form. In that table, the sign of the
swap rate is indicated by a plus or a minus sign. The Financial Times used to denote the sign
as pm (premium) or dis (discount).

The origin of the term swap rate is the swap contract. In the context of the forward market, a
swap contract is a spot contract immediately combined with a forward contract in the opposite
direction.

Example 4.2. To invest in the U.S. stock market for a few months, a Portuguese investor buys USD 100,000 at EUR/USD
1.10. In order to reduce the exchange risk, she immediately sells forward USD 100,000 for 90 days, at EUR/USD 1.101. The
combined spot and forward contract—in opposite directions—is a swap contract. The swap rate, EUR/USD 0.1 (cent), is the
difference between the rate at which the investor buys and the rate at which she sells.

To emphasize the difference between a stand-alone forward contract and a swap contract, a
stand-alone forward contract is sometimes called an outright contract. Thus, the two quoting
conventions described above have their roots in the two types of contracts. Today, the outright
rate and the swap rate are simply ways of quoting, used whether or not you combine the
forward trade with a reverse spot trade.’

One key result of this chapter is that there is a one-to-one link between the swap rate and the
interest rates for the two currencies. To explain this relation, we first show how the spot
market and the forward market are linked to each other by the money markets for each of the
two currencies. But first we need to agree on a convention for denoting risk-free returns.

4.1.2.1 Our Convention for Expressing Risk-Free Returns

We adopt the following terminology: the (effective) risk-free (rate of) return is the simple
percentage difference between the initial, time-¢# value and the final, time-7" value of a
nominally risk-free asset over that holding period.

Example 4.3. Suppose that you deposit CLP 100,000 for four years and that the deposit will be worth CLP 121,000 at
maturity. The four-year effective (rate of) return is

121,000 — 100,000
- = —— = 0.21 = 21%. 4
reT = TG00 = 0.21 = 214 (4.1)

You can also invest for nine months. Suppose that the value of this deposit after nine months is 104,200. Then the nine-month
effective return is

104,200 — 100,000

_ _ 0,042 = 4.2%. 42
s 100,000 Sleid = (4.2)

Of course, at any moment in time, the rate of return you can get depends on the time to
maturity, which equals 7'— ¢ = 4 years in the first example. Thus, as in the above examples, we
always equip the rate of return, , with two subscripts: 7, 7. In addition, we need to distinguish
between the domestic and the foreign rate of return. We do this by denoting the domestic and
the foreign returns by r, rand 1%, respectively.

It 1s important to understand that the above returns, 21% for four years and 4.2% for nine
months, are not expressed on an annual basis. This is a deviation from actual practice: bankers



always quote rates that are expressed on an annual basis. We shall call such a per annum (p.a.)
percentage an interest rate. If the time to maturity of the investment or loan is less than one
year, your banker will typically quote you a simple p.a. interest rate. Given the simple p.a.
interest rate, you can then compute the effective return as

1e. 7 = [time to maturity, in years]

« [simple p.a. interest rate for that marturity]. (4.3)

Example 4.4. Suppose that the p.a. simple interest rate for a three-month investment is 10%. The time to maturity, 7' — ¢, is

% of a year. The effective return is then

re,r = 3 % 0.10 = 0.025. (4.4)

The convention we adopt in this text is to express all formulas in terms of effective returns,
that is, simple percentage differences between end values and initial values. One alternative
would be to express returns in terms of per annum simple interest rates—that is, we could
have written, for instance, (7 — #)R, 7 (where capital R would be the simple interest on a p.a.

basis) instead of 7, 7. Unfortunately, all formulas would then look more complicated. Worse,

there are many other ways of quoting an interest rate in p.a. terms, such as interest with annual,
or monthly, or weekly, or even daily compounding; or banker’s discount; or continuously
compounded interest. To keep from having to present each formula in many versions
(depending on whether you start from a simple rate, or a compound rate, etc.), we assume that
you have already done your homework and have computed the effective return from your p.a.
interest rate. Appendix 4.6 shows how effective returns can be computed if the p.a. rate you
start from 1s not a simple interest rate. That appendix also shows how returns should not be
computed.

Thus, in this section, we will consider four related markets: the spot market, the forward
market, and the home and foreign money markets. One crucial insight we want to convey is that
any transaction in one of these markets can be replicated by a combination of transactions in
the other three. Let us look at the details.

4.2 The Relation between Exchange and Money Markets

We have already seen how, using the spot market, one type of currency can be transformed into
another at time 7. For instance, you pay home currency to a bank and you receive foreign
currency. Think of one wad of HC bank notes being exchanged for another wad of FC notes. Or
even better, since spot deals are settled on the second working day, think of a spot transaction
as an exchange of two checks that will clear two working days from now. From now, we
denote the amounts by HC and FC. To make clear that we mean amounts, not names, they are
written as mathematical symbols (in an italic font), not as HC and FC, our notation for names
of the currencies. Another notational difference between currency names and amounts is that
HC and FC always get a time subscript. To emphasize the fact that, in the above example, the
amounts are delivered (almost) immediately, we add the ¢ (current time) subscript: you pay an



amount /C, in home currency and you receive an amount /°C, of foreign currency.

By analogy to our exchange-of-checks idea for a spot deal, then, we can picture a forward
contract as an exchange of two promissory notes, with face values HCyand FCr, respectively.

Example 4.5. Suppose you sell forward USD 100,000 at EUR/USD 0.75 for December 31. (Note that the quote defines the
euro as the HC.) Then

* you commit to deliver USD 100,000, which is similar to signing a promissory note (PN) with face value F'Cy = USD
100,000 on December 31 and handing it over to the bank;

* the bank promises to pay you EUR 75,000, which is similar to giving you a signed PN with face value HC7 = EUR
75,000 for that date.

Intimately linked to the exchange markets are the money markets for the home and foreign
countries, that is, the markets for short-term deposits and loans. A HC deposit of GBP Im
“spot™ for one year at 4% means that you pay an amount of GBP 1m to the bank now, and the
bank pays you an amount GBP 1.04m at time 7. This is similar to handing over the spot money
amount of HC, = Imin return for a PN with face value HC = 1.04m. Likewise, if you borrow

GBP 10m at 6% over one year, this is tantamount to you receiving a check with face value HC,
= GBP 10m in return for a promissory note with face value HCr = GBP 10.6m.

4.2.1 Graphical Representation of Chains of Transactions: An Example

For the remainder of this section, we take the Chilean peso (CLP) as our home currency and
the Norwegian crown (NOK) as the foreign one. Suppose that the spot rate is S, = CLP/NOK

100, the four-year forward rate is F, ; = CLP/NOK 110, the effective CLP four-year risk-free
rate of return is r, 7 = 21%, and the NOK one is r*, = 10%. Very often we will discuss

sequences of deals, or combinations of deals. Consider, for example, a Chilean investor who
has CLP 100,000 to invest. He goes for an NOK deposit “swapped into CLP,” that is, an NOK
deposit combined with a spot purchase and a forward sale. Let us see what the final outcome
is.

Example 4.6. The investor converts his CLP 100,000 into an amount NOK;, deposits this for four years, and sells forward the
proceeds NOK 7 in order to obtain a risk-free amount of CLP four years from now. The outcome is computed as follows:

1. Buy spot NOK: the input given to the bank is CLP 100,000, so the output of the spot deal, received from the bank, is
100,000 x 1/100 = 1,000 crowns.

2. Invest these NOK at 10%: the input into the money market operation is NOK; = 1,000, so after four years you will
receive from the bank an output equal to 1,000 x 1.10 = 1,100 crowns.

3. This future NOK outcome is already being sold forward at ¢, that is, right now you immediately cover or hedge the NOK
deposit in the forward market so as to make its time-7 value risk free rather than contingent on the time-7 spot rate. The
input for this transaction is NOK7= 1,100, and the output in CLP at time 7" will be 1,100 x 110 = 121,000.

There is nothing difficult about this, except perhaps that by the time you finish reading step 3
you have already half forgotten the previous steps. We need a way to make clear at one glance
what this deal is about, how it relates to other deals, and what the alternatives are. One step in
the right direction is to adopt the following notation:



Buy spot:
<1 /100

Deposit:
=x1.10

Sell forward:
<110

HC; = 100,000 — FC; = 1,000 — FCt = 1,100 =— HCT = 121,000.

So the arrows show how you go from a spot CLP position into a spot NOK one (the spot deal),
and so on. We can further improve upon this by arranging the amounts in a diagram, where each
kind of position has a fixed location. There are four kinds of money in play: foreign and
domestic, each coming in a day-¢ and a day-T7 version. Let us show these on a diagram, with
HC on the left and FC on the right, and with time ¢ on top and time 7 below. Figure 4.1 shows

the result for the above example.

HC, = 100,000

* 1100

HCp= 121,000

A

L 4

FC,=1,000

®1.10

Y

=110

FCy=1,100

Figure 4.1. Spot/forward/money market diagram: example 4.6.

We can now generalize. Suppose the spot rate is still CLP/NOK 100, the four-year forward
rate is CLP/NOK 110, the CLP risk-free rate is 21% effective, and the NOK rate 1s 10%. The
diagram in figure 4.2 summarizes all transactions open to the treasurer. It is to be read as

follows:

* Any “t”-subscripted symbol HC, (F'C)) refers to an amount of spot money; and any “7”-
subscripted symbol HC; (FCy) refers to a 7-dated known amount of money, e.g.,
promised under a PN, A/P, A/R, or deposit, or forward contract.

» Any possible transaction (spot or forward sale or purchase; home or foreign money-
market deal) is shown as an arrow. A transaction is characterized by two numbers: (a)
your position before the transaction, an input amount you surrender to the bank, and (b)
your position after the transaction, the output amount you receive from the bank. The
arrow starts from the (a) part and ends at the (b) part. For example,

— amove HC, — FC, refers to buying FC—spot (see “¢”);

— amove FCy— HCprefers to selling FC—forward (see “T7);

— amove HC, — HCyrefers to investing or lending HC;

— amove FCp— FC, refers to borrowing against an FC income—e.g., discounting an

FC PN.

* Next to each arrow we write the factor by which its “input” amount has to be multiplied



to compute the “output” amount. Again, “input” is what you give to the bank (at either ¢ or
T), “output” 1s what you receive from it.

4.2.2 The General Spot/Forward/Money Market Diagram

To use the diagram, first identify the starting position. This is where you have money right now,
such as FCr (a customer will pay you FC in future, or a deposit will expire). Then determine
the desired end point, such as HC (you want future HC instead; that is, you want to eliminate

the exchange risk). Third, determine by which route you want to go from START to END. Lastly,
follow the chosen route, sequentially multiplying the starting amount by all the numbers you see
along the path.

x 1/100
HC, Spot market FC,
A %100 A
D D
= =
x1/1.21] &' | x1.21 x1/1.10 | &' | x1.10
g g
3 O
o &
Y x1/110 Y
HCr Forward market | FC T
x110

Figure 4.2. Spot/forward/money market diagram: the general picture.

Example 4.7. In example 4.6, the path is HCp— FCp— FCp— HCT, and the end outcome, starting from HC; = 100,000,
is immediately computed as

HCy = 100,000 % ﬁ « 1.10 x 110 = 121.000. (4.5)

The alert reader will already have noted that this is a synthetic HC deposit, constructed out
of an FC deposit and a swap, and that (here) it has exactly the same return as the direct
solution. Indeed, the alternative route, HC, — HCjy, yields 100,000 x 1.21 = 121,000. (In

imperfect markets this equivalence of both paths will no longer be generally true, as we shall
see in the next chapter.)

Example 4.8. Suppose that a customer of yours will pay NOK 6.5m at time 7, four years from now, but you need cash pesos
to pay your suppliers and workers. You decide to sell forward, and take out a CLP loan with a time-7 value that, including
interest, exactly matches the proceeds of the forward sale. How much can you borrow on the basis of this invoice without
taking any exchange risk?

The path chosen is FCp (= NOK 6,500,000) — HCp— HCy, and it yields



|

6.5mx 110 x 51

= CLP 590,909,090.91. (4.6)

The clever reader will again eagerly point out that there is an alternative: borrow NOK
against the future inflow (that is, borrow such that the loan cum interest is serviced by the NOK
inflow), and convert the proceeds of the loan into CLP. Again, in our assumedly perfect market,
the outcome 1s identical: 6.5m/1.10x100 = CLP 590,909,090.91. Thus, the diagram allows us
to quickly understand the purpose and see the outcome of a sequence of transactions. It also
shows there are always two routes that lead from a given starting point to a given end point—a
useful insight for shopping-around purposes. The advantage of using the diagram will be even
more marked when we add bid-ask spreads in all markets (next chapter) or when we study
forward forwards or forward rate agreements and their relationship to forward contracts

(appendix 4.7),* or when we explain forward forward swaps (chapter 5).

4.3 The Law of One Price and Covered Interest Parity

The sequences of transactions that can be undertaken in the exchange and money markets, as
summarized in figure 4.2, can be classified into two types.

1. You could do a sequence of transactions that forms a round-trip. In terms of figure 4.2, a
round-trip means that you start in a particular box, and then make four transactions that
bring you back to the starting point. For example, you may consider the sequence HCy —
HC, — FC, » FCy — HCp. In terms of the underlying transactions, this means that you
borrow CLP, convert the proceeds of the CLP loan into NOK, and invest these NOK; the
proceeds of the investment are then immediately sold forward, back into CLP. The
question that interests you i1s whether the CLP proceeds of the forward sale are more than
enough to pay off the original CLP loan. If so, you have identified a way to make a sure
profit without using any of your own capital. Thus, the idea behind a round-trip
transaction is arbitrage, as defined in chapter 3.

2. Alternatively, you could consider a sequence of transactions where you end up in a box
that 1s not the same as the box from which you start. The two examples 4.7 and 4.8
describe such non-round-trip sequences. Trips like that have an economic rationale. In the
first example, for instance, the investor wants to invest CLP, and the question here is
whether the swapped NOK investment (CLP, — NOK, — NOK; — CLPy) yields more

than a direct CLP investment (CLP, — CLP7). Using the terminology of chapter 3, this
would be an example of shopping around for the best alternative.

In what follows, we want to establish the following two key results:

1. To rule out arbitrage in perfect markets, the following equality must hold:

. L+ Ter

Frr=35 =N (4.7
ET T "r#.':r" (4.7)

(In imperfect markets, this sharp equality will be watered down to a zone of admissible



values, but the zone is quite narrow.)

» 1/100 e
100,000 Spot market | 1,000
'y ) x 100 X
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x1/1.21] &' | x1.21 x1/1.10 | &' | x1.10
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¥ x1/110 L
121,000 Forward market | 1,100
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Figure 4.3. Spot/forward/money market diagram: arbitrage computations.

2. If equation (4.7) holds, shopping-around computations are a waste of time since the two
routes that lead from a given initial position A to a desired end position B produce
exactly the same. Stated positively, shopping around can (and will) be useful only
because of imperfections.

4.3.1 Arbitrage and Covered Interest Parity

In this section, we use an arbitrage argument to verify equation (4.7), a relationship called the
covered interest parity (CIP) theorem. The theorem is evidently satisfied in our example:
: LAWET e 1021
110 =F; 7 = 85—+ =100

o 1.10

: =-1 LIk (4.8)
1+7%T

Arbitrage, we know, means full-circle round-trips through the diagram. There are two ways to
go around the entire diagram: clockwise and counterclockwise. Follow the trips on figure 4.3,
where the symbols for amounts have been replaced by the specific numbers used in the
numerical examples. We should not make any profit if the rate is 110, and we should make free
money as soon as the rate does deviate.

Clockwise round-trip. The starting point of a round-trip is evidently immaterial, but let us
commence with an HC loan: this makes it eminently clear that no own capital is being used.
Also the starting amount is immaterial, so let us pick an amount that produces conveniently

round numbers all around: we write a PN with face value CLP;= 121,000. We discount this,’

and convert the proceeds of this loan into crowns, which are invested. At the same moment we
already sell forward the future crown balance. The final outcome is

1 1
X
121 100

So we break even exactly: the forward sale nets us exactly what we need to pay back the loan.

121,000 x x 1.10 x 110 = 121,000. (4.9)



DIY Problem 4.1. Show, similarly, that the counterclockwise round-trip also exactly breaks even. For your convenience, start
by writing a PN with face value NOK 7= 1,100. What is the path? What is the outcome?

What if F, - is too low, say 109? If one price is too low relative to another price (or set of
other prices), we can make money by buying at this too-low rate. The trip where we buy
forward is the counterclockwise one. We start as before, except for the new price in the last
step:

I X 100 x 1.21 % L =1110.09 > 1,100. (4.10)

1.10 109

1,100 x

So the forward purchase nets us 1110.09 pesos, 10.09 more than the 1,100 we need to pay back
the loan.

DIY Problem 4.2. What if F; 7is too high, say 111? Indicate the path and calculate the arbitrage profit.

DIY Problem 4.3. To generalize these numerical results, we now start with PNs with face value 1, and replace all rates by
their symbols. One no-arb condition is that the proceeds of the clockwise trip should not exceed the starting amount, unity.
Explain how this leads to the following expression:

l 1 5
X = iy
1+rr,rxS;X“JFH'T}XFF'T“I (4.11)

This produces an inequality constraint,

| +reT
Ber<S:——— .

Write the no-arbitrage-profit condition for the counterclockwise trip and express it as another inequality constraint. Lastly,
derive the CIP.

4.3.2 (The Pointlessness of) Shopping Around

The diagram in figure 4.2 also tells us that any non-round-trip sequence of transactions can be
routed two ways. For instance, you can go directly from CLP, to CLP7, or you can go via NOK,

and NOK7. In two earlier examples, 4.7 and 4.8, we already illustrated our claim that, in

perfect markets where CIP holds, both ways to implement a trip produce exactly the same
outcome. It is simple to show that this holds for all of the ten other possible trips one could
think of in this diagram; but it would also be so tedious that we leave this as an exercise to any
nonbeliever in the audience. It would also be a bit pointless, because in reality shopping
around does matter. As we show in the next chapter, the route you choose for your trip may
matter because of imperfections like bid—ask spreads, taxes (if asymmetric), information costs
(if leading to inconsistent risk spreads asked by home and foreign banks), and legal subtleties
associated with swaps.
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Figure 4.4. Appending underlying stories to the variables in CIP.

4.3.3 Infrequently Asked Questions on CIP

Before we move on to new challenges such as the market value of a forward contract and the
relation of the forward rate to expected future spot rates, a few crucial comments are in order.
We first talk about causality, then about why pros always quote the swap rate rather than the
outright, and lastly about taxes.

4.3.3.1 Covered Interest Parity and Causality

As we have seen, in perfect markets the forward rate is linked to the spot rate by pure
arbitrage. Such an arbitrage argument, however, does not imply any causality. CIP is merely an
application of the law of one price, and the statement that two perfect substitutes should have
the same price does not tell us where that “one price” comes from. Stated differently, showing
F, 7 as the left-hand-side variable (as we did in equation (4.7)) does not imply that the forward

rate is a “dependent” variable, determined by the spot rate and the two interest rates. Rather,
what covered interest parity says is that the four variables (the spot rate, the forward rate, and
the two interest rates) are determined jointly, and that the equilibrium outcome should satisfy
equation (4.7). The fact that the spot market represents less than 50% of the total turnover
likewise suggests that the forward market is not just an appendage to the spot market. Thus, it
is impossible to say, either in theory or in practice, which is the tail and which is the dog, here.

Although CIP itself does not say which term causes which, many economists and
practitioners do have theories about one or more terms that appear in the CIP theorem. One
such theory is the Fisher equation, which says that interest rates reflect expected inflation and
the real return that investors require. Another theory suggests that the forward rate reflects the
market’s expectation about the (unknown) future spot rate, S 7 .© We shall argue in section 4.4

that the latter theory is true in a risk-adjusted sense. In short, while there is no causality in CIP
itself, one can append stories and theories to items in the formula. Then CIP becomes an
ingredient in a richer economic model with causality relations galore—but S, F, », and r*
would all be endogenous, determined by outside forces and circumstances. Figure 4.4 outlines
a plausible causal story of how interest rates and the forward rate are set and, together, imply



the spot rate.

4.3.3.2 CIP and the Swap Rate

When the forward rate exceeds the spot rate, the foreign currency is said to be at a premium.
Otherwise, the currency is at a discount (F, < S,), or at par (F,7 = S,). In this text, we often

use the word premium irrespective of its sign; that is, we treat the discount as a negative
premium. From (4.7), the sign of the premium uniquely depends on the sign of ¥; 7 — ¥/;:
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Thus, a higher domestic return means that the forward rate is at a premium, and vice versa. To
a close approximation (with low foreign interest rates and/or short maturities), the percentage
swap rate is simply the effective return differential.

To remember this easily, think of the following. If there were a pronounced premium, we
would tend to believe that this signals an expected appreciation for the foreign currency.” That
is, the foreign currency is “strong.” But strong currencies are also associated with low interest
rates: it is the weak money that has to offer a high rate to shore up its current value. In short, a
positive forward premium goes together with a low interest rate because both are traditionally
associated with a strong currency.

A second corollary from the CIP theorem is that, whenever the spot rate changes, all forward
rates must change in lockstep. In old, precomputer days, this was quite a burden to
traders/market makers, who would have to manually recompute all their forward quotes.
Fortunately, traders soon noticed that the swap rate is relatively insensitive to changes in the
spot rate. That is, when you quote a spot rate and a swap rate, then you make only a small error
if you do not change the swap rate every time S changes.

Example 4.9. Let the p.a. simple interest rates be 4 and 3% (HC and FC, respectively). If S; changes from 100 to 100.5—a
huge change—the theoretical one-month forward changes too, and so does the swap rate, but the latter effect is minute:



Spot Forward Swap rate

Level, 1000 10001285334 1600831 0.0831

1.002 500
Level;  100.5 100.5 x 1502232 = 100.5835  0.0835
Change 0.5 0.5004 0.0004

The rule of thumb of not updating the swap rate all the time used to work reasonably well
because, in the olden days, interest rates were low® and rather similar across currencies (the
gold standard, remember?), and maturities short. This makes the fraction on the right-hand side
of (4.12) a very small number. In addition, interest rates used to vary far less often than spot
exchange rates. Nowadays, of course, computers make it very easy to adjust all rates
simultaneously without creating arbitrage opportunities, so we no longer need the trick with the
swap rates. But while the motivation for using swap rates is gone, the habit has stuck.

DIY Problem 4.4. Use the numbers of example 4.9 to numerically evaluate the partial derivative in equation (4.13):
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Check whether this is a small number, when interest rates are low (and rather similar across currencies) and maturities short.
(If so, it means that the swap rate hardly changes when the spot rate moves.) Also check that the analytical result matches
the calculations in the example.

We now bring up an issue we have been utterly silent about thus far: taxes.

Table 4.2. HC and swapped FC investments with nondiscriminatory taxes.

Invest CLIP 100 Invest NOK 1 and hedge

Initial investment 100 1= 100= 1)
Final value 100 = 1.21 121 [1x1.10]x110= 121
Income 21 21

Interest 21 [1=010] =110 = 11

Capital gain 0 110 = 100 = 10
Taxable 21 21
Tax (33.33%) 7 i
Alter-tax income 14 14

2

[

i

4.3.3.3 CIP: Capital Gains versus Interest Income, and Taxes

When comparing the direct and synthetic HC deposits, in example 4.7, we ignored taxes. This,
we now show, is fine as long as the tax law does not discriminate between interest income and
capital gains.

The first point you should be aware of is that, by going for a swapped FC deposit instead of
an HC one, the total return is in principle unaffected but the relative weight of the interest and
capital-gain components is changed. Consider our Chilean investor who compares an
investment in NOK to one in CLP. Given the spot rate of 100, we consider investments of 100



CLP or 1 NOK. In table 4.2 you see that the CLP investment yields interest income only, while
the NOK deposit earns interest (10 pence, exchanged at the forward rate 110) and a capital
gain (you buy the principal at 100, and sell later at 110). But in both cases, total income is 21.
(This is indeed the origin of the name CIP: the return, covered, is the same.)

DIY Problem 4.5. Verify that the expression below follows almost immediately from CIP, equation (4.7):
Fir rrTT + (Fe,r — S¢) = S 1 (4.14)

Then trace each symbol in the formula to the numbers we used in the numerical example. Identify the interest on the peso and
crown deposits, and the capital gain or loss.

So we know that total pretax income is the same in both cases. If all income is equally
taxable, the tax is the same too, and so must be the after-tax income. It also follows that if]
because of, for example, spreads, there is a small advantage to, say, the peso investment, then
taxes will reduce the gain but not eliminate it. That is, if pesos would yield more before taxes,
then they would also yield more after taxes.

In most countries, corporate taxes are neutral between interest income and capital gains,
especially short-term capital gains. But there are exceptions. The United Kingdom used to treat
capital gains on FC loans differently from capital losses and interest received. Under personal
taxation, taxation of capital gains is far from universal, and/or long-term capital gains often
receive beneficial treatment. In cases like this, the ranking of outcomes on the basis of after-tax
returns could be very different from the ranking on pretax outcomes. Beware!

4.4 The Market Value of an Outstanding Forward Contract

In this and the next section, we discuss the market value of a forward contract at its inception,
during its life, and at expiration. As is the case for any asset or portfolio, the market value of a
forward contract is the price at which it can be bought or sold in a normally functioning
market. The focus, in this section, is on the value of a forward contract that was written in the
past but that has not yet matured. For instance, one year ago (at time #,), we may have bought a

five-year forward contract for NOK at F, = CLP/NOK 115. This means that we now have an

outstanding four-year contract, initiated at the rate of CLP/NOK 115. This outstanding contract
differs from a newly signed four-year forward purchase because the latter would have been
initiated at the now-prevailing four-year forward rate, CLP/NOK 110. The question then is,
how should we value the outstanding forward contract?

This value may be relevant for a number of reasons. At the theoretical level, the market
value of a forward contract comes in quite handy in the theory of options, as we shall see later
on. In day-to-day business, the value of an outstanding contract can be relevant in, for example,
the following circumstances:

« If we want to negotiate early settlement of the contract, for instance to stop losses on a
speculative position, or because the underlying position that was being hedged has
disappeared.

» If there is default and the injured party wants to file a claim.



* If a firm wishes to “mark to market” the book value of its foreign-exchange positions in
its financial reports.

4.4.1 A General Formula

Let us agree that, unless otherwise specified, “a contract” refers to a forward purchase of one
unit of foreign currency. (This is the standard convention in futures markets.) Today, at time ¢,
we are considering a contract that was signed in the past, at time ¢, for delivery of one unit of
foreign currency to you at 7, against payment of the initially agreed-upon forward rate, £y 7 .

Recall the convention that we have adopted for indicating time: the current date is always
denoted by ¢, the initiation date by ¢, the future (maturity) date by 7, and we have, of course,

oLt T

The way to value an outstanding contract is to interpret it as a simple portfolio that contains
an FC-denominated PN with face value 1 as an asset, and an HC-denominated PN with face
value Fy, 1 as a liability. Valuing an HC PN is easy: just discount the face value at the risk-free
rate. For the FC PN, we first compute its PV in FC (by discounting at 7*), and then translate
this FC value into HC via the spot price.

Example 4.10. Consider a contract that has four years to go, signed in the past at a historic forward price of 115. What is the
market value if S; = 100, 7, 7= 21%, and ¥{'1 = 10%?

* The asset leg is like holding a PN of FC 1, now worth PV* = 1/1.10 = 0.909 09 NOK and, therefore, 0.909 0909 x 100
=90.909 CLP.

* The liability leg is like having written a PN of HC 115, now worth CLP 115/1.21 = 95.041.
* The net value now is therefore CLP 90.909 — 95.041 = —4.132.

The generalization is as follows:

PV* of
asset, FC1
Market value A
of forward 1 F,.T
= —— e = s (4.15)
purchase 1y L 1+ 7
at Fy . y e
Translated value PV of HC
of FC asset liability

There is a slightly different version that is occasionally more useful: the value is the
discounted difference between the current and the historic forward rates. To find this version,
multiply and divide the first term on the right of (4.15) by (1 + r, 7), and use CIP:
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Example 4.11. Go back to example 4.10. Knowing that the current forward rate is 110, we immediately find a value of (110
— 115)/1.21 =—4.132 CLP for a contract with historic rate 115.

One way to interpret this variant is to note that, relative to a new contract, we are
overpaying by CLP 5: last year we committed to paying 115, while we would have got away
with 110 if we had signed right now. This “loss,” however, is dated four years from now, so its
PV is discounted at the risk-free rate.

The skeptical reader may object that this “loss” is very fleeting: its value changes every
second; how 1is it, then, that we can discount at the risk-free rate? One answer is that the value
changes continuously because interest rates and (especially) the spot rate are in constant
motion, but that does not invalidate the claim that we can always value each PN using the risk-
free rates and the spot exchange rate prevailing at that moment. Relatedly, the future loss
relative to market conditions at ¢ can effectively be locked in at no cost, by selling forward for
the same date.

Example 4.12. Consider a contract that has four years to go, signed in the past at a historic forward price of 115, for
speculative purposes. Right now you see there is a loss, and you want to close out to avoid any further red ink. One way is to
sell forward HC 1 at the current forward rate, 110. On the common expiry date of the old and new contracts, we then just net
the loss of 115 — 110 = 5:

HC flowsat T FCflowsatT

Old contract: buy at F, r = 115 -115 1
New contract: sell at Fpyr = 110 110 —1
Net flow —5 0

But because this loss is only realized within four years, its PV is found by discounting. Discounting can be at the risk-free rate
since, as we see, the locked-in loss is risk free.

We can now use the result in equation (4.15) to determine the value of a forward contract in
two special cases: at its inception and at its maturity.

4.4.2 Corollary 1: The Value of a Forward Contract at Expiration

At its expiration time, the market value of a purchase contract equals the difference between
the spot rate that prevails at time T—the value of what you get—and the forward rate F, ; that

you agreed to pay:



Expiration value of
a forward contract | = St — Fy, 1. (4.17)
with rate Fy, 1

Equation (4.17) can be derived formally from equation (4.15), using the fact that the effective
return on a deposit or loan with zero time to maturity is zero (that is, ¥r 1 = 0 = v{ ). The

result in (4.17) is quite obvious, as the following example shows.

Example 4.13.
* You bought forward, at time 7, ] NOK at CLP/NOK 115. At expiry, 7, the NOK spot rate turns out to be CLP/NOK
123, so you pay 115 for something you can immediately resell at 123. The net value is therefore 123 — 115 = 8.

* As above, except that S turns out to be CLP/NOK 110. You have to pay 115 for something worth only 110. The net
value is therefore 110—115 =—5: you would be willing to pay 5 to get out of this contract.

The value of a unit forward sale contract is of course just the negative of the value of the
forward purchase: forward deals are zero-sum games. The seller wins if the spot value turns
out to be below the contracted forward price, and loses if the spot value turns out to be above.

Figure 4.5 pictures the formulas, with smileys and frownies indicating the positive and
negative parts.
V.
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Figure 4.5. The value of a forward purchase or sales contract at expiry: (a) buy forward; (b) sell forward.

Equation (4.17) can be used to formally show how hedging works. Suppose that you have to
pay one unit of foreign currency at some future time 7. The foreign currency debt is risky
because the cash flow at time 7, in home currency, will be equal to minus the future spot rate—
and, at time ¢, this future spot rate is uncertain, a characteristic we stress by adding a tilde ()
over the variable. By adding a forward purchase, the combined cash flow becomes risk free,
as the following bit of arcane math shows:

Cash low from amortizing the debt at expiration: ~St

Value of the forward purchase at expiration: St — Fy.1 (4.18)
——— T e L}

Combined cash flow: — Feo.1



Putting this into words, we say that hedging the foreign-currency debt with a forward purchase
transforms the risky debt into a risk-free debt, with a known outflow —F, . We shall use this

result repeatedly in chapter 5 (on uses of forward contracts), in chapter 9 when we discuss
option pricing, and in chapter 13, where we analyze exposure and risk management.

Make sure you realize that the hedged liability may make you worse off, ex post, than the
unhedged one. Buying at a preset rate, F, , gives that great warm feeling, ex post, if the spot

rate Sy turns out to be quite high; but it hurts if the spot rate turns out to be quite cheap. The

same conclusion was already implicit in (4.17): the value of the contract at expiry can be of
either sign. This raises the question of whether hedging is really so good as it is sometimes
cracked up to be. We return to the economics of hedging in chapter 12.

4.4.3 Corollary 2: The Value of a Forward Contract at Inception

The value at expiry, above, was probably so obvious that it is, in a way, just a means of
proving that the general valuation formula (4.15) makes sense. The same holds for the next
special case: the value at inception, i.e., the time the contract is initiated or signed. At
inception, the market value must be zero. We know this because (a) when we sign a forward
contract, we have to pay nothing, and (b) hard-nosed bankers would never give away a
positive-value contract for free, nor accept a negative-value contract at a zero price. To show
the (initial) zero-value property formally, we use the general value formula (4.16) and
consider the special case where 7, = ¢, implying that Fior = Fer (that is, the contract we are

valuing is new). Obviously,

Initial value of a o T .
forward contract | = ———— = (). (4.19)
with rate F; ¢ L+vs

The value of a forward contract is zero at the moment it is signed because the contract can be
replicated at zero cost. Notably, if a bank tried to charge you money for a contract at the
equilibrium (CIP) forward rate, you would refuse, and create a synthetic forward contract
through the spot and money markets.

Example 4.14. Let S; = 100, FITT = (.10, reT= 0.21, Ft,T: 110; but a bank wants to charge you a commission of 3 for a
forward purchase. You would shrug dismissively and immediately construct a synthetic forward contract at 110 at a zero cost:
e write a PN to the amount of HC 110, discount it;
* convert the proceeds, 110/1.21 = 90.909 090, into FC, giving you FC 0.909 09;
« invest at 10% to get HC1 at T.

Thus, you can replicate a forward purchase contract under which your payment at 7" amounts to 110, just as in the genuine,
direct forward contract, but it does not cost you anything now.

4.4.4 Corollary 3: The Forward Rate and the Risk-Adjusted Expected Future Spot Rate

The zero-value property of forward contracts discussed above has another, and quite
fundamental, interpretation. Suppose that the CLP/NOK four-year forward rate equals 110,



implying that you can exchange one future NOK for 110 future CLP and vice versa without any
up-front cash flow. This must mean that the market perceives these amounts as being
equivalent (that is, having the same value). If this were not so, there would have been an up-
front compensation to make up for the difference in value.

Since any forward contract has a zero value, the present values of CLP 1 four years and
NOK 110 four years must be equal anywhere; that is, the equivalence of these amounts holds
for any investor or hedger anywhere. However, the equivalence property takes on a special
meaning if we pick the CLP (which is the currency in which our forward rate is expressed) as
the home currency: in that particular numéraire, the CLP amount is risk free, or certain. In terms
of CLP, we can write the equal-value property as

PVi(ST) = PVe(Fr1), (4.20)

where PV, (-) is the present-value operator. In a way, equation (4.20) is just the zero-value
property: the PV of the uncertain future cash inflow &7 generated by the contract cancels out
against the PV of the known future outflow, F, . We can lose or gain, but these prospects

balance out in present-value terms, from our time-¢ viewpoint. But the related, second
interpretation stems from the fact that, in home currency, the forward price on the right-hand
side of equation (4.20) is a risk-free, known number, whereas the future spot rate on the left is
uncertain. That is, at time ¢ an amount of F;, ; pesos payable at T is not just equivalent to one

unit of foreign currency payable at 7; this amount of future home currency is also a certain,
risk-free amount. For this reason, we shall say that, in home currency, the forward rate is the
time-7 certainty equivalent of the future spot rate, &r.

Example 4.15. In our earlier CLP/NOK examples, the certainty equivalent of one Norwegian crown four years out is CLP
110. You can offer the market a sure CLP 110 at 7 and get 1 crown (with risky value § 7) in return; but equally well you can

offer the market 1 crown (with risky value ‘-: 7) and get a sure CLP 110 in return.

The notion of the certainty equivalent deserves some elaboration. Many introductory finance
books discuss the concept of an investor’s subjective certainty equivalent of a risky income.
This is defined as the single known amount of income that is equally attractive as the entire
risky distribution.

Example 4.16. Suppose that you are indifferent between, on the one hand, a lottery ticket that pays out with equal
probabilities either USD 100m or nothing and, on the other hand, a sure USD 35m. Then your personal certainty equivalent of
the risky lottery is USD 35m. You are indifferent between 35m for sure and the risky cash flow from the lottery.

Another way of saying this is that, when valuing the lottery ticket, you have marked down its
expected value, USD 50m, by USD 15, because the lottery is risky. Thus, we can conclude that
your personal certainty equivalent, USD 35m, is the expected value of the lottery ticket
corrected for risk.’

In the example, the risk adjustment is quite subjective. A market certainty equivalent, by
analogy, is the single known amount that the market considers to be as valuable as the entire
risky distribution. And market certainty equivalents are, of course, what matter if we want to



price assets, or if we want to make managerial decisions that maximize the market value of the
firm. We have just argued that the (CLP) market certainty equivalent of the future CLP/NOK
spot rate must be the current CLP/NOK forward rate. Stated differently, the market’s time-¢
expectation of the time-7" CLP/NOK spot rate, corrected for risk, is revealed in the CLP/NOK
forward rate, I, 7. Let us express this formally as

CEQ(ST) = Fi 1, (4.21)

where CEQ(.) is called the certainty-equivalent operator.
A certainty-equivalent operator is similar to an ordinary expectations operator, E(-), except

that it is a risk-adjusted expectation rather than an ordinary expected value. (There are good
theories as to how the risk-adjusted and the “physical” densities are related, but they are
beyond the scope of this text.) Like E/(.), CEQ(.) is also a conditional expectation, that is, the
best possible forecast given the information available at time ¢. We use a subscript “1” to
emphasize this link with the information available at time ¢.

To make the market’s risk-adjustment a bit less abstract, assume the CAPM holds. Then we
could work out the left-hand side of (4.20) in the standard way: the PV of a risky cash flow S ;
equals its expectation, discounted at the risk-adjusted rate. The risk-adjusted discount rate, in
turn, consists of the risk-free rate plus a risk premium RP, 7 (8,), which depends on market
circumstances and the risk of the asset to be priced, fg . Working out the right-hand side of
(4.20) is straightforward: the PV of a risk-free flow F is F' discounted at the risk-free rate r.
Thus, we can flesh out (4.20) into

Er{-§T} ; F[’.T
1+ %71 +RPrr(Bs) 1+w1

After a minor rearrangement (line 1, below), we can then use the notation CEQ as in (4.21), to

conclude that
1+nT

1+ %1 +RPe T’
L4 5

L +vep+RPry
1

1 +RP; 1

Fr 1 = Et(ST)

= CEQ(ST) =E¢(ST) (4.23)

~ E¢(ST) (4.24)
The last line is only an approximation of the true relation (4.23). We add it to merely show
why the fraction on the right-hand side of (4.23) is called the risk adjustment.

Example 4.17. Suppose your finance professor offers you a 1% share in the next-year royalties from his finance textbook,
with an expected value, next year, of USD 3,450,000. Given the high risk (29), the market would discount this at 10%—3 risk

free plus a 7 risk premium. The CEQ would be

03 - -
CEQ = '.5.—13{}11}1}1.'!{7i = 3,450,000 = 0.936 363 636 = 3,090,000, (4.25)



Thus, the market would be indifferent between this proposition and USD 3,090,000 for sure. You could unload either of these
in the market at a common PV,

3,450,000 3,000,000

. = 4 7€
(10— 3,000,000 = [ 03 (4.206)

The risk-adjusted expected value plays a crucial role in the theory of international finance.
As we shall see in the remainder of this chapter and later in the book, the risk-adjusted
expectation has many important implications for asset pricing as well as for corporate
financial decisions.

4.4.5 Implications for Spot Values; the Role of Interest Rates

In principle, we can see the spot value as the expected future value of the investment—
including interest earned—-corrected for risk and then discounted at the appropriate risk-free
rate. In this subsection we consider the role of interest rates and changes therein, hoping to
clear up any confusion that might exist in your mind. Notably, we have noted that a forward
discount, i.e., a relatively high foreign risk-free rate, signals a weak currency. Yet we see
central banks increase interest rates when their currencies are under pressure, and the result is
often an appreciation of the spot value. How can increasing the interest rate, a sign of
weakness, strengthen the currency?
The relation to watch is, familiarly,

. CE{:}‘[-{E;THJ. iz r;t:'r}

Sp'= 4.27
; 1+7reT Karrl

We also need to be clear about what is changing, here, and what is held constant. Let us use an
example to guide our thoughts.

¥
Example 4.18. Assume that the CAD (home currency) and GBP risk-free interest rates, r; 7and e.T, are both equal to 5%

p.a. Then, from equation (4.27), initially no change in S is expected, after risk adjustments: the spot rate is set to be equal to
the certainty-equivalent future value. Now assume that bad news about the British (foreign) economy suddenly leads to a
downward revision of the expected next-year spot rate from, say, CAD/GBP 2 to 1.9. From equation (4.27), if interest rates
remain unchanged, the current spot rate would immediately react by dropping from 2 to 1.9, too. Exchange rates, like any
other financial price, anticipate the future.

Now if the Bank of England does not like this drop in the value of the GBP, it can prop up the current exchange rate by
increasing the British interest rate. To do this, the U.K. interest rate will need to be increased from 5% to over 10.5%, so that

S equals CAD/GBP 2, even though CEQy (j-f 7) equals 1.9:

1.9 x 1.105 26
1.05
Thus, the higher U.K. interest rate does strengthen the current GBP spot rate, all else being equal.

= 2, (4.28)

But this still means that the currency is weak, in the sense that the GBP is still expected to
drop toward 1.9, after risk adjustment, in the future. Actually, in this story the pound
strengthens now so that it can become weak afterward. So there is no contradiction, since
“strengthening” has to do with the immediate spot rate (which perks up as soon as the U.K.
interest rate is raised, holding the CEQ constant), while “weakening” refers to the expected



movements in the future.

A second comment is that, in the example, the interest-rate hike merely postpones the fall of
the pound to a risk-adjusted 1.9. In this respect, however, this partial analysis may be
incomplete, because a change in interest rates may also affect expectations. For instance, if the
market believes that an increase in the British interest rate also heralds a stricter monetary
policy, this would increase the expected future spot rate, and reinforce the effect of the higher
foreign interest rate. Thus, the BoE would get away with a lower rise in the UK. interest rate
than in the first version of the story.

Of course, if expectations change in the opposite direction, the current spot rate may
decrease even when the foreign interest rate is increased. For example, if the foreign interest
rate rises by a smaller amount than was expected by the market, this may then lead to a
downward revision of the expected future exchange rate and, ultimately, a drop in the spot
value.

Example 4.19. Suppose that the current interest rates are equal to 5% p.a. in both Canada (the home country) and the
United Kingdom, and the current and expected exchange rates are CAD/GBP 2. The BoE now increases its interest rate to
5.25% p.a. in an attempt to stem further rises in U.K. inflation. It is quite possible that this increase in interest rates is
interpreted by the market as a negative signal about the future state of the U.K. economy (the BoE wants to slow things
down) or as insufficient to stop inflation. So the market may revise expectations about the CAD/GBP exchange rate from 2 to
1.95. Thus, the change in the interest rate is msufficient to match the drop in the expected exchange rate. Instead of
appreciating, the current exchange rate drops to CAD/GBP 1.95 % 1.0525/1.05 = 1.955.

Note the difference between the two examples. In the first, there was a drop in expectations
that was perfectly offset by the interest rate, for the time being, that is: the drop is just being
postponed, by assumption. In the second example the interest rate change came first, and then
led to a revision of expectations. So we need to be careful about expectations too when the
role of interest rates is being discussed.

Let us now return to more corporate-finance-style issues.

4.4.6 Implications for the Valuation of Foreign-Currency Assets or Liabilities

The certainty-equivalent interpretation of the forward rate implies that, for the purpose of
corporate decision making, one can use the forward rate to translate foreign-currency-
denominated claims or liabilities into one’s domestic currency without much ado. Indeed,
identifying the true expectation and then correcting for risk would just be reinventing the
wheel: the market has already done this for you, and has put the results on the Reuters screen.
This makes your life much more simple. Rather than having to tackle a valuation problem
involving a risky cash flow—the left-hand side of equation (4.22)—we can simply work with
the right-hand side, where the cash flow is risk free. With risk-free cash flows, it suffices to
use the observable domestic risk-free rate for discounting purposes.

Example 4.20. If the domestic CLP risk-free return is 21%, effective for four years, and the four-year forward rate is
CLP/NOK 110, then the (risk-adjusted) economic value of an NOK 5,000 four-year zero-coupon bond can be found as

NOK 5,000 x CLP/NOK 110

2]

= CLP 454,545.45, (4.29

without any fussing and worrying about expectations or risk premia.



As illustrated in the example, the expected spot rate is not needed in order to value this
position, and discounting can be done at the risk-free rate of return. In contrast, if you had tried
to value the position using the left-hand side of equation (4.22), you would probably have had
to discount the expected future spot rate at some risk-adjusted rate. Thus, the first problem
would have been to estimate the expected future spot rate. Unlike the forward rate, this
expectation is not provided in the newspapers or on the Reuters screens. Second, you would
have had to use some asset-pricing theory like the international CAPM to calculate a risk-
adjusted discount rate that we use on the left-hand side of equation (4.22). In this second step,
you would run into problems of estimating the model parameters, not to mention the issue of
whether the CAPM is an appropriate model. In short, the forward rate simplifies decision
making considerably. We shall use this concept time and again throughout this text.

4.4.7 Implication for the Relevance of Hedging

In this mercifully short last section before the wrap-up, we briefly touch upon the implications
of the zero initial value for the relevance of hedging, that is, using financial instruments to
reduce or even entirely eliminate the impact of exchange rates on the cash flow. Forward
contracts are a prime instrument for this purpose: if one contractually fixes the rates at which
future exchanges will be made, then the future spot rate no longer affects your bank account—at
least not for those transactions.

The zero-value property has been invoked by some (including me, when very young) as
implying that such hedging does not add value, or more precisely that any value effects must
stem from market imperfections. This is wrong, but it took me some time to figure out exactly
what was wrong.

The argument views the firm as a bunch of cash-flow-generating activities, to which a hedge
is added. The cash flow triggered by the hedge is some positive or negative multiple of S -

F, 1, and its PV is zero the moment the hedge contract is signed. True, its value will become

nonzero one instant later, but we have no clue whether this new value will be positive or
negative; so our knowledge that the zero-value property is short-lived is of no use for hedging
decisions. But does zero initial value mean that the hedge is (literally) worthless? There can
be, and will be, a value effect if the firm’s other cash flows are affected. For instance, the
chances that adverse currency movements wipe out so much capital that R&D investments must
be cut, or that banks increase their risk spreads on loans, or that customers desert the company,
or that the best employees leave like rats from a sinking ship—the chances that all these bad
things happen should be lower, after hedging. Perhaps the firm is so well off that the
probability of painful bad luck—bad luck that affects operations, not just the bank account—is
already zero. If so, count your blessings: hedging will probably not add any value. But many
firms are not in such a comfortable position. To them hedging adds value because it improves
the future cash-flow prospects from other activities. We return to this in chapter 12.

4.5 CFO’s Summary

In this chapter, we have analyzed forward contracts in a perfect market. We have discovered



that forward contracts are essentially packaged deals, that is, transactions that are equivalent to
a combination of a loan in one currency, a spot transaction, and a deposit in the other currency.
In this sense, the forward contract is a distant forerunner of financial engineering. We have also
seen how exchange markets and money markets are interlinked and can be used for arbitrage
transactions and for identifying and comparing the two ways to make a particular transaction.

In perfect markets, it does not matter whether one uses forward contracts as opposed to their
money-market replications. This holds for any possible transaction and its replication. For
instance, a German firm will neither win nor lose if it replaces an EUR deposit by a swapped
USD deposit since, from interest rate parity, the two are equivalent. Or, more precisely, if it
matters, it is because of market imperfections like spreads, or because the firm’s other cash
flows are affected too, but not because of the pure exchange of an FC cash flow by one in HC.
We turn to market imperfections in the next chapter, and to the relevance of hedging in chapter
12.

We have also found that the value of a forward contract is zero. This means that, everything
else being the same, our German firm will not win or lose if it replaces an EUR deposit by an
uncovered USD deposit. Again, a big word of caution is in order, here, because the
“everything else being the same” clause is crucial. The above statement is perfectly true about
the pure PV of two isolated cash flows, one in EUR and one in USD. But if the firm is so
levered, the USD deposit is so large, and the EUR/USD so volatile that the investment could
send the firm into receivership, then the dollar deposit would still not be a good idea—not
because of the deposit per se, but because of the repercussions it could have on the firm’s legal
fees and interest costs and asset values. In short, the deposit’s cash flows can have interactions
with the company’s other business, and these interactions might affect the firm’s value.

A last crucial insight is that the forward rate is the market certainty equivalent, that is, the
market’s expectation corrected for any risks it thinks to be relevant. This insight can save a
company a lot of time. It is also fundamental for the purpose of asset pricing. For cash flows
with a known FC component, the logic is of course straightforward: (a) an asset with a known
FC flow CF is easy to hedge: sell forward Cf units of FC; (b) the hedged asset is easy to

value: (C¥ x Frr)/ (1 +ve1) and (c) the unhedged asset must have the same value because

the hedge itself has zero initial value and because a risk-free FC amount C} cannot be affected

by the hedge. Interestingly, under some distributional assumptions we can also apply the logic
to cash flows that are highly nonlinear functions of the future exchange rate. We return to this
issue in chapter 9.

Forward currency contracts have been around for centuries. A more recent instrument is the
forward or futures contract on interest rates. Since forward interest contracts are not
intrinsically “international” and many readers may already know them from other sources, I
relegate them to appendixes, but if they are new to you, be warned that we are going to use
them later on. A key insight is that interest rates (spot and forward interest rates, and “yields at

par”) are all linked by arbitrage. Forward interest rates in various currencies are likewise
linked through the forward markets.

4.6 Appendix: Interest Rates, Returns, and Bond Yields



4.6.1 Links between Interest Rates and Effective Returns

We have defined the effective (rate of) return as the percentage difference between the initial
(time-#) value and the maturity (time-7) value of a nominally risk-free asset over a certain
holding period. For instance, suppose you deposit CLP 100,000 for six months, and the deposit
is worth CLP 105,000 at maturity. The six-month effective return is

105,000 — 100,000
100,000 B

Vi = 0.05 = 5%. (4.30)
In reality, bankers never quote effective rates of returns; they quote interest rates. An interest
rate is an annualized return, that is, a return extrapolated to a twelve-month horizon. In the text,
we emphasize this by adding an explicit per annum (or p.a.) qualification whenever we
mention an interest rate. However, annualization can be done in many ways. It is also true that,
for any system, there is a corresponding way to de-annualize the interest rate into the effective
return—the number you need.

1. Annualization can be “simple” (i.e., linear): 5% for six months is extrapolated linearly, to
10% p.a. A simple interest rate is the standard method for term deposits and straight loans
when the time to maturity is less than one year. Conversely, the effective return is computed
from the quoted simple interest rate as

l1+ri7=14+ (T —1) x [simple interest rate]. (4.31)

Example 4.21. Let (T £) = 0.5 years and let the simple interest rate be 10% p.a. Then
l+7,7 =1+ 3%0.10 = 1.05. (4.32)

2. Annualization can also be compounded, with a hypothetical reinvestment of the interest.
Using this convention, an increase from 100 to 105 in six months would lead to a constant-
growth-extrapolated value of 105 x 1.05 = 110.25 after another six months. Thus, under this
convention, 5% over six months corresponds to 10.25% p.a. Conversely, the return is
computed from the quoted compound interest rate as

1 +rt,7 = (1 + [compound interest rate]) T . (4.33)

Example 4.22. Let (7— ¢) = 0.5 years and let the compound interest rate be 10.25% p.a.; then
1+ = 1.1025Y2 = /1.1025 = 1.05. (4.34)

Compound interest is the standard method for zero-coupon loans and investments (without
interim interest payments) exceeding one year.

3. Banks may also compound the interest every quarter, every month, or even every day. The
result is an odd mixture of linear and exponential methods. If the interest rate for a six-month
investment is i p.a., compounded m times per year, the bank awards you i/m per subperiod of
1/m year. For instance, the p.a. interest rate may be i = 6%, compounded four times per year.



This means you get% = 1.5% per quarter. Your investment has a maturity of six months, which

corresponds to two capitalization periods of one quarter each. After compounding over these
two quarters, an initial investment of 100 grows to 100 x (1.015)? = 103.0225, implying an
effective rate of return of 3.0225%. Thus, the effective return is computed from the quoted
interest rate as

(4.35)

[quoted interest rate] )’-T‘””'

1 +%1r = (1 +:
m

Example 4.23. Let (7— ) = 0.5 years and let the compound interest rate be 9.878% with quarterly compounding; then

1 + e = (1 +0.098 781 x S)1/2x4 = 1 05. (4.36)
4

You may wonder why this Byzantine mixture of linear and exponential is used at all. In the
real world it is used when the bank has a good reason to understate the effective interest rate.
This is generally the case for loans. For deposits, the reason may be that the quoted rate is
capped (by law, like the United States’s former Regulations Q and M, or because of a cartel
agreement among banks). In finance theory, the mixture of linear and exponential is popular in
its limit form: the continuously compounded rate.

4. In the theoretical literature, the frequency of compounding is often carried to the limit
(“continuous compounding,” i.e., m — o). From your basic math course, you may remember
that

X i ]
lim (1 + —) = g*, (4.37)
Hl— oo m

where e = 2.718 is the base of the natural (naperian) logarithm. Conversely, the return is
computed from the quoted interest rate p as

i (T—-t)m
1+7:r = lim (1 + E) = eP(T-1) (4.38)

M —oco

Example 4.24. Let (7 — ) = 0.5 years and assume that the continuously compounded interest rate equals 9.758 03%. Then

L + 7,7 = e00975803/2 _ g5, (4.39)

Note the following link between the continuously and the annually compounded rates i and
p:

(1+i) =e0+) o (] 4§)T-t = BUH(T-D o In(]1 +i) =p. (4.40)

5. Bankers’ discount is yet another way of annualizing a return. This is often used when the
present value is to be computed for T-bills, promissory notes, and so on—instruments where
the time-7 value (or “face value”) is the known variable, not the PV as in the case of a deposit
or a loan. Suppose the time-7" value is 100, the time to maturity is 0.5 years, and the p.a.



discount rate is 5%. The PV will then be computed as
PV =100x (1 —0.05/2) = 97.5. (4.41)
Conversely, the return is found from the quoted bankers’ discount rate as
1

1 #9517 = — : (4.42)
‘ 1 — (T —1t) x [bankers’ discount rate]
Example 4.25. Let (7— £) = 0.5 years and let the p.a. bankers’ discount rate be 9.5238%. Then
1 -
l+rs= = 1.05. (4.43)

1 -2 x0.095238

In summary, there are many ways in which a bank can tell its customer that the effective
return is, for instance, 5%. It should be obvious that what matters is the effective return, not the
stated p.a. interest rate or the method used to annualize the effective return. For this reason, in
most of this text, we use effective returns. This allows us to simply write (1 + 7, 7). If we had

used annualized interest rates, all formulas would look somewhat more complicated, and
would consist of many versions, one for each possible way of quoting a rate.

4.6.2 Common Pitfalls in Computing Effective Returns

To conclude this appendix we describe the most common mistakes when computing effective
returns. The first is forgetting to de-annualize the return. Always convert the bank’s quoted
interest rate into the effective return over the period (7 — ¢). And use the correct formula.

Example 4.26. Let 7 — ¢ = 0.75 years. What are the effective rates of return when a banker quotes a 4% p.a. rate, to be
understood as, alternatively, (1) simple interest, (2) standard compound interest, (3) interest compounded quarterly, (4) interest
compounded monthly, (5) interest compounded daily, (6) interest compounded a million times a year, (7) interest compounded
continuously, and (8) bankers’ discount rate?

Convention Formula Result (1 +r)
Simple 1 + 3 % 0.04 1.030 000000
Compound, M = 1 (1 +0.04)34 1.029 852 445
Compound, M = 4 (1 + 0.04/4)4x3/4 1.030301 000
Compound, M = 12 (1 +0.04/12)12x3/4 1.030403 127
Compound, M = 360 (1 4 0.04/360)3%0%3/4 1030452817
Compound, M = 1,000,000 (1 + 0.04/106)1°°%3/4 1030454533
Continuous compounding  e’04x3/4 1.030454 533
Banker’s discount 1/(1 - 3 % 0.04) 1.030927 835

Second, it is important to remember that there is an interest rate (or a discount rate) for
every maturity (7 — ¢). For instance, if you make a twelve-month deposit, the p.a. rate offered
is likely to differ from the p.a. rate on a six-month deposit. Students sometimes forget this,
because basic finance courses occasionally assume, for expository purposes, that the p.a.



compound interest rate is the same for all maturities. Thus, there is a second pitfall to be
avoided—using the wrong rate for a given maturity.

The third pitfall is confusing an interest rate with an internal rate of return on a complex
investment. Recall that the return is the simple percentage difference between the maturity
value and the initial value. This assumes that there is only one future cash flow. But many
investments and loans carry numerous future cash flows, like quarterly interest payments and
gradual amortizations of the principal. We shall discuss interest rates on multiple-payment
instruments in the next appendix. For now, simply remember that the interest rate on, say, a
five-year loan with annual interest payments should not be confused with the interest rate on a
five-year instrument with no intermediate interest payments (zero-coupon bond).

Example 4.27. If a newspaper says the 10-year bond rate is 6%, this means that a bond with an annual coupon of 6% can
be issued at par. That is, the 6% is a “yield at par” on bullet bonds with annual coupons. What we need, in this chapter, are
zero-coupon rates rather than yields at par.

4.7 Appendix: The Forward Forward and the Forward Rate Agreement

4.7.1 Forward Contracts on Interest Rates

You may know that loans often contain options on interest rates (caps and floors; see chapter
16). Besides interest-rate options, there are also forward contracts on interest rates. Such
forward contracts come in two guises: the forward forward (FF) contract and the forward rate
agreement (FRA).

An FF contract is just a forward deposit or loan: it fixes an interest rate today (time t) for a
deposit or loan starting at a future time 7} (> ¢) and expiring at 7, (> 7).

Example 4.28. Consider a six-to-nine-month FF contract for 10m Brazilian real at 10% p.a. (simple interest). This contract
guarantees that the return on a three-month deposit of BRR 10m, to be made six months from now, will be 10%/4 = 2.5%. At
time 77 (six months from now), the BRR 10m will be deposited, and the principal plus the agreed-upon interest of 2.5% will

be received at time 75 (nine months from now).

A more recent, and more popular, variant is the FRA. Under an FRA, the deposit is notional
—that is, the contract is about a hypothetical deposit rather than an actual deposit. Instead of
effectively making the deposit, the holder of the contract will settle the gain or loss in cash, and
pay or receive the present value of the difference between the contracted forward interest rate
and market rate that is actually prevailing at time 77.

Example 4.29. Consider a nine-to-twelve-month CAD 5m notional deposit at a forward interest rate of 4% p.a. (that is, a
forward return of 1% effective). If the Interbank Offer Rate after nine months (7)) turns out to be 3.6% p.a. (implying a

return of 0.9%), the FRA has a positive value equal to the difference between the promised interest (1% on CAD 5m) and
the interest in the absence of the FRA, 0.9% on CAD 5m. Thus, the investor will receive the present value of this contract,
which amounts to

om x (0.01 — 0.009)
1.00Y
4,955.40. (4.44)

Market value of FRA =



In practice, the reference interest rate on which the cash settlement is based is computed as
an average of many banks’ quotes, two days before 7. The contract stipulates how many banks

will be called, from what list, and how the averaging is done. In the early 1980s, FRAs were
quoted for short-term maturities only. Currently, quotes extend up to ten years.

4.7.2 Why FRAs Exist

Like any forward contract, an FRA can be used either for hedging or for speculation purposes.
Hedging may be desirable in order to facilitate budget projections in an enterprise or to reduce
uncertainty and the associated costs of financial distress. Banks, for example, use FRAs, along
with T-bill futures and bond futures, to reduce maturity mismatches between their assets and
liabilities. For instance, a bank with an average duration of three months on the liability side
and twelve months on the asset side can use a three-to-twelve month FRA to eliminate most of
the interest-rate risk. An FRA can, of course, serve as a speculative instrument too.

As we shall show in the next paragraph, FFs (or FRAs) can be replicated from term
deposits and loans. For financial institutions, and even for other firms, FRAs and interest
futures are preferred over such synthetic FRAs in the sense that they do not inflate the balance
sheet.

Example 4.30. Suppose that you need a three-to-six month forward loan for JPY 1b. Replication would mean that you
borrow (somewhat less than) JPY 1b for six months and invest the proceeds for three months, until you actually need the
money. Thus, your balance sheet would have increased by JPY 1b, without any increase in profits or cash flows compared
with the case where you used an FF or an FRA.

The drawback of using an FF or FRA is that there is no organized secondary market.
However, as in the case of forward contracts on foreign currency, long-term FRA contracts are
sometimes collateralized or periodically recontracted. This reduces credit risk. Thus, a fairly
active over-the-counter market for FRAs is emerging.

4.7.3 The Valuation of FFs (or FRASs)

We now discuss the pricing of FFs (or FRAs—both have the same value). How should one
value an outstanding contract, and how should the market set the normal forward interest rate at
a given point in time? In this section, we adopt the following notation: ¢, is the date on which

the contract was initiated; # (= #() 1s the moment the contract is valued; 7 is the expiration date

of the forward contract (that is, the date that the gains or losses on the FRA are settled, and the
date when the notional deposit starts); 7, (> 7)) is the expiration date of the notional deposit;

"to,1,T2 - is the effective return between T and T,, without annualization, promised on the
notional deposit at the date the FRA was signed, #,.
First consider a numerical example.

DIY Problem 4.6. Consider an FF under which you will deposit JPY 1b in nine months and receive 1.005b in twelve. The
effective risk-free rates for these maturities are r;, 7' = 0.6% and r¢ 75 = 0.81, respectively. Value each of the PNs that

replicate the two legs of the FF. Compute the net value.



The generalization is obvious. Below, we take a notional deposit amount of 1 (at 7/):

PV, at t, of a unit FF =

Promised inflow at T» . Promised outflow at T}

1+nmn L+,
“Asset” PN “Liabiliry” PN
f
- 'l + rrﬁtTlth == l

L+1n

In one special case we can consider the expiry moment (¢ = 77).

(4.45)

The other special case worth considering is the value at initiation (¢, = #). We know that this
value must be zero, as for any standard forward contract, so this provides a way to relate the

forward rate to the two spot rates, all at 7.
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Figure 4.6. Spot and forward money markets (with international links).
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The left-hand side of the first equality, equation (4.47), has an obvious interpretation: it



shows the gross return from a synthetic deposit started right now (#) and expiring at 7,, made
not directly but replicated by making a #-to-7 spot deposit which is rolled over (i.e.,
reinvested, here including the interest earned) via a 7}-to-7, forward deposit. So the money is
contractually committed for the total #-to-7, period, and the total return is fixed right now—
two ingredients that also characterize a #-to-7, deposit. In that light, equation (4.47) just says
that the direct and the synthetic #-to-7, deposits should have the same return.

As in the case of currency forwards, no causality is implied by our way of expressing
equation (4.48). The three rates are set jointly and have to satisfy equation (4.48), and that is
all. As in the body of this chapter, one could argue that causality, if there is any, may run from
the forward interest rate toward the spot rate because the forward rate reflects the risk-

adjusted expectations about the future interest rate. We shall use equation (4.48) when we
discuss eurocurrency futures, in the appendix to chapter 6.

There is an obvious no-arbitrage version of this. In figure 4.6 we combine two of our
familiar spot-forward currency diagrams, one for future date 7, and the other for date 75. The
focus, this time, is not on the exchange markets, so the horizontal lines that refer to currency
deals are made thinner. The forward deposits and loans are shown as transactions that
transform 7)-dated money into 7, money (the deposit) or vice versa (the loan), and the
multiplication factors needed to compute the output from a transaction, shown next to the
arrows, are (1 + #0) and 1/(1 + ¥, respectively. This diagram shows that every spot or
forward money-market deal can be replicated, which helps you in shopping-around problems.
The diagram also helps identifying the no-arb constraints.

DIY Problem 4.9. We have already shown how to replicate the #-to-7» deposit. In the table below, add the replications for
the other transactions and check that they generate the gross returns shown in the rightmost column.

Replicand Replication Output value

t-10-T: deposit spot deposit £ to Ty, rolled (1 + v )1 4 1 g, 1)
over forward T, 1o T

+ 3 l + !‘;I',r-a
Forward deposit Ty to T — s
1+ .l';l'.rl
; : 1 + 1
Spot deposit t 10 T; _[”'
I + '!.Th]"g
|
[-10-T> loan -
‘.E = r[_]'J “I + ?:H;I;:I
- 1 + 1
Forward loan T, 10 T» '-—“—,;'T'
1+ ji'.'-";r
N
I + ':.T..T-_-

Spot loan t to T, 1 +n
+ 1,13

The output value is computed for input value equal to unity.

But the diagram shows not just the replication possibilities: there are also two no-arb



constraints inside each money market, corresponding to, respectively, the clockwise and
counterclockwise round-trips. You start, for instance, in the time-7, box, issuing a PN note

dated 75. You discount it immediately and make a synthetic deposit # to 7,. The constraint is

that the proceeds of this deposit be no higher than 1, the amount you owe to the holder of the
PN:

HEy, -+ HCG — HCy - HGy
|

« ———x(l+nn)x(L+ripqp) <1, (4.49)
1 o .il.[l'_{'_- 5 12

DIY Problem 4.10. Identify the other no-arb trip in the home money market and write the corresponding constraint.
Combine it with constraint (4.49) and check that you get back equation (4.47).

To seasoned arbitrageurs like you, it is easy to add bid and ask superscripts to the rates of
return (and to the exchange rates, while you are at it). The no-arb constraints are still [synthetic
bid] < [ask] and [bid] < [synthetic ask], with the synthetics computed from the worst-possible-
combination versions of the perfect-market replication that you have just worked out yourself.

Before we move to other markets, there is another set of no-arb constraints and shopping-
around opportunities to be discussed, namely those created via international linkages rather
than relations within each money market. Remember, one can replicate a currency-X spot
deposit or loan by swapping a currency-Y spot deposit or loan into currency X. Well, the same
holds for forward deposits and loans. For instance, in the few years when USD or GBP had
FRA markets but minor European currencies had not (yet), pros replicated the missing FRAs
by swapping USD or GBP FRAs into, say, NLG via a forward-forward currency swap, in or
out. Such swaps are described in chapter 5, and consist of a currency forward in one direction
combined with a second currency forward in the other direction. In short, when the starting
date of a deposit or loan is not spot but n days forward, we just replace the spot leg of the
swap by the appropriate forward leg.

4.7.4 Forward Interest Rates as the Core of the Term Structure(s)

Remember that forward exchange rates, being the risk-adjusted expectations, are central in any
theory of exchange rates. In the same way, forward interest rates can be viewed as the core of
every theory of interest rates. The standard expectations theory hypothesizes that forward
interest rates are equal to expected future spot rates, and Hicks added a risk premium, arguing
—to use a post-Hicksian terminology—that the beta risk of a bond is higher the longer its time
to maturity. Modern versions would rather state everything in terms of PN prices rather than
interest rates, but would agree with the basic intuition of the old theories: forward rates reflect
expectations corrected for risks.

Various theories or models differ as to how expectations evolve and risk premia are set, but
once the forward rates are set, the entire term structure follows. We illustrate this with a
numerical example, and meanwhile introduce you to the various interest-rate concepts: spot
rates, yields at par for bullet bonds, and other yields at par.

We start with the first row in table 4.3, which shows a set of forward rates. For simplicity of



notation, current time ¢ is taken to be zero, so that a one-period forward rate looks like

f: w1y Father than the more laborious rrf tin_ 1 iy FOr some reason—mainly expectations,

one would presume—there is a strong “hump” in the forward rates: they peak at the three-to-
four year horizon. (A period is of unspecified length, in the theories; but let us agree they are
years.!%) The initial spot rate and the forward rate with starting date 0 are, of course, the same.
Below we show you the formulas to be used in a spreadsheet to generate all possible term
structures (TSs).
The TS of spot rates is obtained in two steps. First we cumulate the forward rates into
effective spot rates, using equation (4.47):
!
1+ Yo = ]_[1{1 +70,-1.4)- (4.50)
J:

Table 4.3. Term structures and their linkages.

Rate or PV factor for various n

n=1 n=2 n=3 n=4 n=5 n=6 n=7
Forward rate per period, :r',[]_” 1.n 00300 0.0350 0.0380 0.0400 0.0360 0.0300 0.0200
1""}!1_;: In 1.0300 1.0350 1.0380 1.0400 1.0360 1.0300 1.0200
1 +7on = ﬁil ¥ ) 1.0300 1.0661 1.1066 1.1508 1.1923 1.2280 1.2526
fon = (1 1in]|_,.|'-"" 1 0.0300 0.0325 0.0343 0.0357 0.0358 0.0348 0.0327

1

PVon = 0.9709 0.9380 0.9037 0.8689 0.8387 0.8143 0.7984

l + Fo,n
PV annuity, aon = ‘_~_ PV, 0.9709 1.9089 2.8126 3.6816 4.5203 5.3346 6.1330
I=1
1-(1+Ron) ™™ : R e : S S S
Ron: Ro = don 0.0300 0.0316 0.0330 0.0340 0.0346 0.,0347 0.0342
N
1 - PVan " o —
cop=—"—" 0.0300 0.0325 0.0342 0.0356 0.0357 0.0348 0.0329

ann

Starting with an assumed set of forward rates, | compute the set of "spot” zero-coupon
rates (lines 3 and 4) and present value factors (line 5). This allows us to find the PV of a
constant unit annuity (line 6) and the corresponding vield. Finally, I compute the vield
at par for a bullet bond. The math is described in the text.

The rate on the left-hand side is the effective rate we have always used in this book. But for
the theory of term structures it is useful to convert the effective rate to a per-period rate, which

we denote by ¥. The computation is

1 +Fom = (1 +70n)™. (4.51)

The spot rates are the yields to maturity on zero-coupon bonds expiring at n. Note how the per-
period gross rates are rolling geometric averages—numerically close to simple averages—ot



all gross forward rates between times 0 and n.!! See how the strong hump is very much
flattened out by the rolling-averaging, and the peak pushed to n = 5 instead of n = 4 for the
forward rates. A second alternative way to work with the effective rate is to compute the PV of
one unit of HC payable at time n,
PVon = S (4.52)
On = 1+ Fom . S
The TS of yields for constant-annuity cash flows is a different TS. It is not as popular as
the TS of yields at par for bullet loans (see below), but it is convenient to look at this one first.
Any yield or internal rate of return is the compound “flat” rate that equates a discounted
stream of known future cash flows C; to an observed present value:
¢y & Ch : .
) 5>+ »++ 4+ ————— = observed PV. 4.53
: l+‘_v+{l+y}h (1 42" > 322

0.040

0.036 o S N

0.032 e f ™
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I 2 g3 4 5 6 7

Figure 4.7. Term structures: forward, spot, and two types of yields.

Here we look at the special case C; = 1, Vj, the constant unit-cash-flow stream, the right-hand

side of the above equation. Let us first find the PV of the constant stream. Since we already
know the PV of a single unit payment made at n, the PV of a stream paid out at times 1, ..., n
is simply the sum. This special PV is denoted as q,, from “annuity.” We compute its value for

various #n as

H

aon = ) PVo,j. (4.54)
J=1

Next we find the yield that equates this PV to the discounted cash flows. When the cash flows
all equal unity, the left-hand side of equation (4.53) is equal to (] — (] + y/)=")/, but the y
that solves the constraint must still be found numerically, using, for example, a spreadsheet



tool. In the table the result is found under the label R),,. Note how this yield is an analytically

nontraceable mixture of all spot rates. The hump is flattened out even more, and its peak
pushed back one more period.

The TS of yields at par for bullet loans is defined as a yield that sets the PV of a bullet loan
equal to par. But it is known that to get a unit value the yield must be set equal to the coupon
rate. So we can now rephrase the question as follows: how do we set the coupon rate ¢ such
that the PVs of the coupons and the principal sum to unity?

= 1 - P-\_H,n -
Com: ConXaon+PVonxl=1 = copn=—"—. (4.55)
. M . v ; ao,n
PV of PV of
coupons amortization

Again, this is numerically much closer to the spot rates than the yield on constant-annuity loans,
and the reason is obviously that the bullet loan is closer to a zero-coupon loan—especially in
an example where, as in ours, interest rates are generally low. In figure 4.7, which shows the
four TSs graphically, those for swap and spot rates overlap almost perfectly.

3.5
Swap,  Spot. Forward, :
% pa. %% pa % pa —— Swap rate
[ 0.610 0610 0.610 3.0 +— —= Spot rate —
| 1 . —— Forward rate _——
2 0,935 0.937 1.264 " & /,
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Figure 4.8. Extracting spot and forward rates from the JPY swap rates. Swap and spot are so close, in these figures, that on
the graph you can no longer spot the difference; you need to look at the numbers.

This illustrates how the TS of forward rates contains all information for pricing, so that TS
theories are basically theories about forward rates. It also gives you a feeling about how swap
dealers set their long-term interest rates, which are yields-at-par for bullet bonds. As we do
here, they construct them from spot rates. These spot rates, in turn, are obtained from PV
factors extracted, via regression analysis, from bond prices in the secondary market. You can,
of course, reverse-engineer all this and extract PV factors from swap rates, and thence forward
rates. Then you may ask the question of whether there seem to be good reasons for the forward
rate to behave as it appears to do, and perhaps invest or disinvest accordingly. For instance, in
figure 4.8 we have taken the JPY swap rates from chapter 7 and extracted spot and forward



rates. Spot rates are familiarly close to swap rates (yields at par for bullet bonds) but the
forward rate, equally familiar, moves much faster than the spot rate (a rolling average). So one
can ask the question, how do these forward rates compare with your expectations about future
spot rates?

A second insight you should remember is that there is no such thing as “the” TS. Academics
first think of the TS of spot rates or forward rates (and are precise about that). But
practitioners first think about the TS of yields at par for bullet bonds, the numbers one sees in
the newspaper or that are quoted by swap dealers (who call them swap rates). Many
traditional practitioners would apply the yield-at-par rates for any instrument, whether it is a
bullet loan or not. This can imply serious errors and inconsistencies.

Yields are funny. Even if we just consider bullet bonds, there is still a yield for every total
time to maturity n. So in the situation depicted in table 4.3 a coupon paid at time 1 would be
discounted at 3% if it is part of a one-period bond, 3.25% if it is part of a two-period bond,
3.42% if it 1s part of a three-period bond, and so on. It is much more logical to work with a
discount rate for every payment horizon, regardless of what bond pays out the money, rather
than a discount rate for every bond, regardless of the date of the payment.

TEST YOUR UNDERSTANDING

Quiz Questions

1. Which of the following statements are correct?

(a) A forward purchase contract can be replicated by borrowing foreign currency, converting it to domestic currency, and
investing the domestic currency.

(b) A forward purchase contract can be replicated by borrowing domestic currency, converting it to foreign currency, and
investing the foreign currency.

(c) A forward sale contract can be replicated by borrowing foreign currency, converting it to domestic currency, and
investing the domestic currency.

(d) A forward sale contract can be replicated by borrowing domestic currency, converting it to foreign currency, and
investing the foreign currency.

(e) In a perfect market you could forbid forward markets (on the basis of antigambling laws, for instance), and nobody
would give a fig.

() The spot rate and the interest rate determine the forward price.

(g) No, the forward determines the spot.

(h) No, the forward and the spot and the foreign interest rate determine the domestic interest rate.

(i) No, there are just four products that are so closely related that their prices cannot be set independently.

2. What is wrong with the following statements?

(a) The forward is the expected future spot rate.

(b) The sign of the forward premium tells you nothing about the strength of a currency; it just reflects the difference of
the interest rates.

(c) The difference of the interest rates tells you nothing about the strength of a currency; it just reflects the forward
premium or discount.

(d) The forward rate is a risk-adjusted expectation but the spot rate is independent of expectations.



(e) A certainty equivalent tends to be above the risk-adjusted expectation because of the risk correction.

(f) A risk-adjusted expectation is always below the true expectation because we do not like risk.

(g) A risk-adjusted expectation can be close to, or above, the true expectation. In that case the whole world would hold
very little of that currency, or would even short it.

(h) Adding a zero-value contract cannot change the value of the firm; therefore a forward hedge cannot make the
shareholders better off.

Applications

1.

Check analytically the equivalence of the two alternative ways to do the following trips:

(a) Financing of international trade: you currently hold an FC claim on a customer payable at 7, but you want cash HC
instead.

(b) Domestic deposits: you currently hold spot HC and you want to park that money in HC, risk free.

(¢) You want to borrow HC for three months.

(d) Immunizing an HC dent: you want to set aside some of your cash HC so as to take care of a future FC debt.

(e) Borrowing FC: you want to borrow FC but a friend tells you that swapping an HC loan is much cheaper

. You hold a set of forward contracts on EUR, against USD (= HC). Below I show you the

forward prices in the contract; the current forward prices (if available) or at least the

current spot rate and interest rates (if no forward is available for this time to maturity).

Compute the fair value of the contracts.

(a) Purchased: EUR 1m 60 days (remaining). Historic rate: 1.350; current rate for same date: 1.500; risk-free rates
(simple per annum): 3% in USD, 4% in EUR.

(b) Purchased: EUR 2.5m 75 days (remaining). Historic rate: 1.300; current spot rate: 1.5025; risk-free rates (simple per
annum): 3% in USD, 4% in EUR.

(c) Sold: EUR 0.75m 180 days (remaining). Historic rate: 1.400; current rate for same date: 1.495; risk-free rates (simple
per annum): 3% in USD, 4% in EUR.

. Sixty-day interest rates (simple, p.a.) are 3% at home (USD) and 4% abroad (EUR). The

spot rate moves from 1.000 to 1.001.

(a) What is the return differential and what is the corresponding prediction of the change in the forward rate?
(b) What is the actual change in the forward rate?

(c) What is the predicted change in the swap rate computed from the return differential?

(d) What is the actual change in the swap rate?

. Sixty-day interest rates (simple, p.a.) are 3% at home (USD) and 4% abroad (EUR). The

spot rate is 1.250.

(a) Check that investing EUR 1m, hedged, returns as much as USD 1.25m

(b) Check that if taxes are neutral and the tax rate is 30%, the after-tax returns are also equal. (Yes, this is trivial)

(c) How much of the income from swapped EUR is legally interest income and how much is capital gain or loss?

(d) If you do not have to pay taxes on capital gains and cannot deduct capital losses, would you still be indifferent
between USD deposits and swapped EUR?

. Sixty-day interest rates (simple, p.a.) are 3% at home (USD) and 4% abroad (EUR). The

spot rate is 1.250.

(a) Check that borrowing EUR 1m (= current proceeds, not future debt), hedged, costs as much as borrowing USD
1.25m

(b) Check that if taxes are neutral, and the tax rate is 30%, the after-tax costs are also equal. (Yes, this is trivial)

(c) How much of the costs of borrowing swapped EUR is legally interest paid and how much is capital gain or loss?

(d) If you do not have to pay taxes on capital gains and cannot deduct capital losses, would you still be indifferent
between USD loans and swapped EUR?

6. Groucho Marx, as Governor of Freedonia’s central bank, has problems. He sees the value



of his currency, the FDK, under constant attack from Rosor, a wealthy mutual-fund
manager. Apparently, Rosor believes that the FDK will soon devalue from GBP 1.000 to
0.950.

(a) Currently, both GBP and FDK interest rates are 6% p.a. By how much should Groucho change the one-year interest
rate so as to stabilize the spot rate even if Rosor expects a spot rate of 0.950 in one year? Ignore the risk premium,
that is, take 0.950 to be the certainty equivalent.

(b) If the interest-rate hike also affects Rosor’s expectations about the future spot rate, in which direction would this be?
Taking into account this second-round effect as well, would Groucho have to increase the rate by more than your first
calculation, or by less?

1Confusingly, the terms swap contract and swap rate can have other meanings, as we shall explain in chapter 7.

2Sometimes, the swap rate is called the cost of the swap, but to financial economists that is a very dubious concept: at the
moment the contract is initiated, both the spot and the forward part are zero-NPV deals, that is, their market value is zero. So
the swap rate is not the cost of the swap in the same way a stock price measures the cost of a stock. It is more like an
accounting concept of cost, in the style of the interest being the cost of a loan.

3A spot deposit or loan starts the second working day. For one-day deposits, one can also define the starting date as today
(“overnight™) or tomorrow (“tomorrow/next”), but this must then be made explicit. In all our examples, the deals are spot—the
default option in real life, too.

YForward forwards (FFs) and forward rate agreements (FRAs) are contracts that fix the interest rate for a deposit or loan
that will be made (say) six months from now, for (say) three months. This can be viewed as a six-month forward deal on a
(then) three-month interest rate. See the appendix on forward interest rates.

5 Discounting a PN or a T-bill or a trade bill not only means computing its PV; it often means borrowing against the claim. In
practice, under such a loan the borrower would typically also cede the claim to the financier, as security. This lowers the
lender’s risk and makes the loan cheaper.

OWe use a tilde (%) above a symbol to indicate that the variable is random or uncertain.

7Empirically, the strength of a currency is predicted by the swap rate only in the case of pronounced premia. When interest
rates are quite similar and expectations rather diffuse, as is typically the case among OECD mainstream countries, the effects
of risk premia and transaction costs appear to swamp any expectation effect. See chapter 10.

8During the Napoleonic Wars, for instance, the United Kingdom issued perpetual (!) debt (the consolidated war debt, or
consol) with an interest rate of 3.25%. Toward the end of the nineteenth century, Belgium issued perpetual debt with a 2.75%
coupon (to pay off a Dutch toll on ships plying for Antwerp). Rates crept up in the inflationary 1970s to, in some countries, 20%
short term or 15% long term around 1982. They then fell slowly to quite low levels, as a result of falling inflation, lower
government deficits, and, in the first years of the twenty-first century, high uncertainty and a recession—the “flight for safety”
effect.

9When we say that investors are risk averse, we mean they do not like symmetric risk for their entire wealth. The amounts in
the example are so huge that they would represent almost the entire wealth of most readers; so in that case, risk aversion
guarantees that the risk adjustment is downward. But for small investments with, for instance, lots of right skewness, one
observes upward adjustments: real-world lottery players, for instance, are willing to pay more than the expected value because,
when stakes are small, right-skewness can give quite a kick.

10For this reason the only nonarbitrary theory is one that works with continuous time, where a period lasts d¢ years. But for
introductory courses this has obvious drawbacks.

BYN gross rate is 1 + r, r being the net rate we always use in this text.



Using Forwards for International Financial Management

In this chapter, we discuss the five main purposes for which forward contracts are used:
arbitrage (or potential arbitrage), hedging, speculation, shopping around, and valuation. These
provide the topics of sections 5.2 to 5.6, respectively. But first we need to spend some time on
practical issues: the quotation method, and the provisions for default risk (section 5.1).

5.1 Practical Aspects of Forwards in Real-World Markets

5.1.1 Quoting Forward Rates with Bid-Ask Spreads

With bid-ask spreads, a forward rate can still be quoted “outright” (that is, as an absolute
number), or as a swap rate. The outright quotes look like spot quotes in that they immediately
give us the level of the forward bid and ask rates; for instance, the rates may be CAD/USD
(180 days) 1.1875-1.1895. Swap rates, on the other hand, show the numbers that are to be
added to or subtracted from the spot bid and ask rates in order to obtain the forward quotes.
One ought to be careful in interpreting such quotes, and make sure that the correct number is
added to or subtracted from the spot bid or ask rate.

Example 5.1. Most papers nowadays show outright rates, but Antwerp’s De Tijd used to publish swap rates until late 2005.
Table 5.1 shows an example, to which I have added a column of midpoint swap rates and Libor 30-day interest rates (simple,
p.a.). Swap rates are quoted in foreign currency since the quotes against the euro are conventionally in FC units; and they are
in basis points, i.e., hundredths of cents.

To compute the outright forward rates from these quotes, one adds the first swap rate to the spot bid rate, and the second
swap rate to the spot ask rate. The excerpt shows the midpoint spot rate rather than the bid-ask quotes. Suppose, however,
that the bid and ask spot rates are (1.17)74—78 for the USD. Then the outright forward rates, one month, are computed as
follows:

Bid: 1.1774 +0.000 192 0 = USD/EUR 1.177 592 0,
Ask: 1.1778 +0.000 192 8 = USD/EUR 1.177 992 8.
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Figure 5.1. Swap quotes, bid and ask, from De Tijd.

DIY Problem 5.1. Check the interest rates, and note which ones are higher than the EUR one. Figure out which forward
rates should be above par and which below. Verify that the signs of the swap rates are correct, especially once you remember
that the EUR is the FC (also for the GBP quote).

Note from the example that whenever we observe a premium we always add the smaller of
the two swap rates to the spot bid rate, and the larger swap rate to the spot ask rate. As a
result, the forward spread is wider than the spot spread (figure 5.2). Likewise, in case of a
discount, the number we subtract from the spot bid rate is larger, in absolute value, than the
number we subtract from the spot ask rate; and this again produces a wider spread in the
forward market than in the spot market (figure 5.2). Finally, note that the difference between
the swap rates becomes larger the longer the contract’s time to maturity. This illustrates the
second law of imperfect exchange markets: the forward spread is always larger than the spot
spread, and increases with the time to maturity.

One explanation of this empirical regularity is that the longer the maturity, the lower the
transaction volume; and in thin markets, spreads tend to be high. A second reason is that, over
short periods, things generally do not change much, but a lot can happen over long periods.
Thus, a bank may be confident that the customer will still be sound in 30 days, but feel far less
certain about the customer’s creditworthiness in five years. In addition, the exchange rate can
change far more over five years than over 30 days; so the further off the maturity date, the
larger the potential loss if and when default happens and the bank is forced to close out, i.e.,

reverse, the forward contract it had signed with the customer at #,.! Thus, banks build a

default-risk premium into their spreads, which, therefore, goes up with time to maturity. Later
on we will see by how much the spreads can go up maximally with time to maturity.

[Spot] | Spot]
& > -
+— [Swap] < (Negative) > [Swap] — (Positive)
- —
|Forward] |Forward]

Figure 5.2. The bid-ask spread in a forward is wider than in a spot. For negative swap rates the bid is the bigger one, in
absolute terms, while for positive swap rates the ask is the bigger one. This is equivalent to observing a larger total bid-ask
spread in the forward market.

The second law keeps you from getting irretrievably lost when confronted with bid-ask
swap quotes, because the convention of quoting is by no means uniform internationally.



Sometimes the sign of the swap rate (+ versus -; or p versus d) is entirely omitted, because the
pros all know the sign already. Or sometimes the swap rates are quoted, regardless of sign, as
“small number-big number,” followed by p (for premium) or d (for discount). When in doubt,
just test which combination generates the bigger spread.

Let us now address weightier matters: how is credit risk handled?

5.1.2 Provisions for Default

Forward dealers happily quote forward rates based on interbank interest rates, even if their
counterpart is much more risky than a bank. Shouldn’t they build risk spreads into the interest
rates, as they do when they lend money? The answer is no (or, at most, not much): while the
bank’s risk under a forward contract is not entirely absent, it is still far lower than under a loan
contract. Banks have, in effect, come up with various solutions that partially solve the problem
of default risk.

The right of offset. First and foremost, a forward contract has an unwritten but time-hallowed
clause saying that if one party defaults, then the other party cannot be forced to complete its
own part of the deal; moreover, if that other party still sustains losses, the defaulting party
remains liable for these losses. Thus, if the customer defaults, the bank that sold FC forward
can now dispose of this amount in the spot market (rather than delivering it to the defaulting
customer) and keep the revenue. There is still a potential loss if and to the extent that this
revenue (S7) is below the amount promised (FtO,T), but even if nothing of this can be

recouped in the bankruptcy court the maximum loss is (£, 7 — S7), not F’ fo,T'2

Example 5.2. Citibank has sold forward JPY 100m at USD/JPY 0.0115 to Fab4 Inc., a rock band, to cover the expenses of
their upcoming tour; but on the due date Citi discovers they have declared bankruptcy. Since bankers are traditionally careful
(really), Citi had bought forward the yen it owed Fab4. Given the bankruptcy, Citi has no choice but to sell these JPY 100m
spot at, say, ST = 0.0109. The default has cost Citi 100m x (0.0115 — 0.0109) = USD 60,000. In contrast, if Fab4 had

promised JPY 100m in repayment of a loan, Citi might have lost the full 100m X 0.0115 = USD 1.15m. Since, under the
forward contract, Citi can revoke its own obligation the net loss is always smaller, and could even turn into a gain.

Interbank: credit agreements. In the interbank market, the players deal only with banks and
corporations that are well-known to one another and have signed credit agreements for (spot
and) forward trading, that is, agreements that they will freely buy and sell to each other. Even
there, credit limits are set per bank to limit default risk.

Firms: credit agreements or security. Likewise, corporations can buy or sell forward if they are well-known customers with
a credit agreement providing—within limits—for spot and forward trades, probably alongside other things like overdraft
facilities and envelopes for discounting of bills or for letters of credit. The alternative is to ask for margin. For unknown or
risky customers, the margin may be as high as 100%.

Example 5.3. Expecting a depreciation of the pound sterling, Burton Freedman wants to sell forward GBP Im for six
months. The 180-day forward rate is USD/GBP 1.5. The bank, worried about the contingency that the pound may actually go
up, asks for 25% margin. This means that Mr. Freedman has to deposit Im < USD/GBP 1.5 % 0.25 = USD 375,000 with the
bank, which remains with the bank until he has paid for the GBP. The interest earned on the deposit is Mr. Freedman’s. This
way, the bank is covered against the combined contingency of the GBP rising by up to 25% and Mr. Freedman defaulting on
the contract.



Restricted use. Even within an agreed credit line, “speculative” forward positions are
frowned upon, unless a lot of margin is posted. Banks see forwards as hedging devices for
their customers, not as speculative instruments.

Short lives. Maturities go up to 10 years, but in actual fact the life of most forward contracts is
short: most contracts have maturities of less than one year, and longer-term contracts are
entered into only with customers that have excellent credit ratings. To hedge long-term
exposures one then needs to roll over short-term forward contracts. For example, the
corporation can engage in three consecutive one-year contracts if a single three-year contract
is not available.

Example 5.4. At time 0, an Indian company wants to buy forward USD Im for three years. Suppose that the bank gives it a
three-year forward contract at /)3 = INR/USD 40. Suppose the bank’s worst nightmares come true: the spot rate goes

down all the time, say, to 38, 36, and 34 at times 1, 2, and 3, respectively. If, at time 3, the company defaults, the bank is stuck
with USD 1m worth INR 34m rather than the contracted value, 40m. Thus, the bank has a loss of (¥ 03— §3) =INR 6m.

Suppose instead that, at 7 = 0, the bank gave a one-year contract at the rate F() | = 40.3. After one year, the customer pays
INR 40.3m for the currency, takes delivery of the USD 1m, and sells these (spot) at S = 38. After verification of the
company’s current creditworthiness, the bank now gives it a new one-year contract at, say, £ p = 37.2. At time ¢ = 2, the
customer takes the second loss. If it is still creditworthy, the customer will get a third one-year forward contract at, say, /) 3

= 35.9. If there is default at time 3, the bank’s loss on the third contract is just 1.9m rather than the 6m it would have lost with
the three-year contract.

From the bank’s point of view, the main advantage of the alternative of rolling over short-
term contracts is that losses do not accumulate. The uncertainty, at time 0, about the spot rate
one year out is far smaller than the uncertainty about the rate three years out. Thus, ex ante the
worst possible loss on a three-year contract exceeds the worst possible loss on a one-year
contract. In addition, the probability of default increases with the time horizon—in the course
of three years, a lot more bad things can happen to a firm than in one year, ex anfe—and also
with the size of the loss. For these three reasons, the bank’s expected losses from default are
larger the longer the maturity of the forward contract.

The example also demonstrates that rolling over is an imperfect substitute to a single three-
year forward contract. First, there are interim losses or gains, creating a time-value risk. For
instance, the hedger does not know at what interest rates he or she will be able to finance the
interim losses or invest the interim gains. Second, the hedger does not know to what extent the
forward rates will deviate from the spot rates at the rollover dates: these future forward
premia depend on the (unknown) future interest rates in both currencies. Third, the total
cumulative cash flow, realized by the hedger over the three consecutive contracts, depends on
the time path of the spot rates between time 1 and time 3.

* * *

All this has given you enough background for a discussion of how and when forward contracts
are used in practice. Among the many uses to which forward contracts may be put, the first we
bring up is arbitrage, or at least the potential of arbitrage: this keeps spot, forward, and interest
rates in line.



5.2 Using Forward Contracts (1): Arbitrage

One question to be answered is to what extent interest rate parity still holds in the presence of
spreads. A useful first step in this analysis is to determine the synthetic forward rates.
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Figure 5.3. Spot/forward/money market diagram with bid—ask spreads.

5.2.1 Synthetic Forward Rates

It should not come as a surprise to you that, in the presence of spreads, the synthetic forward
rates are the worst possible combinations of the basic perfect-markets formula. We can
immediately see this when we do the two trips on the diagram in figure 5.3. These figures are
familiar from the last chapter, but now we use bid rates that are slightly below the formerly
unique exchange or interest rates, and ask rates slightly above these old values. What are the
synthetic rates?

Synthetic bid. The synthetic-sale trip is FCr — FC, — HC, — HCr, and it yields

HCt = FCT X 101 x 99.99 x 1.209, L)
. : HC ' L W 6 p— -
—  synthetic FP¥ = ==L = 99.99 = 109.798. (5.2)
: FCr 1

Synthetic ask. The synthetic-purchase trip is HC; — HC, — FC, — FCr, and it yields
I ]

FCt =HCt X — % x 1.099, (5.3)
1.211 ~ 100.01
& HCT 1.211 .
= synthetec F2* = =—=< = 100.01 === = 110.202. 5.4
ISR TRey 1.099 12:%)

We see that, in computing the synthetic bid rate, we retain the basic CIP formula but add the



bid or ask qualifiers that generate the lowest possible combination: bid % bid / ask. Likewise,
in computing the synthetic ask rate we pick the highest possible combination: ask x ask / bid.
In short,
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Figure 5.4. Synthetic and actual forward rates: some conceivable combinations.

5.2.2 Implications of Arbitrage and Shopping Around

In figure 5.4, we illustrate the by-now familiar implications of the arbitrage and shopping-
around mechanisms.

1. Arbitrage ensures that the synthetic and actual quotes can never be so far apart that there
is empty space between them. Thus, given the synthetic quotes 109.8—110.2, we can rule
out case 1: we would have been able to buy directly at 109.7 and sell synthetically at
109.8. Likewise, situations like case 2 should vanish immediately (if they occur at all):
we would have been able to buy synthetically at 110.2 and sell at 110.3 in the direct
market.

2. The usual shopping-around logic means that, in situations like case 3 and case 4, there
would be no customers in the direct market on one side.

» If there were only one market maker, competing against the synthetic market, case 3
or case 4 could occur if—and as long as—that market maker has excess inventory
(case 3) or a shortage (case 4). These situations should alternate with case 5.

» But the more market makers there are, the less likely it is that not a single one of
them would be interested in buying.® Likewise, with many market makers, situations
where none of them wants to sell become very improbable. Thus, cases 3 and 4
should be rare and short-lived, unless there are very few market makers.

3. With many market makers, then, case 5 should be the typical situation: the direct market
dominates the synthetic one at both sides.



5.2.3 Back to the Second Law

How wide is the zone of admissible prices? The example has a spread of 0.4% between the
two worst combinations, but that cannot be realistic at all possible maturities 7 — ¢. Let us first
trace the ingredients behind the computations of the synthetic rates in (5.2) and (5.4). The spot
bid—ask spread is, in the example, 0.02 pesos wide, which is about 0.02%. In the (1 + r)* part
of the formula, multiplying by 1.211 instead of 1.209 makes a difference of +0.17%
(1.211/1.209 = 1.0017), and the choice of (1 + *) has an impact of +0.18%. Add all this up
(the effect of compounding these percentages is tiny) and we get the 0.40% spread in the
earlier calculations.

In the example, about 0.35 of this 0.40% comes from interest spreads. Bid—ask spreads in
money markets fluctuate over time and vary across currencies, but they rise fast with time to
maturity. For example, the Wall Street Journal Europe, January 25, 2005, mentions a
eurodollar spread of just 0.01% p.a. for 30 days and 0.04% p.a. for 180 days, implying
effective spreads of less than one-tenth of a basis point for 30 days and 2 basis points for 180
days. So at the one-month end, interest spreads for both currencies add little to the spread
between the worst combinations, but at 180 days most of that spread already comes from
money markets. For currencies with smaller markets, spot spreads are higher but so are money-
market spreads, so it is hard to come up with a general statement. Still, synthetic spreads do
rise fast with time to maturity.

The widening of the spread between the worst combinations does give banks room to also
widen the bid-ask spread on their actual quotes. As we already argued, there are good
economic reasons why equilibrium spreads would go up with the horizon: markets are
thinning, and the compound risk of default and exchange losses increases.* All this, then,
explains the second law: banks have not only the room to widen the spreads with time to
maturity but also an economic reason to do so.

This finishes our discussion of arbitrage and the law of one price. The second usage to
which forward contracts are put is hedging, as discussed in the next section.

5.3 Using Forward Contracts (2): Hedging Contractual Exposure

The issue in this section is how to measure and hedge contractual exposure from a particular
transaction. There is said to be contractual exposure when the firm has signed contracts that
ensure a known inflow or outflow of FC on a well-defined date. There are other exposures too,
as discussed in chapter 13; but contractual exposure is the most obvious type, and the most
easily hedged.

We describe how to measure the exposure from a single transaction, how to add up the
contractual exposures from different contracts if these contracts mature on the same date and
are denominated in the same currency, and how the resulting net transaction can be hedged. Of
course, a firm typically has many contracts denominated in a given foreign currency and these
contracts may have different maturity dates. In such a case, it is sometimes inefficient to hedge
individually the transactions for each particular date. In section 17.3, we show how one can
define an aggregate measure of the firm’s exposure to foreign-currency-denominated contracts



that have different maturity dates, and how one can hedge this exposure with a single
transaction.

5.3.1 Measuring Exposure from Transactions on a Particular Date

By exposure we usually mean a number that tells us by what multiple the HC value of an asset
or cash flow changes when the exchange rate moves by AS, everything else being equal. We
denote this multiple by Bir.

AV

B;T & ng J

(5.6)

Note that the deltas are for constant 7, and remember that 7" is a known future date. That is, we
are not relating a change in S over time to a change in V over time; rather, we compare two
possible situations or scenarios for a future time 7 that differ as far as S is concerned. In
continuous-math terms, we might have in mind a partial derivative. In sci-fi terms, we are
comparing two closely related parallel universes, each having its own S, Economists, more

grandly, talk about comparative statics.

This is the general definition, and it may look rather otherworldly. To reassure you, in the

B

* .
case of contractual exposure “t.T is simply the FC value of the contract at maturity.

Example 5.5. Assume that your firm (located in the United States) has an A/R next month of JPY Im. Then, for a given
change in the USD/JPY exchange rate, the impact on the USD value of the cash flows from this A/R is Im times larger. For
example, if the future exchange rate turns out to be USD/JPY 0.0103 instead of the expected 0.0100, then the USD value of
the A/R changes from USD 10,000 to 10,300. Thus, the exposure of the firm is

0oon S0 ane 1,000,000, (5.7)

*

5T~ 0.0103 — 0.0100

To the mathematically gifted, this must have been obvious all along: if the cash flow amounts
to a known number of FC units C*, then its HC value equals V= C* x S5, implying that the
derivative gV /d Sy or the relative difference AVy/AST both equal C*, the FC cash flow. A
point to remember, though, is that while exposure might be a number described in a contract or
found in an accounting system, it generally is not. We will get back to this when we talk about
option pricing and hedging, or operations exposure, or hedging with futures.

An ongoing firm is likely to have many contracts outstanding, with varying maturity dates
and denominated in different foreign currencies. One can measure the exposure for each given
future day by summing the outstanding contractual foreign-currency cash flows for a particular
currency and date as illustrated in example 5.6. Most items on the list are obvious except,
perhaps, the long-term purchase and sales agreements for goods and services, with FC-
denominated prices for the items bought or sold. By these we mean the contracts for goods or
services that have not yet given rise to delivery and invoicing of goods and, therefore, are not
yet in the accounting system. Don’t forget these! More generally, contracts do not necessarily
show up in the accounting system, notably when no goods have been delivered yet or no



money-market transaction has yet been made.

The net sum of all of the contractual inflows and outflows then gives us the firm’s net
exposure—an amount of net foreign currency inflows or outflows for a particular date and
currency, arising from contracts outstanding today.

Example 5.6. Suppose that a U.S. firm, Whyran Cabels, Inc., has the following AUD commitments (where AUD is the
foreign currency):

1. A/R: AUD 100,000 next month and AUD 2,200,000 two months from now.

2. Expiring deposits: AUD 3,000,000 next month.

3. A/P: AUD 2,300,000 next month and AUD 1,000,000 two months from now.

4. Loan due: AUD 2,300,000 two months from now.

We can measure the exposure to the AUD at the one- and two-month maturities as shown below (commercial contracts are
in roman, financial in italic):

30 davys 60 days
— ——
ltem In Out In Ot
(a) A/R 1 00,000 — 2,200,000 —
(b) Commodity sales contracts 0 — 0 —
(c) Expiring deposits 3,000,000 - 0 -
(d) Forward purchases 0 = 0 =5
{(e) Inflows from forward loans in FC 0 — 0 —
iH AP — 2,300,000 — 1,000,000
(g) Commodity purchase contracts: - 0 —_ 0
(h) Loan due — 0 - 2,300,000
(i) Forward sales — 0 = 0
(i) Outflows for forward deposits in FC — 0 —_ 0

Net flow +800,000 - 1,100,000

Thus, the net exposure to the AUD one month from now is AUD 800,000 and two months from now is AUD —1,100,000.

Note that from a contractual-exposure point of view, the future exchange rate would not
matter if the net future cash flows were zero, that is, if future FC-denominated inflows and
outflows exactly canceled each other out. This, of course, is what traditional hedging is about,
where one designs a hedge whose cash flows exactly offset those from the contract being
hedged. Thus, if one could match every contractual foreign currency inflow with a
corresponding outflow of the same maturity and amount, then the net contractual exposure
would be zero. However, perfect matching of commercial contracts (sales and purchases, as
reflected in A/R and A/P and the long-term contracts) is difficult. For example, exporters often
have foreign sales that vastly exceed their imports. An alternative method for avoiding
contractual exposure would be to denominate all contracts in one’s domestic currency.
However, factors such as the counterparty’s preferences, their market power, and their
company policy may limit a firm’s ability to denominate foreign sales and purchases in its own
home currency or in a desirable third currency. Given that a firm faces contractual exposure,
one needs to find out how this exposure can be hedged. Fortunately, one can use financial
contracts to hedge the net contractual exposure. This is the topic of the next section.



5.3.2 Hedging Contractual Exposure from Transactions on a Particular Date

5.3.2.1 One-to-One Perfect Hedging

A company may very well dislike being exposed to exchange risk arising from contractual
exposure. (Sound economic reasons for this are discussed in chapter 12.) If so, the firm could
easily eliminate this exposure using the financial instruments analyzed thus far: forward
contracts, loans and deposits, and spot deals. Perfect hedging means that one takes on a
position that exactly offsets the existing exposure, and with contractual exposure this is easily
done.

Example 5.7. We have seen, in example 5.5, that holding a JPY T-bill with a time 7 face value of JPY 1,000,000 creates an
exposure of JPY +1,000,000. Thus, to hedge this exposure, one can sell forward the amount JPY 1,000,000 for maturity 7.

In the above, the purpose is just to hedge. If the firm also needs cash (in HC), it could then borrow against the future HC
income from the hedge. Alternatively, the familiar spot-forward diagram tells us, one could short spot foreign exchange, that
is, borrow the present value of JPY 1,000,000, and convert the proceeds into USD, the home currency. At maturity, one would
then use the cash flows from the JPY T-bill to service the loan; as a result, there is no more uncommitted JPY cash left, so
that no spot sale will be needed anymore, meaning that exposure is now zero.

Example 5.8. To hedge its net exposure as computed in example 5.6, Whyran Cabels could hedge the one-month exposure
with a 30-day forward sale of AUD 800,000, and the two-month exposure by a 60-day forward purchase of AUD 1,100,000.

5.3.2.2 Issue #1: Are Imperfect Hedges Worse?

Forward contracts, or FC loans and deposits, allow you to hedge the exposure to exchange
rates perfectly. There are alternatives. Futures may be cheaper, but are less flexible as far as
amount and expiry date are concerned, thus introducing noise into the hedge; also, futures exist
for heavily traded exchange rates only. Options are “imperfect” hedges in the sense that they do
not entirely eliminate uncertainty about future cash flows; rather, as explained in chapter 8,
options remove the downside risk of an unfavorable change in the exchange rate, while leaving
open the possibility of gains from a favorable move in the exchange rates. This may sound
fabulous, until one remembers there will be a price to be paid, too, for that advantage.

Example 5.9. Whyran Cabels could buy a 30-day put option (an option to se/l AUD 800,000 at a stated price) and a 60-day
call option (an option to buy AUD 1,100,000 at a stated price). Buying these options provides a lower bound or floor on the
firm’s inflows from the AUD 800,000 asset, and an upper bound or cap on its outflows from the AUD 1,100,000 liability.

If one is willing to accept imperfect hedging with downside risk, then one could also cross-
hedge contractual exposure by offsetting a position in one currency with a position (in the
opposite direction) in another currency that is highly correlated with the first. For example, a
British firm that has an A/R of CAD 120,000 and an A/P of USD 100,000 may consider itself
more or less hedged against contractual exposure given that, from a GBP perspective,
movements in the USD and the CAD are highly correlated and the long positions roughly
balance the short ones. Similarly, if an Indian firm exports goods to Euroland countries, and
imports machinery from Switzerland and Sweden, there is substantial neutralization across
these currencies given that the movements in these currencies are highly correlated and the
firm’s positions have opposite signs.



5.3.2.3 Issue #2: Credit Risk

So far, we have limited our discussion to contractual exposure, and ignored credit risk. The
risk of default, if nontrivial, creates the following dilemma:

* [f you leave the foreign currency A/R unhedged (open) and the debtor does pay, you will
be worse off if the exchange rate turns out to be unexpectedly low. This is just the
familiar exchange risk.

* On the other hand, if you do hedge but the debtor defaults, you are still obliged to deliver
foreign exchange to settle the forward contract. As soon as you hear about the default,
you know that this forward contract, originally meant to be a hedge, has become an open
(quasi-speculative) position. So you probably want to reverse the hedge, that is, close
out by adding a reverse forward.> But by that time the erstwhile hedge contract may have
a negative value, in which case reversing the deal leads to a loss. When there is default
on the hedged FC, the lowest-risk option is indeed to reverse the original hedge position.
For instance, if an A/R was hedged by a forward sale and if the exposure suddenly
evaporates, you immediately buy the same amount for the same date. But there is about a
50% chance that this would be at a loss, the new forward rate being above the old one.
This risk, arising when a hedged exposure disappears, is called reverse risk.

Example 5.10. Suppose you had hedged a promised RUR 10m inflow at a forward rate of 0.033 EUR/RUR. Now you hear
the customer is defaulting. So now you want to buy forward RUR 10m to neutralize the initial sale, but you soon discover that,
by now, the forward rate for the same date has risen to 0.038. So if you reverse the position under these conditions, you are
stuck with a loss of 10mx=(0.038-0.033) = EUR 50,000.

If the default risk is substantial, one can eliminate it, at a cost,® by obtaining bank guarantees
or by buying insurance from private or government credit-insurance companies. Foreign trade
credit insurance instruments that allow one to hedge against credit risk are discussed in chapter
15.

Credit risk means that contractual forex flows are not necessarily risk free. But this is just
the tip of the iceberg: in reality, the dividing line between contractual (or, rather, known) and
risky is fuzzy and gradual in many other ways. We return to this when we discuss operations
exposure in chapter 13.

5.3.2.4 Issue #3: Hedging of Pooled Cash Flows—Interest Risk

We have already seen how one should aggregate the exposure from transactions that have the
same maturity date and that are denominated in the same currency. Typically, however, a firm
will have exposures with a great many different maturities. Computing and hedging the
contractual exposure for each day separately is rather inefficient; rather, the treasurer would
probably prefer to group the FC amounts into time buckets, say, months for horizons up to two
years, quarters for horizons between two and five years, and years thereafter. Then only one
contract would be used to hedge the entire bucket.

Example 5.11. There are two obvious potential savings from grouping various exposures over time:

« If there are changes in sign of the flows in the bucket, netting over time saves money. Suppose that on day 135 you



have an inflow of SEK 1.8m and on the next day an outflow of SEK 1.0m. Rather than taking out two forward hedges
for a total gross face value of SEK 2.8m, it would be more sensible to sell forward just SEK 0.8m for day 135, and keep
the remaining SEK 1m inflow to settle the debt the next day. You would save the extra half-spread on SEK 2m.

» Scale economies in transaction costs. Even if there are no changes in sign—for example, if the firm is a pure
exporter—the total commission cost of doing one weekly deal of SEK 500,000 will be lower than the cost of doing five
daily deals of about SEK 100,000.

One should be aware that if pooling over time is carried too far, a degree of interest-rate
risk is introduced. Suppose, to keep things simple, that Whyran Cabels faces an inflow of SEK
100m at the beginning of year ¢ + 5, and one of SEK 50m at the end of that year. They could
hedge this by selling forward SEK 150 dated July 1. Interest risk creeps in here because the
SEK 100m that arrives on January 2 will earn interest for six months, while Whyran will have
to borrow about SEK 50m because they sold forward the SEK 50m for a day predating the
actual inflow. If the horizon is substantial and the potential amount of interest at play becomes
nontrivial, the company can hedge the interest-rate risk by forward deposits and loans. The
example that follows assumes you know these instruments; if not, skip the example or return to
appendix 4.7 first.

Example 5.12. Suppose the forward interest rates 5x5.5 years are 3.50-3.55% p.a., and the forward interest rates
5.5%6years are 3.75-3.80% p.a.7 Then Whyran Cabels can do the following:

1. Arrange a deposit of SEK 100m, 5 against 5.5 years, at the bid rate of 3.5% p.a., that is, 1.75% effective over six
months. This will guarantee an SEK inflow of 101.75m on July 1.

2. Arrange a loan with final value SEK 50m, 5.5 against 6 years at the ask rate of 3.8% p.a., that is, 1.9% effective over
six months. The proceeds of the loan, on July 1, will be 50m/1.019 = 49,067,713.44.

3. Sell forward the combined proceeds of the deposit (SEK 101.75m) and the loan (SEK 49.07m) for July 1.

5.3.2.5 Issue #4: Value Hedging versus Cash-Flow Hedging?

An extreme form of grouping occurs if the company hedges all its exposures by one single
position. One simple strategy would be the following:

« Compute the PV, in forex, of all FC contracts. Call this PV¢ (“c” for contract).
« Add an FC position in the bond or forward market with PVn (“h” for hedge).

« The naive full hedge solution would then be to set PVn = —PV¢..

Example 5.13. Suppose the spot interest rates are 3.4% p.a. compound for five years and 3.45% p.a. compound for six
years. Then, assuming these are the company’s only FC positions, Whyran Cabels can hedge its five- and six-year SEK debts
as follows:

PV* _ 5 6_
1. Compute PVe = 100m/1.034° + 50m/1.03450 = 125.4m SEK.

2. Arrange a loan with the same PV. If the loan is for one year and the one-year interest rate is 3%, the face value is 125.4
% 1.03 =129.2m.

The reasoning behind this hedging rule is that if the spot exchange rate moves, the effect on
the PVs of the contractual position and the hedge position will balance out, thus leaving the
firm’s total PV unaffected. It is, however, important to realize that this argument assumes that
the FC PVs of the hedge and contractual positions are not changing, or at least that any changes
in these PV*s are identical. However, foreign interest rates can change, and these shifts are



likely to differ across the time-to-maturity spectrum. And even if the shifts were identical for
all interest rates, the PV of the five- and six-year items would still change by far more than the
one-year position. Thus, PV hedging may again induce a big interest-rate risk. This is why the
full hedge with just PV-matching was called “naive,” above.

This can be solved by throwing in an interest-risk management program. But maturity
mismatches can also lead to severe liquidity problems if short-term losses are realized while
the offsetting gains remain, for the time being, unrealized. A simpler solution would
accordingly be to abandon the PV-hedging policy. If every single exposure is hedged by a
hedge for the same date, then the impact of interest-rate changes is the same for PVn and PVe.
This would still be approximately true if exposures are grouped into buckets that are not too
wide, and if the hedge has a similar time to maturity.® This is why, in example 5.12, we hedged
the five- and six-year loan by a position at 5.5 years. In fact, since the five-year flow is much
larger than the six-year flow (100m versus 50m), the hedge horizon should perhaps be closer
to five years than to six. For example, one could go for a duration-matched hedge, the one that
protects the company against small, parallel shifts in the term structure.’

Example 5.14. Assuming the same data, Whyran Cabels can do the following:
1. Compute

100m i 50m
1.0345 1.03456

PVE = = 125.4m SEK.

2. Compute the duration:
100m/1.0345 - 5 " 50m/1.0345° o §
[25.4m 1.034 125.4m 1.0345
(5 years, 54 days).

3. Arrange a loan with the same PV and duration. If five- and six-year rates move by the same (smallish) amount, then the
effect of a shift in the term structure will equally affect the hedge instrument and the hedged positions.

= 5.15 years

As a final note, we add that complete value hedging, where the company takes one single
position per currency to cover all the risks related to that currency regardless of their time to
maturity, 1s mostly a textbook concept, even in financial companies. What does happen is
hedging of net exposures that expire at dates that are close to each other; few CFOs are
venturing to go any further. The complexity of the interest hedge and the need to continuously
update the interest and currency positions are obvious issues. Also, bear in mind that even if
the PVs of the combined exposures and of the hedge could be kept in perfect agreement, there
is still the problem that the expiry dates do not match. Cash losses may be matched by capital
gains, but the latter are unrealized and unrealizable, implying that there could be serious
liquidity problems. Another issue with company-value hedging is that even ‘“contractual”
exposures are never quite certain, as we have already noted; moreover, most cash flows
foreseen for a few months out are not contractual anyway, and uncertainties about
noncontractual foreseen flows are often deemed to be too high to make hedging safe or reliable
to managers. We return to the issues associated with noncontractual cash flows in chapter 13.
Value hedging, in short, mainly exists in academic papers, where the managers and bankers



have already read the article and therefore are as well informed as the author of the article
assumes them to be. In reality, value hedging is confined to a few, very simple, well-
understood structures like risk-free forex positions or derivatives rather than being applied to
the company as a whole.

This finishes our discussion of the second way companies and individuals use forward
contracts, hedging. Later on in this book we will discuss other applications of hedging,
including hedging of operating exposure (chapter 13) and hedging for the purpose of managing
and pricing of derivatives (chapters 8, 9, and 14). The third possible application of forward
contracts is speculation, as discussed in the next section.

5.4 Using Forward Contracts (3): Speculation

What is speculation? One possible definition is that a speculator takes a position in currencies
(or commodities or whatever) for purely financial reasons, not because she needs the asset or
wants to hedge another position. In that sense, speculators are the agents that pick up the
positive or negative net position, long minus short, left by all hedgers taken together. The
forward contracts must be priced such that total net demand by hedgers and speculators is zero.

On reflection, however, almost all investments are for purely financial reasons, so by that
definition almost all investors are speculators. So while this is a perfectly valid definition, it
does not necessarily match what the average person has in mind when hearing the word
speculation. Many people would say that speculation involves risk-seeking, in contrast to
hedging, where risk is reduced rather than sought. Again, we should refine this: even buying the
market portfolio involves taking risk, so by that standard most investors are again speculators.
Perhaps, then, the crucial element that distinguishes speculation from ordinary investment is the
giving up of diversification, that is, taking positions that deviate substantially from weights
chosen by the average investor in a comparable position.

If this is what we mean by speculation, the question arises whether such speculation can be
rational for risk-averse investors. Shouldn’t normal investors diversify rather than putting an
unusual amount of money into a few assets? The answer is that speculation, or
underdiversification, can be rational provided there is a sufficient expected return that justifies
giving up diversification. Extra expected returns arise from buying underpriced assets or short
selling overpriced assets. But the underdiversified speculator must realize that, by deeming
some assets to be under- or overpriced, her or his opinion is necessarily in disagreement with
the market’s. Indeed, if the entire market had concurred that asset X is underpriced and asset Y
overvalued, then you would not find any counterparts to trade at these rates, and prices would
already be moving so as to eliminate the mispricing. In short, an underdiversified speculator
thinks that (a) she or he spots mispricing which the market, foolishly, has not yet noticed, (b)
the market will soon see the error of its ways and come around to the speculator’s view, and
(c) the gains from that hoped-for price adjustment justify the underdiversification resulting
from big positions in the mispriced assets.

In this section we discuss speculation on the spot rate, the forward rate, and the swap rate.
In the examples, we take speculation to mean intentional underdiversification.



5.4.1 Speculating on the Future Spot Rate

Example 5.15. Suppose Milton Freedman is more optimistic about the euro than the market (see figure 5.5(a)). As we know,
the profit from buying forward willbe § 77— F 1, T- Almost tautologically, the market thinks that the expected profit, after a bit

of risk adjustment, is zero, otherwise the forward price would already have moved. But Milton thinks that, in reality, there is
more of the probability mass to the right of /7 7, and less to the left, than the market realizes. Since the potential for profit is

underestimated and the room for losses overrated, Milton thinks a forward purchase is a good deal, warranting a big position.
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Figure 5.5. Speculating in the spot market: (a) buy forward; (b) sell forward.

Example 5.16. Suppose Maynard Keenes is less optimistic than the market about the dollar (see figure 5.5(b)). The profit
from selling forward will be F 7 — § 7 with a risk-adjusted expectation of zero, according to the market. But Maynard knows

more than the market (or at least he thinks he does): depreciations are more probable, and appreciations less likely, than the
market perceives. Betting on depreciations, Maynard sells forward.

In both cases, the speculator thinks that the chances of ending in the red are overrated and the
chances of making a profit underrated.!” Note also that the forward position is closed out at the
end by a spot transaction: at time 7, Milton has to sell spot to realize the gain he hopefully
made; and Maynard must buy spot at 7" because under the initial forward contract he has
promised to deliver. In hedge applications, in contrast, no spot deal is needed because there
already is a commercial contract which generates an in- or outflow at 7.

Of course, speculation can also be done in the spot market. Relative to buying spot, a
forward purchase has the additional feature of automatic leverage: it is like buying an FC
deposit already financed by an HC loan. Likewise, one alternative to selling forward is to
borrow FC and sell the proceeds spot; but the extra feature in the forward sale is that the
foreign currency is automatically borrowed. Here, the leverage is in FC. In either case, the
leverage is good, at the private level, in the sense that positions can be bigger; but of course
the risk increases correspondingly. The leverage also allows more people to speculate. This
is, socially, a good thing if these extra players really do know more than the market does: then
speculators are pushing prices in the right direction. And even if their opinions are, on



average, no better than the other players, speculators would still help: the larger the number of
people allowed to vote on a price, the smaller the average error.
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Figure 5.6. Speculating on a rise in the swap rate.

5.4.2 Speculating on the Forward Rate or on the Swap Rate

Suppose that—at time ¢, as usual—you want to speculate not on a future spot rate S rbutona
future forward rate: you think that, by time 7, the forward rate for delivery at 7, will have

one up relative to the current level. So we speculate on F instead of S . For example
g p p AW T mp

(see figure 5.6), current time may be January and the current rate for delivery on June 1 (= 7,)
may be 100.7, but you feel pretty confident that, by April 1 (=T7}), the rate for delivery in early
June will be higher than that. You would

* buy forward now (at ¢) for delivery on June 1, and

* carly April, close out—that is, sell forward for June 1—at a rate that right now (in
January) is still unknown.

This way, in April you will lock in a cash flow of F .7~ Firys which will then be realized

at the end of June. For example, if in April the June rate turns out to be 101.6, up from 100.7,
you make 101.6 — 100.7 = 0.9 per currency unit; or if, against your expectations, the rate falls
to 100.1, you lose 0.6 per currency unit. The general net result, in short, will be ﬁTl‘TE — Fr.1yo

locked in at 7 and realized at T5.

Of course, speculating on a drop in the forward rather than a rise works in reverse: you
would sell forward now (at ¢) for delivery in June, and in April you would then close out and
lock in the time-1 gain (or loss), F; 1, — le.Tz , to be realized at 7.

Note that this boils down to speculation on the sum of the spot rate and the swap rate. Most
of the uncertainty originates from the spot rate, however. So what would you do if you wanted
to speculate on just the swap rate, not obscured by the spot exchange rate? And what exactly is
the underlying bet?

The nature of the bet would be different. If you simply speculate on a rise in the spot rate,
you bet on a difference between the current (risk-adjusted) expectation and the subsequent
realization. If you speculate on the future swap rate, in contrast, you are placing a bet on future



revisions of the expectation. Consider the example in figure 5.6. On January 1, the swap rate
for delivery on April 1 is 0.30, implying that the risk-adjusted expected rise is 0.30 over that
horizon. On the same date, the six-month swap rate is 0.70, implying a risk-adjusted expected
rise by 0.70 over six months. Implicit in these numbers is a risk-adjusted expected rise of 0.70
— 0.30 = 0.40 between April 1 and June 30. Suppose that you feel pretty certain that, by April
1, the market will revise its expected three-month rise upward. Your bet is that, on April 1, the
three-month swap rate will exceed 0.40.

How would you do it? The answer, as we verify in the next example, is as follows:
* you speculate on a rise of the entire forward rate (spot plus swap), as before;

* but you immediately also hedge away the spot-rate risk component by a forward sale for
delivery in April, leaving you with exposure to just the swap rate;

* you gain if and to the extent that the future swap rate exceeds the difference between the
current swap rates (June—April).

To explain this via an example, let us again consider a bet that the swap rate will rise.

Example 5.17. Current data:

Spot Date T; Forward Swap rate
100 April 1 100.3 0.3

icl June 30 100.7 0.7
Spread June-April 0.4 0.4

The table below lists the two ingredients in the combined strategy (the speculative bet on a fire in the forward rate, and the
spot hedge) and, for each of these, the actions undertaken now and in April, plus the payoffs. The payoff of the first
component is the difference between the April forward (for delivery in June) and the mitial one, 100.07; the April rate is

immediately written as S Apr + W Apr-Jun, where 1@ is the swap rate:

Ingredient Action at t Action at Ty (Apr) Bavoll at expiry
Bet on Fape 1 Buy forward Jun  Sell forward Jun [5 Ave + Wanecfun | — 1007
Hedge Sypy sell forward Apr  Buy spot 100.3 - .'-f__-q.,,
Combined: Forward-forward  Spot-forward Wape-jun — [100.7 = 100.3]
swap “out" swap “in" = Wape-jun — [0.7 — 0.3]

We see that the ultimate profit is the realized swap rate in excess of the difference of the original ones, 0.7 — 0.3 = 0.4.

An interesting reinterpretation is obtained if we look at the “actions” in the example’s table
not row by row as we have done so far, but column by column (that is, by date).

« Start with the future actions (those planned for April). Clearly, what we will do in April
is a spot-forward swap: we will buy spot and simultaneously sell forward. (This is
called a swap “in” because the transaction for the nearest date, the spot one, takes us into
the FC.)



 What we do right now, at ¢, is not dissimilar: we sell forward for one date and
simultaneously buy forward for another. This is called a forward-forward swap, and this
particular one is called “out” because the transaction for the nearest date is a sale, which
takes us out of the FC.

Thus, instead of saying that we bet on a rise in the April forward rate and hedge the April
spot component, we could equally well say that we now do a forward-forward swap, April
against June, and that on April 1 we reverse this with a spot-forward swap.

5.5 Using Forward Contracts (4): Minimizing the Impact of Market
Imperfections

In the previous chapter we discovered that, in perfect markets, shopping around is pointless:

the two ways to achieve a given trip produce exactly the same output. Among the imperfections

we introduce in this section are (a) bid—ask spreads, (b) asymmetric taxes, (c) information

asymmetries leading to inconsistent default-risk spreads, and (d) legal restrictions. Each of

them makes the treasurer’s life far more interesting than we might have surmised in the
previous chapter.

5.5.1 Shopping Around to Minimize Transaction Costs

This type of problem is easily solved by using the spot/forward/money-markets diagram. A
safe way to proceed is as follows.

1. Identify your current position; this is where your trip starts.

2. Identify your desired end position.

3. Calculate the outputs for each of the two routes that lead from your START to your END.

4. Choose by applying the “more is better” rule: more output for a given level of input is
always desirable.
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Figure 5.7. Spot/forward/money market diagram: Ms. Takeshita’s data.



Example 5.18. Ms. Takeshita, treasurer of the Himeji Golf & Country Club (HG&CC), often faces problems like the
following:

* A foreign customer has promised a large amount of USD (= FC), but today the club needs JPY cash to pay its workers
and suppliers and does not like the exchange risk either. Should the club borrow dollars or yen?

* The next day there are excess JPY liquidities that should be parked, risk free. Should HG&CC go for a yen deposit or a
swapped dollar one?

» Two days later the club wants to earmark part of its JPY cash to settle a USD liability expiring in six months. Should
they keep yen and buy forward or move into dollars right away?

* One week later, HG&CC receives USD from a customer, and orders new irons payable in USD 180 days. Should the
current USD be deposited and used later on to settle the invoice?

On her laptop she sees the following data:

Spot JPY/USD 99.95 — 100.05
(spread 0.10)

JPY, 180d  1.90 = 2.10% p.a., simple
(0,95 — 1.05% elfective)

1 80d JPY/USD 98.88 — 99.16
(spread 0.18)

USD, 180d  3.90 — 4.10% p.a., simple
(1.95 = 2,05% effective)

Having taken this course, Ms. Takeshita organizes the data into the familiar diagram (figure 5.7) and sets to work. Her
calculations, which take her (or her computer) a mere 90 seconds, are neatly summarized in table 5.1.

Note how all computations start with one unit. The true amounts are all missing from the
calculations and even from the data, thus forcing you to focus on the route. In practice, once
you have found the best route, you can then rescale everything to the desired size. For instance,
in application 1, if the future FC income is USD 1.235m, the output is proportionally higher
too.

Table 5.1. Ms. Takeshita’s calculations.

Problem; start, end Alternatives and output

Finance FC-denominated A/R * Via FC;: ﬁ x 00,095 = 07,042 185 e

(FCy to HC,) * Via HCy: 98.88 x o= = 97.852548
HC deposit * Direct: 1.009500 ww
(HC; to HCt) * Synthetic: 1575z x 1.0195 x 98.88 = 1.007577 8
Invest in FC *Via FCy: toaoz % 1.0105 = 0.010180905 wW
(HC; to FCt) * Via HCr: 1.0095 x 5oz = 0.010 18051
Park FC * Direct: 1.0195 W@
(FC; to FC1) * Synthetic: 99.95 x 1.0095 x gy = 1.017 54260

In this context, let me point out a mistake frequently made in solving problems like
application 3. Assume the liability is USD 785,235. We have just found that the best way to
move spot yen into future dollars is via the forward market, and the output per JPY input is
0.010 189 905. We can easily calculate the required investment by rescaling the whole
operation, in rule-of-three style:



(1) time-t input JPY

1 produces time-T output of USD 0.001 018 9905;
(2) time-t input JPY

1

0.001 0189905
(3) time-t input JPY

produces time-T output of USD 1;

0 Délgt?lzscigﬂg produces time-T output of USD 785,235;
ik
—  (shortversion)  JPY, - — 225> _ _77,060000.  (5.8)

0.010189905

This seems easy enough. What can (and often does) go wrong is that you mix up
computational inputs and outputs with financial inputs and outputs. In computations or math, the
term input refers to the data and the term output to the result of the exercise. Financially,
however, we have defined input as what you feed into the financial system and output as what
you get out of it. Sometimes the mathematical and the financial definitions coincide, but not
always. In application 3, we exchange spot yen for future dollars, so the financial input is JPY,

and the output USD;. But for the computations, the data is USD; = 785.235 and the result is
JPY, = 776,841.15. If you are hasty, you risk thinking that the trip you need to make is from

data (the mathematical input, future dollar) to result (the mathematical output, spot yen), while
the actual money flow is in the other direction. Because of the mistake, you go through the
graph the wrong way, using borrowing not lending rates of return and bid exchange rates
instead of ask. In short, it is tempting to work back from the end point (USDy) to the starting

point: how much HC, is needed for this? If you are really good, you will remember that going

from financial output to financial input means going “against” the arrows, and choosing on the
basis of a “less is better” rule (less input for a given output is better). But if you are new to
this, it may be safer to start by provisionally setting HC, = 1, then identifying the route that
delivers most output (/'Cy), and finally rescaling the winning trip such that the end output
reaches the desired level.

A second comment is that, in the second and fourth problems, the direct deposits yield more
than the synthetic ones. This is what one would expect, at least if the rates are close to
interbank rates. But if the problem is retail, a small FC deposit may earn substantially less than
the wholesale rate (which starts at USD 1m or thereabouts), and under these circumstances the
direct solution may be dominated by the indirect alternative.

Example 5.19. Suppose that the HG&CC holds a lot of JPY so that it gets interbank rates for these; but its USD deposits
are small. If the rate she gets on USD were less than 3.58% p.a., Ms. Takeshita would be better off moving her USD into the
JPY market for six months.

On the basis of the above, one would expect that, in the wholesale market, swapping of
deposits or loans should be very rare: a three-transaction trip should not be cheaper than the
direct solution. But this conjecture looks at bid—ask costs only. In practice, we see that swaps
are often used, despite their relatively high transaction cost, if there is another advantage:



fiscal, legal, or in terms of credit-risk spreads. We start with the tax issue.

5.5.2 Swapping for Tax Reasons

In the previous chapter we saw that swapped FC deposits and loans should yield substantially
the same rate before tax, and therefore also after tax if the system is neutral. But in many
countries, under personal taxation, capital gains are tax exempt and capital losses are not
deductible while interest income is taxed. A swapped FC deposit in a strong currency then
offers an extra tax advantage: part of the income is paid out as a capital gain and is, therefore,
not taxed. In table 5.2, we go back to an example from the previous chapter and add the
computations for the case where capital gains/losses are not part of taxable income. The
swapped NOK deposit now offers a CLP 3.33 extra because of the tax saved on the CLP 10
capital gain.
If this 1s the tax rule, the implications for a deposit are as follows:

1. if the FC risk-free rate is above the domestic rate, the HC deposit does best;

2. when there are many candidate foreign currencies, the lower the FC interest rate, the
higher the forward premium, so the bigger the capital gain and therefore the larger the tax
advantage.

DIY Problem 5.2. What are the rules for a loan instead of a deposit?

Table 5.2. HC and swapped FC investments if only interest is taxed.

Invest CLP 100 Invest NOK 1 and hedge

Initial investment 1 000 s 100 = 100.00
Final value 100 x1.21 =121.00 [1x1.10]x110=121.00
Income 21.0101 21.00
Interest 21,00 1 x0.10]x 110 = 11.00
Capgain i 110 = 100 = 10,00

Neutral taxes, 33.33%

Taxable 21.00 21.00
Tax (33.33%) 7.0 7.00
Alter-1ax income 14.00 14.00

Only interest is taxed, 33.33%

Taxable 21.00 1 1.0
Tax (33.33%) 7.00 3.67
Alter-tax income 14.00 17.33

You should have found that if the tax rule also holds for loans, then one would like to
borrow in a weak currency, one that delivers an untaxed capital gain that is paid for, in risk-
adjusted expectations terms, by a matching but tax-deductible interest fee.

Note, finally, that there could be other tax asymmetries—for instance, capital losses being



treated differently from capital gains. In that case the optimal investment rules are very
different. Connoisseurs will see that in that case the tax asymmetry works like a currency
option—a financial instrument whose payoff depends on the future spot rate in different ways
depending on whether S7 1s above or below some critical number. To analyze this we need a

different way of thinking to that we have used previously.

DIY Problem 5.3. (For this do-it-yourself assignment you do need to know the basics of option pricing.) Suppose there is a
tax rule that says that corporations can deduct capital losses on long-term loans from their taxable income but they need not
add capital gains to taxable income. Explain why this is different from the case above. Then show that, in this case, there is
always an incentive to borrow unhedged FC regardless of the interest rates. (Hint. Reexpress the effect of this tax rule in
terms of the payoff from an option.) Finally, show that, when choosing among many FCs, you would go for the highest-
volatility one, holding constant the interest rates.

5.5.3 Swapping for Information-Cost Reasons

Until now we have ignored credit risk. In reality even AAA borrowers pay a credit-risk spread
on top of the risk-free rate. If a firm compares HC and FC borrowing, it is quite conceivable
that the credit-risk spread on the FC loan is incompatible with the one on the HC alternative.
For instance, if both loans are offered by the same bank, the credit analyst may have been
sloppy, or may simply not have read this section of the textbook on how to translate risk
spreads. Or, more seriously, the FC loan offer may originate from a foreign bank which has
little information, knows it has little information, and therefore asks a stiff spread just in
case.!! The rule is then that a spot-forward swap allows the company to switch the currency of
borrowing while preserving the nice spread available in another currency.

Example 5.20. Don Diego Cortes can borrow CLP for four years at 23% effective, 2% above the risk-free rate; and he can
borrow NOK at 12%, also 2% above the risk-free rate. Being an avid reader of this textbook, he knows that the difference
between the two risk-free rates reflect the market’s opinion on the two currencies; no value is created or destroyed,
everything else being the same, if one switches one risk-free loan for another, both at the risk-free rates. But the risk spreads
are different: one can pay too much, here, and Don Diego especially feels that 2% in a strong currency (NOK) is not
attractive relative to 2% extra on the peso.

If, for some exogenous reason, Don Diego prefers NOK over CLP, the solution is to borrow CLP and swap into NOK:

o 1/100 _
8.930.9 > 80.4309
A
1/1.23
110
110,000 |= 100

If FCr is set at 100,000, then a direct loan at 12% produces F'C; = 100,000/1.12 = 89,285.71; but the swapped peso loan
(FC1 — HCT — HCT — FCy) yields (100,000 x 110/1.23)/100 = 89,430.90. Stated differently, Don Diego can borrow
synthetic NOK @ (100,000 — 89,430.90)/89,430.90 = 11.81% instead of 12%.

One message is that, when comparing corporate loans in different currencies, one should



look at risk spreads, not total interest rates. Second, when comparing spreads we should also
take into account the strength of the currency. For example, 2% in a strong currency is worse
than 2% 1n a weak one. We show, below, that the strength of the currency is adequately taken
care of by comparing the PVs of the risk spreads, each computed at the currency’s own risk-
free rate: a 2% risk spread in a low-interest-rate currency then has a higher PV than a 2%
spread in a high-rate currency. A related point, relevant for credit managers who need to
translate a risk spread from HC to FC, is that two spreads are equivalent if their PVs are
identical. Note that these results hold for zero-coupon loans; the version for bullet loans with
annual interest follows in chapter 7.

Example 5.21.

* Don Diego can immediately note that, for the CLP alternative, the discounted spread is 0.02/1.21 = 1.652 89%, better
than the NOK PV of 0.02/1.10 = 1.818 18%.

* Don Diego’s banker can compute that, when quoting an NOK spread that is compatible with the 2% asked on CLP
loans, he can ask only 1.81%:

0.02  0.0181
121 ~ 1.10

This, as we saw before, is exactly the rate that Don Diego got when borrowing CLP and swapping.

=0.0165289. (5.9)

DIY Problem 5.4. Here is a proof without words. Add the words, i.e., explain the proof to a friend who is obviously not as
bright as you are. We denote the risk spreads by p and p*, respectively:
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5.5.4 Swapping for Legal Reasons: Replicating Back-to-Back Loans

In the examples thus far, we have used the swap to change the effective denomination of a
deposit or a loan. We now discuss reasons for working with a stand-alone swap. The main use
of this contract is that it offers all the features of back-to-back loans (that is, two mutual loans
that serve as security for each other), but without mentioning the words loan, interest, or
security. We proceed in three steps. First, we explain when and why back-to-back loans may
make sense. We then establish, via an example, the economic equivalence of a swap and two
back-to-back loans. Lastly, we list the legal advantages from choosing the swap representation
of the contract over the direct back-to-back loan.



5.5.4.1 Why Back-to-Back Loans May Make Sense

The most obvious reason for a back-to-back-like structure is provid