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Preface

With advances in the Internet and technologies around the World-Wide Web,
research on design, implementation, and management of Internet- and Web-
based information systems has become increasingly important. As more and
more information of diverse type becomes available on the Internet and Web,
query and retrieval as well as the management of information over the Internet
become more complex and extremely difficult. Novel approaches to develop and
manage Internet and Web information systems are in high demand. Following
the successful conferences in 2000, 2001 and 2002, WAIM 2003 continued to
provide a forum for researchers, professionals, and industrial practitioners from
around the world to share their rapidly evolving knowledge and to report on
new advances in Web-based information systems.

WAIM 2003 received an overwhelming 258 submissions from Australia,
Canada, China, Denmark, France, Germany, Greece, Hong Kong, Japan, South
Korea, Pakistan, Singapore, Sweden, Switzerland, Taiwan, Thailand, UK, USA,
and Vietnam. Through careful review by the program committee, 30 papers
were selected as regular papers, and 16 papers as short papers. As indicated by
these numbers, WAIM 2003 is extremely selective: 11 and 17 areas, respectively,
including text management, data mining, information filtering, moving objects,
views, bioinformatics, Web and XML, multimedia, peer-to-peer systems, service
networks, time-series streams, and ontologies. T'wo invited talks by Sushil Jajo-
dia (George Mason University, USA) and Beng Chin Ooi (National University
of Singapore) were on access control models and peer-to-peer systems. Two tu-
torials by Rakesh Agrawal (IBM, USA) and Weiyi Meng (State University of
New York, USA) were on “privacy aware data management and analytics” and
“metasearch engines.” In addition, several systems were selected for demonstra-
tion at the conference. Regular and short papers, one invited talk, and brief
summaries of demos are included in these proceedings.

We are grateful to the program committee members who helped tremen-
dously in reviewing the large number of submissions. We appreciate the work
by Jinze Liu and Wei Wang in setting up and managing the paper submis-
sion/review system, and by members of the WAIM 2003 organization commit-
tees. Finally, we would like to thank Sichuan University and Southwest Jiaotong
University for organizing the conference.

August 2003 Guozhu Dong and Changjie Tang
Program Co-chairs
WAIM 2003
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Recent Advances in Access Control Models

Sushil Jajodia

Center for Secure Information Systems, George Mason University, Fairfax, VA
22030-4444, USA

Abstract. Past generations of access control models, when faced with
an access request, have issued a simple “yes” or “no” answer to the ac-
cess request resulting in access being granted or denied. Recent advances
in application areas have introduced new dimensions to access control
needs, and for many applications such as business-to-business (B2B) ap-
plications and auctions “yes/no” responses are just not enough.

This talk will discuss several access control models that have been re-
cently proposed to address these emerging needs including models that
provide policy-neutral flexible access control and their efficient imple-
mentations; models that incorporate richer semantics for access control,
such as adding provisions and obligations. We will also discuss the re-
cent work on policy algebras for combining independent authorization
specifications.

G. Dong et al. (Eds.): WAIM 2003, LNCS 2762, p. 1, 2003.
© Springer-Verlag Berlin Heidelberg 2003


Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.
Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.

ALLGEMEIN ----------------------------------------
Dateioptionen:
     Kompatibilität: PDF 1.2
     Für schnelle Web-Anzeige optimieren: Ja
     Piktogramme einbetten: Ja
     Seiten automatisch drehen: Nein
     Seiten von: 1
     Seiten bis: Alle Seiten
     Bund: Links
     Auflösung: [ 600 600 ] dpi
     Papierformat: [ 594.962 841.96 ] Punkt

KOMPRIMIERUNG ----------------------------------------
Farbbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 150 dpi
     Downsampling für Bilder über: 225 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Mittel
     Bitanzahl pro Pixel: Wie Original Bit
Graustufenbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 150 dpi
     Downsampling für Bilder über: 225 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Mittel
     Bitanzahl pro Pixel: Wie Original Bit
Schwarzweiß-Bilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 600 dpi
     Downsampling für Bilder über: 900 dpi
     Komprimieren: Ja
     Komprimierungsart: CCITT
     CCITT-Gruppe: 4
     Graustufen glätten: Nein

     Text und Vektorgrafiken komprimieren: Ja

SCHRIFTEN ----------------------------------------
     Alle Schriften einbetten: Ja
     Untergruppen aller eingebetteten Schriften: Nein
     Wenn Einbetten fehlschlägt: Warnen und weiter
Einbetten:
     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     Nie einbetten: [ ]

FARBE(N) ----------------------------------------
Farbmanagement:
     Farbumrechnungsmethode: Alle Farben zu sRGB konvertieren
     Methode: Standard
Arbeitsbereiche:
     Graustufen ICC-Profil:  ¡M
     RGB ICC-Profil: sRGB IEC61966-2.1
     CMYK ICC-Profil: U.S. Web Coated (SWOP) v2
Geräteabhängige Daten:
     Einstellungen für Überdrucken beibehalten: Ja
     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja
     Transferfunktionen: Anwenden
     Rastereinstellungen beibehalten: Ja

ERWEITERT ----------------------------------------
Optionen:
     Prolog/Epilog verwenden: Ja
     PostScript-Datei darf Einstellungen überschreiben: Ja
     Level 2 copypage-Semantik beibehalten: Ja
     Portable Job Ticket in PDF-Datei speichern: Nein
     Illustrator-Überdruckmodus: Ja
     Farbverläufe zu weichen Nuancen konvertieren: Nein
     ASCII-Format: Nein
Document Structuring Conventions (DSC):
     DSC-Kommentare verarbeiten: Nein

ANDERE ----------------------------------------
     Distiller-Kern Version: 5000
     ZIP-Komprimierung verwenden: Ja
     Optimierungen deaktivieren: Nein
     Bildspeicher: 524288 Byte
     Farbbilder glätten: Nein
     Graustufenbilder glätten: Nein
     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja
     sRGB ICC-Profil: sRGB IEC61966-2.1

ENDE DES REPORTS ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments false
     /DoThumbnails true
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize true
     /ParseDSCCommentsForDocInfo false
     /EmitDSCWarnings false
     /CalGrayProfile ( ¡M)
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue true
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.2
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends false
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo false
     /GrayACSImageDict << /VSamples [ 2 1 1 2 ] /QFactor 0.76 /Blend 1 /HSamples [ 2 1 1 2 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 2 1 1 2 ] /QFactor 0.76 /Blend 1 /HSamples [ 2 1 1 2 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /sRGB
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 150
     /EndPage -1
     /AutoPositionEPSFiles false
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 600
     /AutoFilterGrayImages true
     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 150
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 595.276 841.890 ]
     /HWResolution [ 600 600 ]
>> setpagedevice


Managing Trust in Peer-to-Peer Systems Using
Reputation-Based Techniques

Beng Chin Ooi, Chu Yee Liau, and Kian-Lee Tan

Department of Computer Science
National University of Singapore
3 Scinece Drive 2, Singapore 117543

Abstract. In this paper, we examine the issue of managing trust in peer-
to-peer systems. In particular, we focus on reputation-based schemes.
We look at some design considerations in implementing distributed
reputation-based systems, namely storage, integrity, metrics and chang-
ing of identity. We provide a survey of related work on the storage and
integrity issues, and present our solution to address these issues.

1 Introduction

The social impact of reputation on an individual or group is long known. Re-
search has shown that reputation plays a vital role in the decision of initiating
an interaction and the pricing of services. For example, [I] has shown that the
rating in eBay’s [2] feedback system does encourage transactions and in some
occasions making the item sold by a highly rated seller to be higher in price.

In electronic marketplaces, the reputation that a user has is the result of ag-
gregating all the impressions of the other users that interacted with the user in
the past. A reputation system is an effective way to facilitate the trust in a P2P
system. It collects and aggregates the feedback of participants’ past behaviors,
which is known as reputation, and publishes the reputations so that everyone
can view it freely. The reputation informs the participant about other’s ability
and disposition, and helps the participant to decide who to trust. Furthermore,
reputation system also encourages participant to be more trustworthy and dis-
courages those who are not from participating.

Existing reputation systems are those implemented in online store and auc-
tion site, such as eBay [2] and Amazon [3]. In eBay, after buying a collectible
in an auction, the buyer can go back to the site and rate the seller for prompt
shipping and whether the physical item actually matched the description in the
auction. The rating given by the buyer is recorded into the seller’s reputation
by the website. When the subsequent buyer wishes to make a purchase from the
seller, he can refer to seller’s reputation before he makes any decision. If the
reputation shows that the previous buyers were mostly well treated, then the
seller is honest and worth dealing with. With reputation schemes in place sellers
are highly motivated to offer the best possible service to every single buyer.

Existing work on peer-to-peer applications focuses on routing and discovery
5], data exchange [6] and caching [7]. Trust has gained lesser attention despite

G. Dong et al. (Eds.): WAIM 2003, LNCS 2762, pp. 2-{12, 2003.
© Springer-Verlag Berlin Heidelberg 2003


Verwendete Distiller 5.0.x Joboptions
Dieser Report wurde automatisch mit Hilfe der Adobe Acrobat Distiller Erweiterung "Distiller Secrets v1.0.5" der IMPRESSED GmbH erstellt.
Sie koennen diese Startup-Datei für die Distiller Versionen 4.0.5 und 5.0.x kostenlos unter http://www.impressed.de herunterladen.

ALLGEMEIN ----------------------------------------
Dateioptionen:
     Kompatibilität: PDF 1.2
     Für schnelle Web-Anzeige optimieren: Ja
     Piktogramme einbetten: Ja
     Seiten automatisch drehen: Nein
     Seiten von: 1
     Seiten bis: Alle Seiten
     Bund: Links
     Auflösung: [ 600 600 ] dpi
     Papierformat: [ 594.962 841.96 ] Punkt

KOMPRIMIERUNG ----------------------------------------
Farbbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 150 dpi
     Downsampling für Bilder über: 225 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Mittel
     Bitanzahl pro Pixel: Wie Original Bit
Graustufenbilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 150 dpi
     Downsampling für Bilder über: 225 dpi
     Komprimieren: Ja
     Automatische Bestimmung der Komprimierungsart: Ja
     JPEG-Qualität: Mittel
     Bitanzahl pro Pixel: Wie Original Bit
Schwarzweiß-Bilder:
     Downsampling: Ja
     Berechnungsmethode: Bikubische Neuberechnung
     Downsample-Auflösung: 600 dpi
     Downsampling für Bilder über: 900 dpi
     Komprimieren: Ja
     Komprimierungsart: CCITT
     CCITT-Gruppe: 4
     Graustufen glätten: Nein

     Text und Vektorgrafiken komprimieren: Ja

SCHRIFTEN ----------------------------------------
     Alle Schriften einbetten: Ja
     Untergruppen aller eingebetteten Schriften: Nein
     Wenn Einbetten fehlschlägt: Warnen und weiter
Einbetten:
     Immer einbetten: [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     Nie einbetten: [ ]

FARBE(N) ----------------------------------------
Farbmanagement:
     Farbumrechnungsmethode: Alle Farben zu sRGB konvertieren
     Methode: Standard
Arbeitsbereiche:
     Graustufen ICC-Profil:  ¡M
     RGB ICC-Profil: sRGB IEC61966-2.1
     CMYK ICC-Profil: U.S. Web Coated (SWOP) v2
Geräteabhängige Daten:
     Einstellungen für Überdrucken beibehalten: Ja
     Unterfarbreduktion und Schwarzaufbau beibehalten: Ja
     Transferfunktionen: Anwenden
     Rastereinstellungen beibehalten: Ja

ERWEITERT ----------------------------------------
Optionen:
     Prolog/Epilog verwenden: Ja
     PostScript-Datei darf Einstellungen überschreiben: Ja
     Level 2 copypage-Semantik beibehalten: Ja
     Portable Job Ticket in PDF-Datei speichern: Nein
     Illustrator-Überdruckmodus: Ja
     Farbverläufe zu weichen Nuancen konvertieren: Nein
     ASCII-Format: Nein
Document Structuring Conventions (DSC):
     DSC-Kommentare verarbeiten: Nein

ANDERE ----------------------------------------
     Distiller-Kern Version: 5000
     ZIP-Komprimierung verwenden: Ja
     Optimierungen deaktivieren: Nein
     Bildspeicher: 524288 Byte
     Farbbilder glätten: Nein
     Graustufenbilder glätten: Nein
     Bilder (< 257 Farben) in indizierten Farbraum konvertieren: Ja
     sRGB ICC-Profil: sRGB IEC61966-2.1

ENDE DES REPORTS ----------------------------------------

IMPRESSED GmbH
Bahrenfelder Chaussee 49
22761 Hamburg, Germany
Tel. +49 40 897189-0
Fax +49 40 897189-71
Email: info@impressed.de
Web: www.impressed.de

Adobe Acrobat Distiller 5.0.x Joboption Datei
<<
     /ColorSettingsFile ()
     /AntiAliasMonoImages false
     /CannotEmbedFontPolicy /Warning
     /ParseDSCComments false
     /DoThumbnails true
     /CompressPages true
     /CalRGBProfile (sRGB IEC61966-2.1)
     /MaxSubsetPct 100
     /EncodeColorImages true
     /GrayImageFilter /DCTEncode
     /Optimize true
     /ParseDSCCommentsForDocInfo false
     /EmitDSCWarnings false
     /CalGrayProfile ( ¡M)
     /NeverEmbed [ ]
     /GrayImageDownsampleThreshold 1.5
     /UsePrologue true
     /GrayImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /AutoFilterColorImages true
     /sRGBProfile (sRGB IEC61966-2.1)
     /ColorImageDepth -1
     /PreserveOverprintSettings true
     /AutoRotatePages /None
     /UCRandBGInfo /Preserve
     /EmbedAllFonts true
     /CompatibilityLevel 1.2
     /StartPage 1
     /AntiAliasColorImages false
     /CreateJobTicket false
     /ConvertImagesToIndexed true
     /ColorImageDownsampleType /Bicubic
     /ColorImageDownsampleThreshold 1.5
     /MonoImageDownsampleType /Bicubic
     /DetectBlends false
     /GrayImageDownsampleType /Bicubic
     /PreserveEPSInfo false
     /GrayACSImageDict << /VSamples [ 2 1 1 2 ] /QFactor 0.76 /Blend 1 /HSamples [ 2 1 1 2 ] /ColorTransform 1 >>
     /ColorACSImageDict << /VSamples [ 2 1 1 2 ] /QFactor 0.76 /Blend 1 /HSamples [ 2 1 1 2 ] /ColorTransform 1 >>
     /PreserveCopyPage true
     /EncodeMonoImages true
     /ColorConversionStrategy /sRGB
     /PreserveOPIComments false
     /AntiAliasGrayImages false
     /GrayImageDepth -1
     /ColorImageResolution 150
     /EndPage -1
     /AutoPositionEPSFiles false
     /MonoImageDepth -1
     /TransferFunctionInfo /Apply
     /EncodeGrayImages true
     /DownsampleGrayImages true
     /DownsampleMonoImages true
     /DownsampleColorImages true
     /MonoImageDownsampleThreshold 1.5
     /MonoImageDict << /K -1 >>
     /Binding /Left
     /CalCMYKProfile (U.S. Web Coated (SWOP) v2)
     /MonoImageResolution 600
     /AutoFilterGrayImages true
     /AlwaysEmbed [ /Courier-BoldOblique /Helvetica-BoldOblique /Courier /Helvetica-Bold /Times-Bold /Courier-Bold /Helvetica /Times-BoldItalic /Times-Roman /ZapfDingbats /Times-Italic /Helvetica-Oblique /Courier-Oblique /Symbol ]
     /ImageMemory 524288
     /SubsetFonts false
     /DefaultRenderingIntent /Default
     /OPM 1
     /MonoImageFilter /CCITTFaxEncode
     /GrayImageResolution 150
     /ColorImageFilter /DCTEncode
     /PreserveHalftoneInfo true
     /ColorImageDict << /QFactor 0.9 /Blend 1 /HSamples [ 2 1 1 2 ] /VSamples [ 2 1 1 2 ] >>
     /ASCII85EncodePages false
     /LockDistillerParams false
>> setdistillerparams
<<
     /PageSize [ 595.276 841.890 ]
     /HWResolution [ 600 600 ]
>> setpagedevice


Managing Trust in Peer-to-Peer Systems 3

its importance. In this paper, we will examine the issue of managing trust in
peer-to-peer systems that are based on reputation. We will look at some design
considerations in implementing distributed reputation-based systems, namely
storage, integrity, metrics and changing of identity. We provide a survey of related
work on the storage and integrity issues, and present our initial effort to address
these issues.

The rest of this paper is organized as follows. In the next section, we discuss
the design considerations for distributed reputation-based systems. Section Bl
surveys existing reputation-based systems in terms of their storage and integrity
issues. In Section @ we present our solution to these two issues. Finally, we
conclude in Section [5

2 Design Considerations

Although peer-to-peer systems have been extensively studied in the past few
years, the research on peer-to-peer reputation has been relatively small in num-
ber. Here, we provides an overview on the study of various peer-to-peer reputa-
tion systems. To begin with, we start with discussion of the design considerations
of reputation system for peer-to-peer.

1. Storage of the reputation information. The reputation has to be stored in
a distributed manner, but with high availability, especially in P2P systems
where peers can appear offline from time to time. Additionally, the reputa-
tion should be retrieved efliciently since it is used frequently.

2. Integrity of the reputation information. The integrity of the reputation in-
formation will dictate the usefulness of a reputation system. While in a cen-
tralized design, the integrity issue can be easily addressed, it is much more
challenging in a decentralized environment.

3. Reputation metrics. Reputation metrics provide the representation of a
user’s reputation. The complexity of the calculation of reputation metric
will undermine the performance of the whole system.

4. Changing of identity. In a peer-to-peer system, due to its decentralized na-
ture, changing of identity is extremely easy and usually zero-cost. This is
slightly different as compared to real-world where shifting of identity is usu-
ally more complicated, which often involve government or authority. A good
reputation system should prevent any incentive of changing identity.

3 Survey of Existing Peer-to-Peer Repuation-Based
Systems

This section briefly reviews some of the existing P2P reputation systems, fo-
cusing particularly on the storage and integrity issues. We start by giving an
overview of the reputation systems.
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3.1 Overview

Kevin A. Burton designed the OpenPrivacy Distributed Reputation System [8]
on P2P, which is derived from the distributed trust model. It proposed the con-
cept of reputation network, which is composed by identities (representing nodes)
and evaluation certificates (representing edges). Therefore, the trustworthiness
of the identities can be estimated from a visible sub-graph of the reputation
network.

P2PREP [9] is a reputation sharing protocol proposed for Gnutella, where
each peer keeps track and shares with others the reputation of their peers. Rep-
utation sharing is based on a distributed polling protocol. Service requesters can
assess the reliability by polling peers.

Karl Aberer and Zoran Despotovic [I0] proposed a trust managing system
on the P2P system P-Grid [11] (Managing trust). It integrates the trust man-
agement and data management schemes to build a full-fledged P2P architecture
for information systems. The reputations in this system are expressed as com-
plaints; the more complaints a peer gets, the less trustworthy it could be. This
system assumes peers in the network to be honest normally. After each transac-
tion, and only if there is dissatisfaction, a peer will file a complaint about the
unhappy experience. To evaluate the reputation of a peer involves searching for
complaints about the peer.

Dietrich Fahrenholtz and Winfried Lamersdof [12] introduced a distributed
reputation management system (RMS). In RMS, reputation information is kept
by its owner, and public key cryptography is used to solve the integrity and
non-repudiation issues. During each transaction, a portal acts as a trusted third
party to resolve the possible disputation during the reputation update.

Kamvar et. al [13] proposed a reputation management system, EigenRep, for
P2P file sharing systems such as Gnutella to combat the spread of inauthentic
file. In their system, each peer is given a global reputation that reflects the
experiences of other peers with it.

3.2 Storage of Reputation Information

OpenPrivacy. In OpenPrivacy, the reputation information is stored in a cer-
tificate. The system is similar in concept to web of trust [14]. A peer certifies
another peer through the use of certificate. Every certificate stores the value of
the target’s reputation and the confidence of the certificate creator. To prevent
tampering, each certificate is digitally signed with the private key of the certifi-
cate creator. These certificates are stored at the certificate creator as well as the
certification target.

P2PRep. In P2PRep, every peer in the system stores their interaction experi-
ence with other peers (based on pseudonym). This reputation records are being
updated every time an interaction takes place. These reputation records can be
used by other peers to make decision when initializing an interaction. In this
case, before a peer consumes a service, the peer polls other peers about their
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knowledge of the service provider. At the end of the interaction, the service con-
sumer updates the reputation of the provider and at the same time updates the
credibility of the peers that addressed opinion on the provider.

Managing Trust. Managing Trust stores the complaints about a peers in the
P-Grid [I1]. The underlying idea of the P-Grid approach is to create a virtual
binary search structure with replication that is distributed over the peers and
supports efficient search. The construction and the search/update operations can
be performed without any central control or global knowledge.

RMS. RMS also stores the reputation information in a certificate. However,
RMS is different from OpenPrivacy in the implementation of the reputation
certificate. In RMS, there exists a trusted third party to record the transaction
history for the subscribers. The transaction history that the trusted party stored
is used by others to check the correctness of the certificate presented by a peer.

EigenRep. In EigenRep, two types of value, local and global, are being stored
in the systems. The local value is stored in every peer and the global value,
which is derived from multiple local values, are being handled by random peers
in a distributed hash table (DHT) such as CAN [I5] or Chord [4].

Discussion. All of the aforementioned reputation systems use decentralized
storage for storing the reputation information. This is very important as cen-
tralized storage for reputation information will limit the scalability of the P2P
reputation system in the long term and affect the performance for retrieving the
reputation information.

Efficient retrieval of reputation information minimizes the communication
overhead. For instance, to retrieve reputation for a peer in RMS or OpenPrivacy,
we need to issue only a query message to the peer since the certificate stores all
the reputation information of the peer. In FigenRep and Managing Trust, the
cost of retrieving reputation information is proportional to retrieving information
from DHT system and P-Grid respectively. However, the cost for P2PRep to
retrieve reputation information is proportional to the O(N) for the network with
N peers.

3.3 Integrity of Reputation Information

OpenPrivacy. Integrity of the reputation information stored in OpenPrivacy
is preserved through the use of cryptography means. Every certificate is digitally
signed by the private key of the certificate creator. A peer needs the public key
of the certificate creator in order to verify the validity of the certificate and
the information stored within. If the content of the certificate is tampered, the
verification of the certificate will fail.
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P2PRep. The integrity of the reputation information is also being protected
with cryptography means. Unlike OpenPrivacy, the reputation is only being
encrypted and signed for the purpose of transmission. Since the reputation in-
formation is being stored at the rating peer and not the target peer, there is
very minimal risk that the target peer is able to change the reputation informa-
tion. However, the risk do exist when the reputation information traveled from
the sender to the requestor. Therefore the protocol defined in P2PRep provides
integrity (and confidentiality when needed). Before the reputation information
is transferred, it is being signed with the private key of the sender so that the
information will be intact while being transmitted.

Managing Trust. In Managing Trust, the integrity of the complaints depend
on the behavior of peers in the network. In order to overcome this problem, the
system assumes the probability of the peers in the P-Grid storage system that
are malicious is . This value cannot be greater than a certain maximum, 7,4z
Its storage infrastructure is configured in such a way that r replicas must satisfy
the condition 7, < e, where 7}, .. is the average probability of r replicas and

€ the acceptable tolerance.

RMS. In RMS, the integrity is preserved through the signature of the trusted
third party. The trusted third party could be implemented as a centralized server
or multiple servers. If it is implemented across multiple servers, there must be
trust between the servers.

EigenRep. The integrity of the reputation information in FigenRep also de-
pends on the trustworthiness of the peers that calculate and store the global
reputation value. However, the system reduces the possibility of malicious acts
through random selection of peers that calculate the global values and redun-
dancy in global value.

Discussion. It seems that one of the most challenging issues of decentralized
reputation management system is the integrity of the reputation information. On
one hand, cryptography techniques that preserved the integrity of the reputation
information seems effective, it suffers from the overhead of verification. The
number of public keys needed to verify the reputation depend on the number
of certificates to be verified and for a large number of certificates, the cost of
retrieving the public keys can be very high. On the other hand, the integrity of
information on systems such as Managing Trust and EigenRep depends on the
storage infrastructure.

4 Our Solution

We propose a P2P reputation scheme that aims at providing efficient retrieval of
reputation information and providing integrity of the information. In our scheme,
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the reputation is maintained by the owner. This greatly simplifies the problem of
storing reputation information. In addition, the retrieval of the reputation infor-
mation can be done efficiently without any additional communication cost. By
having the owner to store the reputation information, there is the risk of infor-
mation integrity. To protect the integrity of the reputation, we have introduced
the notion of reputation certificate we termed RCert. At the same time we have
proposed protocols to facilitate the update of the reputation information.

4.1 Components

Public Key Infrastructure (PKI). PKI [16] is employed to provide secu-
rity properties which include confidentiality, integrity, authentication and non-
repudiation. All these are achieved through the use of symmetric and asymmetric
cryptography as well as digital signatures. We have omitted the confidentiality
requirement in our proposed scheme as our goal is not to provide communication
secrecy among peers.

Entities. There are two entities in the system. A peer that provides services
(service provider) and a peer that consumes services (service consumer). In P2P
system, a peer can act as a service provider as well as service consumer. This is
because in P2P there is no true distinction between server and client. Entities
in the network has a pair of public and private keys that represent its identity.
At the same time, the pair of keys is used in the digital signature process. We
assume there exists a mechanism that allows a peer to be located and contacted
given its identity. This can be achieved through the use of P2P systems such as
[M], that provide efficient lookup mechanisms.

Roles. There are two different roles a peer plays. After a peer has finished
consuming a service provided by a peer, it takes up the role of a rater. The
peer that provides the services will be termed ratee. The rater is responsible for
evaluating the ratee based on the experience of the interaction with ratee. We
shall defer the protocol used in the rating process to section

Reputation Certificates (RCert). RCert consists of two components:
header and RCertUnit. The information is updated by the service consumer
each time after a transaction has taken place. Every update is appended to the
end of RCert and is digitally signed by the ratee to prevent the owner from
changing the information. Figure [Il depicts the format of RCert.

RCert header gives information about its owner, such as owner’s identity
and owner’s public key. This information binds the RCert to its owner. Besides,
the header also includes information about RCert such as RCert’s current ID
and previous ID if this certificate is not the first created by the owner. With the
ID information, this allows the owner to create a new RCert but still provides
a pointer to previous RCert owned by the owner. When an RCert grows too
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RCert
Header Rcert Rcert Recert Rcert
Unit 1 | Unit 2 Unit N-1 | Unit N
Header RCert Unit
Owner ID | RCert Num Time Stamp | Counter
Owner Public Key Rating
Previous RCert Num Rater ID
Other information ... Signature of Rater

Fig. 1. Format of the RCert

big, the owner can create a new RCert and provides the reference to the old
RCert in the header. The old RCert can be stored locally in the system and
will only be sent to service requester which requested it. RCertUnit contains
the following entries:

— TimeStamp - issued by the owner right before a transaction is started. It is
digitally signed by the issuer and is used as a proof of transaction.

— Rating - this is the comment given by a peer that had the transaction with
the owner. It records the transaction experience of the rater with the owner.

— RaterID - this is the identity of the peer that created this rating
(RCertUnit).

— Signature - the signature is created by the rater, using its private key, on
the entire RCert including the header for the integrity of the RCert.

4.2 The Protocol — RCertPX

The RCertPX protocol involves ten steps and is shown in figure 2 Assuming
a peer needs certain service from other peers. It first uses resource discovery
mechanism such as those mentioned in [I7JI8] to locate service provider (step
1). All the peers that have the resources needed by the requesting peer send
their replies together with their Reputation certificates (RCert) (step 2). Upon
receiving the RCert, the requester needs to verify the validity of the RCert (step
3). This is done by checking the last RCert Unit in the RCert by contacting the
rater. If the rater returns a Last-TimeStamp that has not been revoked, the
RCert is valid (step 4). A Last-TimeStamp consists of three elements:

— TimeStamp issued by service provider
— Status of the TimeStamp (valid/revoked)
— RevokedPeer - identity of the party authorized the revoked

The Last-TimeStamp provides the validity of the RCert currently used by an
RCert owner. In the event where the last rater is not available (eg. offline),
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Previous Raters
(Last-TimeStamp Cert Holders)
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(Ratee) (Rater)

7. Transaction

8. Update of RCert

Fig. 2. RCertP Protocol

the requester can try to contact the preceding raters until there is one that
is available. In this case, the verification is done by checking on the Last-
TimeStamp in the following way. The TimeStamp information in the Last-
TimeStamp should match those on the RCertUnit created by the rater and since
the Last-TimeStamp has been revoked, the RevokedPeer in the Last-TimeStamp
must match the next rater specified in the RCert. This verification mechanism
provides more information about the transaction history of the RCert’s owner
and refrains a peer from using any of its old RCert.

After evaluating all the RCert, the requesting peer makes decision on which
peer to choose as service provider and sends an acknowledgement to the provider
(step 5). The acknowledgment is digitally signed with the requester’s private key
and it shall be used as a proof of transaction request.

This is followed by the sending of TimeStamp from the provider to the re-
quester (step 6). The TimeStamp is signed by the provider and in this protocol
it contains the time value on the provider machine and the transaction counter.
The requester will then verify the time and signature on the timestamp by us-
ing the public key of provider. We do not assume there exists a synchronized
time between requester and provider. However, there should be a way for the
requester to check the correctness of the time (e.g., the time should not be too
different from the time in requester system). The counter incorporated reflects
the latest information about the transaction sequence. For instance, if there have

been 20 transaction so far, the counter information in the TimeStamp should
reflect 21 as its value.

Peers then start the transaction (step 7). Upon completion of the transac-
tion, the service requester starts to rate its service provider. The rater (service
requester) updates the RCert sent to it in step 2 by adding the timestamp from
step 6, followed by the rating based on the transaction experience. The rater
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also added its ID. The rater completes the updates by hashing the content of
the certificate and digitally signs the hash with its private key. In addition, the
rater will perform two extra steps.

1. The rater needs to create and store the Last — TimeStamp and make it
available to others when needed.

2. If the rater is not the first one to rate the service provider, it needs to contact
the previous rater to 'revoke’ the piece of Last — TimeStamp store.

Next, the rater sends the updated certificate to the ratee (step 8). The rater
then issues a request to the preceding rater to revoke the timestamp stored there
by sending the latest timestamp sent to it by the ratee. To verify the request,
the preceding rater checks the timestamp.

— The time in timestamp must be more current than the one currently stored.

— The counter in the timestamp must be the next number to the one currently
stored.

— The timestamp must indeed sign by the ratee.

Once the preceding rater is convinced that the timestamp sends to it is cor-
rect, it revokes the timestamp information stored locally by creating a status
'revoke’ and place a digital signature on the revoked timestamp (step 9). Upon
receiving the acknowledgement that the preceding rater has revoked the times-
tamp on its side, the current rater sends the updated reputation certificate to
the ratee. The ratee should use the updated certificate for its next transaction.
Finally, the provider notifies the previous rater that it can remove its Last-
TimeStamp Certificate.

4.3 Analysis and Discussion

RCertPX provides the assurance that if an RCert is presented and the signature
is verified to be valid, it means that the content in the RCert has not been
changed by the owner. This is achieved through the use of digital signature on
the entire RCert. In addition, Last-TimeStamp used in the protocol provides
information about the validity of RC'ert. With the Last-TimeStamp, a requester
can verify the validity of the RCert by contacting previous rater. If the Last-
TimeStamp has not been revoked, it indicates that the RCert is up to date;
otherwise, the RCert is an old one, and might not be valid. This prevents the
provider from discarding the unsatisfied rating by reusing its old RCert.

Three parties are evolved in this protocol. They are the ratee, the current
rater and one of the the previous raters. In the following discussion, we show
that if anyone of them is malicious, the correctness of the RCert will not get
tampered.

In the case where ratee turns malicious, it will be able to send a blank RCert
to the user. Therefore, a blank RCert should be regarded as having very low
correctness. A malicious ratee will not be able to reuse its old RCert. This is
because the Last- TimeStamp introduced provides the mechanism to prevent this
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from happening. When a ratee is using back the old RCert, during verification
of the RCert, its act will be exposed.

On the other hand, if the current rater acts maliciously, it can either refuse
to give a rating or give an invalid signature on the RCert. However, this will not
cause any problem at all. When the rater refuse to give any rating, the ratee
can present the acknowledgement sent by the rater during transaction confirmed
(step 5 of RCertPX) that the rater has indeed requested for the transaction.
In the event where rater purposefully gives an invalid signature on the RCert,
the ratee can present the acknowledgement to the previous rater to request
arbitration. Then the previous rater can require the current rater to present his
update again. If the current rater refuse to give the update, or present an invalid
one, the previous rater can cancel the revocation on its Last- TimeStamp. If the
current rater present a valid update, the previous rater will send it to the ratee.

When the previous rater acts maliciously, it can:

1. refuse to present the Last-TimeStamp
2. give a revoked Last-TimeStamp even if it has not been revoked

For case 1, if the current rater cannot get the Last-TimeStamp, it cannot
verify the validity of RCert. The same thing happens when the previous rater is
off-line for the moment. This is very common in the P2P networks. Our amend-
ment to this problem is to use a group of previous raters rather a single previous
rater. Each previous rater keeps a count number on the Last- TimeStamp, whose
initial value is the total number of previous raters. In each revocation of Last-
TimeStamp, the count number is reduced by 1. When the count number reaches
0, the Last-TimeStamp is revoked completely, and the rater leaves the previous
rater group automatically. Therefore, if the number of previous raters is N, the
last IV raters are all capable of verifying the validity of RCert. When the last
previous rater refuses to present the Last-TimeStamp, the current rater can
refer to the second last previous rater. If there are enough previous raters, there
is always a previous rater that can do the verification.

For case 2, to prevent the previous rater from giving a forged revoked Last-
TimeStamp, we require it to present a certificate by the revoker as well. If it
cannot show any evidence of the revocation, the current rater can regard the
Last-TimeStamp as a fresh one.

5 Conclusion

In this paper, we have look at how trust can be managed using reputation-based
systems. Besides looking at existing solution, we have also presented our solutions
to address the storage and integrity issues. In particular, we have proposed the
notion of RCert and the RCertPX protocol. Although RCertPX can prevent
tampering of the RCert, it cannot prevent malicious participants collude to
distort the reputation information. For example, if the ratee and current rater
collude, they might succeed to discard the latest ratings of the RCert. However,
with our mechanism, it is harder for the rater to achieve this as it will need to
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collude with N previous ratees at the same time. We are currently looking at
how to address this collusion issue.
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Abstract. The World Wide Web is evolving from its early stage, solely
a collection of online text and images, into a huge marketplace for service
providers and consumers. This market is still growing at an accelerate
speed far more beyond anyone or any central server’s control. How to
locate information providers, and how to integrate information agents in
such an open dynamic environment are new challenges. In this paper, 1
propose a language for agent services description. This language allows
developers to plug in an independent suitable language to specify the
constraints. Multiple matching strategies based on agent service ontology
are given to help agents locating appropriate service providers. The series
of strategies consider various features of service providers, the nature of
requirements, and more importantly the relationships among services.

1 Introduction

The World Wide Web is evolving from its early stage, solely a collection of online
text and images, into a huge marketplace for service providers and consumers.
Information service providers, such as Ahoy [9], ShopBot [5], and SportsFinder
[8], are programs that assist people to find specific information from the Web.
They are capable to provide the services such as locating a person’s homepage,
finding the cheapest available prices for music CDs, or finding sports results of
a team or a player. More and more people nowadays are rely on the Web to
pay their bills, to do their banking, to book tickets, just name a few. Online
services are a essential part of our daily life. This is also the main drive force
for the successes of online business sites, for example, eBay. This market is still
growing at an accelerate speed far more beyond anyone or any central server’s
control. How to locate information providers, and how to integrate information
agents in such an open dynamic environment are new challenges; since in such
a dynamic domain, applications are developed geographically dispersed over the
Internet, and they become available or disappear unexpectedly. This is one of the
basic problems facing designers of open, multi-agent systems for the Internet, the
connection problem — finding the other agents who might have the information
or other capabilities that you need [3].
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In [6], two basic approaches to this connection problem are distinguished:
direct communication, in which agents handle their own coordination and as-
sisted coordination, in which agents rely on special system programs to achieve
coordination. However in the Web application domain, only the latter approach
promises the adaptability required to cope with the dynamic changes in this
environment. In this paper, I present a mediator based architecture for agents
advertising and locating services, a agent capability description language and
multiple matchmaking strategies are given. The next section is about the media-
tor architecture, followed by agent service ontology, service description language,
multiple matching strategies and some examples.

2 Mediator Based Architecture

In [4], they have recently described a solution space to the connection problem
based on assisted coordination. The special system programs for coordination
are called middle agents. I introduce a special kind of middle agent, mediator. A
mediator is a software module that exploits encoded knowledge about some sets
or subsets of data to create information for a higher layer of applications [11].
In [2], a mediator is an information producing or serving entity in a large-scale
internetworked environment. I present a mediator based middle agent architec-
ture for agent services advertising and requesting. The architecture is given in

Figure [Tl

Register Recommand

Information Agent A Information Agent B

Fig. 1. Mediator Based Architecture

Ask

Request

In my design, a mediator stores the services offered by different agents in the
existing environment, and when a new agent is introduced into the environment
it can register its capability to the mediator, using an agent service description
language, if this agent wants its service to be used by others. Information agents
can also unregister their services to the mediator when they want to quit the
cooperation or exit. Also when an information agent receives a query or a subtask
within a query that can not be solved by itself, it can request the mediator to
find out other agents that have the capability or a set of agents who can work
cooperatively to provide that service.
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3 Agent Services Ontology

Since each information agent is developed individually over the Internet, their
capabilities are different from each other. SportsFinder [§] can find the sports
results of golf, cycling, football and basketball etc. for users; while Ahoy [9] is
good at locating people’s homepages. However considering in a given application
domain, for instance sports, there exists a hierarchy relationship among these
information agents. For example, information agent A can find all the results
for Australian football teams, while agent B can only find the results of AFL
(Australian Football League), in this case the service agent B can provide is a
subset of agent A, i.e. Service(B) C Service(.A).

Fig. 2. A Fragment of Sports Service Ontology

In this section, I characterise agent service relations. Let S; denotes the ser-
vice of information agent Z.A4;, and a set of sports names and/or competitions
names to express what the service is about. For the above example, we have
Service(B)={AFL}.

— Identical Service: In this relationship the two services can provide the same
function in spite of the fact that they may have different service names. As
we know, information agents are being built over the Web using different
programming languages and architectures. It is no surprised to have two
agents running on different hosts that can offer the same service. Obviously,
two identical services can substitute each other.

— Subservice: This relationship characterises two services offered by agents,
in which one service’s function is only a part of another. For instance, in
the case of a Carlton Soccer Club information agent, which can just extract
the scores for Carlton Soccer Club, its service is a subservice of a NSL
(National Soccer League) agent, which can find the results for all the teams
in the National Soccer League. Of course the service which is a subservice
of another can be alternated by its “parent” service.
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— Substitute Service: Identical services and subservices are two special cases
of substitute service relationship. But the difference is that identical services
can substitute each other, while the subservice can only be alternated by its
“parent” service, not vice versa.

— Partial Substitute Service: This relationship describes two services that
have some common subservices. For instance, an agent that can get the tennis
scores for the US Open tournament and another one for the Australia Open
tournament may have a common subservice for Pete Sampras’s performance
in these two Grand Slams, which is the service of an information agent
to follow the results of famous tennis stars. In some circumstances, partial
substitute services can be alternated with each other, such as where the
service agent is offering, just by chance, the common subservice with its
partial substitute service, that is, the agent is not offering its full service to
others at the moment.

— Reciprocal Service: If two services are reciprocal, that means they have
no subservices in common, but they can work together to offer a “bigger”
service. From this definition we know that in case there is no current agent
available to provide the “bigger” service, these two reciprocal services can
cooperate as a single agent for this task. In the real world there is the case
where, for a soccer fan who is eagerly following English football, there are two
already existing information agents — one for the English Primer League and
one for the English Football Association Cup - which may perfectly satisfies
his needs. This gives us a message that by combining the current agents in
a different manner, we can tailor the system to meet new requirements.

To find the service relationship between two information agents, the middle
agent should keep the knowledge of the domain service. The knowledge the
middle agent would need to match the services of information agents is effectively
an ontology of services. The agent service ontology contains all the services of
information agents as well as their relationships. Agent service ontology is an
key element to perform meaningful services description and matching.

4 Agent Capability Description Language

In order to achieve the agent behaviour described in Fig[Il it is necessary to ex-
plicitly represent and communicate the capabilities of various information agents
that developed distributively over the Internet using different architecture and
languages. For this purpose, an agent capability description language is provided.

The language begins with the word capability followed by a set of keyword-
value pairs as in KQML. The syntax of ACDL in Figure Bl allows the plug in of
an independent constraint language, that is the syntax of the ACDL is open at
this point. This is described in the constraint-language field, which tells which
language is used to present the constraints that should be hold on input, output
and input-output. Also the cap-id field allows the specification of a name for
this capability. The name for the capability is used to enable the middle agent
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<acdl> ::= ( capability
:cap-id <name>
:constraint-language <name>
:input ( <param-spec>+ )
:output ( <param-spec>+ )
:input-constraints ( <constraint>+ )
:output-constraints ( <comstraint>+ )
:io-constraints ( <constraint>+ )
| :cap-ontology <name>
| :isa <name>
| :privacy <name>
| :quality <name> )

<param-spec> ::= ( <name> <term> )
<term> ::= <constant> | <variable> |
( <constant> <term>+ )
<constant> ::= <name>
<variable> ;1= 7<name>
<name> ::= <Identifier>
<constraint> ::= << expression in constraint-language >>

Fig. 3. A draft syntax for ACDL in BNF

to build a service ontology, and allows the isa field to naming a capability from
which this capability will inherit the description. These two fields make it easier
and simple to write a service description based on the already existed service
ontologies, which is given as the value of cap-ontology field. The privacy and
quality fields describe to what degree can other agents access this service and
what the quality of this service is respectively.

However, it is necessary to define at least one constraint language that can be
used to represent the constraints in the description. I think first-order predicate
logic (FOPL) is a promising option to specify constraints. It resembles a subset
of KIF. Here I adopt a definition of FOPL from [10] in Figure [l

5 Multiple Matching Strategies

One function of a mediator is to provide the information, such as agent name,
port, and capability to query agent, so that the query agent knows which agents
to cooperate with to solve its problem. This process is called “matching”. To suit
the different requirements of agent service consumers, multiple matching strate-
gies are given considering various features of service providers and consumers.
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<formula> ::= ( <quant> <c-form> ) | <c-form>
<quant> ::= ( <quantifier> <variable>+ )
<quantifier> ::= forall | exists
<c-form> ::= <literal> | ( not <formula> ) |
( and <formula> <formula>+ ) |
( or <formula> <formula> ) |
( implies <formula> <formula> ) |
( iff <formula> <formula> ) |
( xor <formula> <formula> )
<literal> ::= <constant> | ( = <term> <term> ) |
( <constant> <term>+ )

Fig. 4. Syntax of FOPL in BNF

5.1 Type Matching

In the following definition, if type t; is a subtype of type to, it is denoted as
t1 =gt ta.

Definition 1. Type Match Let C be a service description in our ACDL con-
taining: an input specification IS containing the variables vy, ..., v,, and output
specification I€ . Let T be a service request in ACDL with input specification IT
containing variables uy, . .., Uy, and output specification O7 . C is type matched
with T, if

IT <, IC and

Oc jst OT
where IT <4 I¢ means Yv; € I€ Ju; € I that u; =g v and for

i #k, uj Re v, anduy =g vk, we have j # 1.

This is the simplest strategy that only matches the types in the input and
output fields of service advertisements against the correspondent field in require-
ments. It makes sure that a provider can take the inputs of requester, and its
outputs are compatible with the requester’s.

5.2 Constraint Matching
Constraint matching considers the constraint parts in agent service descriptions.

Definition 2. Constraint Match Let C be a capability description in ACDL
with input constraints C§ = { C¢., ..., CIC;CC } and output constraints C5, =
cs,. ., Cglc yoLetcl ={cl, ..., C;’;T }and CL ={C}., ..., Cng
} be the input and output constraints respectively of service T. T is constraint
matched with C if
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CT <o CY and
6 =o Ch
where =g denotes the 0-subsumption relation between constraints. For C’IT =9
C C C C . C
C} means VCZ ec] 3¢y, € CF that CZ =¢ C7, and for i # k, CZ = C,,
and C?; =9 Cg, we have j # [.

Since all the constraints are given in constraint-language, the details of
f-subsumption depends on the constraint-language. In first order predicate logic,
which is the constraint-language in examples, constraints are a set of clauses.
The definition of clause 8- subsumption is given below.

Definition 3. Clause 6-subsumption A clause C is 0-subsumed by another
clause D, denoted as C =y D, if there exists a substitution 6 such that C C
0(D).

From the above two definitions, it is straightforward to design an algorithm
to check all the relevant constrains.

5.3 Exact Matching

Exact match is most strict matching. It requires both the types and constraint
fields are well matched. This strategy deals with the services that have the
same functions but with different variable and type names. Considering the huge
amount of Web-based applications which implemented over times and locations,
there are many cases that developers may select different naming space.

5.4 Partial Matching

Partial match is a combination of type match and constraint match, but both
loose a little bit. This strategy aims at services that are not completely matched,
but have some functions in common. It is defined as follow:

Definition 4. Partial Match Let C be a service description in our ACDL
containing: an input specification I¢ containing variables VI‘i,...7VICnc, and
output specification OF with variables VOC1 e ngc , and C’s input constraints
cY ={ Cﬁ, e C’ICkC } and output constraints CS = { Cgl, e C(C)lc }. Let
T be another agent service with the correspondent description parts as: input IT
containing variables VIT, .. "VICnT’ and output specification O7 with variables
Vg;,...,Vg:nT, and T ’s input constraints C7 = { C’ITl, e C};T } and output
constraints CJ = { Cgl, e Cng }. We define T is partial matched with C if
HVIZ— el’, EVIS_ € I€ that Vlz— =st Vﬁ
VS, € 0°,3V] € OT that V§ =< V3,
EICZ eCy, EIC’?J, € CY that C’]; <o C’?j
C C T T C T
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The above definition means for two capability descriptions, if some of their
input, output variables have subtype relations, and there are constraint clauses
in their input and output constraint specifications that are 6- subsumption, these
two services are partial matched. Semantically, in some circumstances, i.e. the
unmatched variables and constraints are irrelevant; the partial matched service
is applicable.

5.5 Privacy Matching

Due to a service provider agent’s privacy restriction, the matching result actually
is sent to the service provider instead to the service requester. In other words,
the provider agent wants to control the communication with consumers, it does
not want to expose itself before knowing who are requesting its service. The
process of privacy matching has the following steps:

— The service provider agent specifies its privacy value as high, which indicates
its privacy should be protected, in the advertisement it sent to the mediator;

— The mediator finds out some service requesters who might be looking for
such a service. In this step the mediator can use any matching strategies
suitable for the circumstances at the moment except privacy matching, which
is actually being carried out;

— The mediator forwards the contact details of service requester agents to the
provider instead of giving the identity of the provider to the requester;

— The service provider agent will decide which requesters it would like to offer
its service to, and then it will contact them to make a deal.

5.6 Cooperative Matching

Matching is a process based on a cooperative partnership between information
providers and consumers. In our SportsAgents [7] system, a mediator is intro-
duced to solve the connection problem. SportsAgents is an open multi-agent
system to answer a user’s query about sports, for instance “which is the best
sports city in Australia?”. In SportsAgents three types of agents, mediator, in-
formation agents and interface agents, are implemented. To find the best sports
city may require the cooperation of different sports information agents. The me-
diator finds the current available information agents who have the capability
that the query agent (information consumer) is asking for. In case no available
agent can fulfill the query service itself, the mediator will infer the available ser-
vices to find a set of available information agents that can cooperate in some way
to provide the requested service. This algorithm requires an arbitrary amount
of deduction and knowledge to match any given service and request. It exploits
service ontology, knowledge on the application domain, to discover the hidden
relationships among currently available services. The algorithm for cooperative
service matching is given in Algorithm [II
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Algorithm 1 matching(S: Service, head: Hierarchy)

Given S, the service an information agent requests, agent table AgentTable,
which contains the contact information of currently available information
agents, and the service ontology Head. Each node in the service ontology has
the following structure:
public class Service extends Vector
{
String name;
Service up;
Service down;
Service next;

}

this algorithm returns the agents contact information and their relationships.

find = false; head = Head;
Agent-found =null; relation = null;
if AgentTable.index(S) = true then {
while (AgentTable.query(S) = null) {
Agent-found = Agent-found
ADD AgentTable.query(S);
}
relation = find-relation(S, head);
find = true;
}
else {
if head.name ~ S.name then {
service = head.down;
while (service != null AND Ifind) {
matching(S, service);
service = service.next;

}

else {
matching(S, head.down);
matching(S, head.next);
}
}

return Agent-found, relation. O

Fig. 5. Cooperative Matching Algorithm

21
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6 Agent Services Matching in SportsAgents

SportsAgents [7] is an open multi-agent system to answer sports questions, it
exploits a mediator based architecture. Following let us look at some examples
in SportsAgents illustrating the above definitions and the matching strategies.

6.1 Example 1: Type Matching
Considering the following agent capability description of SportsFinder [8]:

(capability
:cap-id SportsFinder
:constraint-language fopl
:input ( (Team ?7team) )
:input-constraint (
(elt 7team TeamName)
(CompeteIn 7team Sports) )
routput (
(TeamScore ?score) )
:output-constraint ( (Has Score 7team ?score) ) )

The above description shows that SportsFinder can find out the scores of
a sports team. Suppose the mediator has already received the above service
advertisement. Then some information agent sends the following service request
to the mediator:

(capability
:cap-id SoccerResult
:constraint-language fopl
:input ( (SoccerTeam ?7soccer_team) )
:input-constraint (
(elt ?soccer_team TeamName)
(CompeteIn ?soccer_team Soccer) )
:output ( (Score 7result) )
:output-constraint ( Has Score 7soccer_team 7result) ) )

When applying the type matching algorithm on these two service descrip-
tions, we have input variable soccer_team as a subtype of team and output type
TeamScore as a subtype of Score, thus SoccerResult is signature matched
against SportsFinder. That means the service of SportsFinder can take the
variables of the request as input, and its output is compatible with the variables’
types of request. From this example it is easy to understand that type match re-
lation is not commutative. For the above two descriptions, service SportsFinder
is not type matched with SoccerResult, although vice versa.
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Mediator: Bob

Mamea Host Port Capahility
lerry lister.cs.mu.OZ.aU 5555 MRL
Henry rimmer.cs.muOZ.A0  |95EE Golf
Tom hiolly.ce.muOZ.a0 GEGE BFL
Quit

Fig. 6. Mediator

6.2 Example 2: Cooperative Matching

Consider the scenario in Figure |6l Currently there are three agents available
in sports domain. Information agents Tom and Jerry can provide the service
of getting the results of AFL and NRL (National Rugby League) respectively.
However to answer a user’s query “which is the best sports city in Australia?”,
agent must know the result of one of the most popular sports, Football, of Aus-
tralia. Unfortunately, none of the current available information agents has that
capability. Using cooperative matching algorithm, it can be inferred that Tom
and Jerry can work cooperatively to get the information. So the mediator will
reply the request information agent with Tom and Jerry’s contact information
as well as their cooperative relationship. This can not be achieved in IMPACT
[1] platform. I believe inference and some reasoning abilities are necessary for
mediators to provide intelligent matchmaking. Domain specific mediators can
be built to help discover other information agents in a specific domain. To select
a suitable matching strategy, an agent should consider the features of a service
request, the attributes of service advertisements,the current load of mediator,
and other environmental attributes. Different developers can utilise various de-
cision models to select a matching strategy or a combination of above strategies
to satisfy their requirements.

7 Conclusion

Agent services advertising and matching is one of the fundamental problems
in building open Web-based applications. Mediator-based architecture is a step
towards for this goal. In this architecture, new information agents can be easily
incorporated into an existing multi-agent application. This makes the system
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open to new applications and flexible to organize agent cooperation. The media-
tor in this architecture serves as middle agent that not only solves the connection
problem, but also infers the cooperation relationships among information agents,
this will direct information agents to forge a cooperation to answer a user’s query.
In such a way, information agents can improve their capabilities, and informa-
tion gathering from the Web becomes more scalable. The proposed agent service
description language gives a flexible method for developers to plug in a suitable
independent constraint language; it is more expressive for service quality and the
privacy of service providers. Multiple matching strategies provide more flexible
methods for agent service consumers to locate providers.
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Abstract. This paper studies Predictive Prefetching on a Web system that pro-
vides two levels of caching before information reaches the clients. We analyze
prefetching on a Wide Area Network with the above mentioned characteristics.
First, we provide a structured overview of predictive prefetching and show its
wide applicability to various computer systems. The WAN that we refer to is
the GRNET academic network in Greece. We rely on log files collected at the
network’s Transparent cache (primary caching point), located at GRNET’s edge
connection to the Internet. We present the parameters that are most important
for prefetching on GRNET’s architecture and provide preliminary results of an
experimental study, quantifying the benefits of prefetching on the WAN.

1 Introduction

Prefetching is a technique used to enhance several computer system functions [3, 4, 5,
6, 9, 11, 13]. It has been used to enhance operating systems, file systems and of
course Web based systems. It is always useful to be able to foresee a request in such
systems, in order to be able to service it before it is actually placed, since this would
boost system performance. Prefetching systems always run the risk of misusing or
even abusing system resources in order to execute their functions.

The ultimate goal of Web prefetching is to reduce what is called User Perceived
Latency(UPL) on the Web [1, 2, 7, 8, 12]. UPL is the delay that an end user (client)
actually experiences when requesting a Web resource. The reduction of UPL does not
imply the reduction of actual network latency or the reduction of network traffic. On
the contrary in most cases even when UPL is reduced, network traffic increases. The
basic effect of prefetching on a Web system is to “separate” the time when a resource
is actually requested by a client from the time that the client (user in general) chooses
to see the resource.

G. Dong et al. (Eds.): WAIM 2003, LNCS 2762, pp. 25-36, 2003.
© Springer-Verlag Berlin Heidelberg 2003
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2 Caching in the Wide Area

Local Area Networks (LANs) usually include several clients configured to use a sin-
gle Proxy/cache server, which in turn is connected and provides access to the Internet.
In this work we look at the case of several LANs inter-connected with the use of a
broadband backbone that provides access to the Internet through one main access
point. This is the case of the Greek Research Network, GRNET [10]. In the case of
the GRNET WAN we find 3 levels of caching. The first is the simple client browser
caching mechanism, the second is the LAN Proxy server caching mechanism and the
third is a Transparent caching mechanism implemented at the Athens edge router
node, where the WAN is connected to the Internet. The simplified Prefetching archi-
tecture (without network equipment such as switches, routers etc) that we will study
in this paper is presented in Figure 1. The Transparent cache initiates demand requests
to Web servers represented by normal directed lines but also prefetching requests rep-
resented by the dotted directed lines between the Transparent cache and the Internet.

3 The n Most Popular Approach

In the following sections we present the two approaches that we followed for pre-
fetching at the Transparent cache. First, we present the “Most popular” document ap-
proach and then the Prediction by Partial Matching (PPM) approach.

—
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Fig. 1. The Prefetching architecture used in this paper

3.1 Popularity Ranking

Page popularity ranking is a process of log data analysis used to determine pages that
are likely to be requested next. This process is applied for each user separately (in
case predictions are based on user log data only) and overall (in case predictions are
based on log data by all users). As mentioned in previous sections, user log data is
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separated into session files. Therefore, page popularity ranking is first carried out at a
session level. For any page in a user’s session, all instances of it in that session are
found and a popularity list is created, on the top of which exists the page that has been
requested most by the user in the current session. Adding up page popularity data
from all user sessions, we create a new popularity list that represents user’s navigation
habits in general (user-based page popularity ranking). In the same way, another page
ranking is performed, which takes data from all users into account (overall page
popularity ranking).

However, the basic process of log data analysis is that of finding for every web
page those requested more frequently after it. We look for pages that were accessed
within n accesses after a specified page. The parameter n is called lookahead window
size. We choose the lookahead window size to be equal to 5. Any page requested
within n accesses after a specified page was requested is considered to be a n-next
page of it. For every page in the log data we find the frequency of visits within the
lookahead window size, of all other pages found to be a n-next page to it.

Algorithm 1. Building the prediction model for the user-based “most popular” approach

Input: Prediction model constructed so far, user’s training log data
Output: Updated prediction model

For every request in user’s training log data:
Set user’s current request as active
For each user’s request within n requests after active:
If request not in active request’s n-next popularity list:
Insert request in active request’s n-next popularity list
Request popularity = 1
If request in active request’s n-next popularity list:
Request popularity++
Sort active request’s n-next popularity list by popularity

3.2 Decision Algorithm

In a simple form of the decision algorithm, prefetching is decided for any page sug-
gested by the prediction algorithm. We characterize this decision policy as an aggres-
sive prefetching policy. However, when available bandwidth is limited we need to re-
strict our model and perform prefetching only for those predicted pages that appear to
have a high chance of being requested. Those are the pages with high dependency to
the currently displayed page or pages whose content does not seem to change fre-
quently. This decision policy is called strict prefetching policy. The whole prediction
process for the case of the user-based prediction is shown in Algorithm 2.

Algorithm 2. Predicting a user’s next request given the prediction model, the current (last) re-
quest, the dependency threshold and the frequency of change threshold

Input: Prediction model, user’s current request, dependency threshold, frequency
of change threshold
Output: A set of predicted pages
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For every request in user’s simulation data:
Set user’s current request as active
For each of m most popular requests in active request’s n-next popularity
list:
Check request as prefetching candidate
If policy == aggressive:
Add request in set of predicted pages
If (policy == strict) & & (size > average size):
If (dependency > dependency threshold) && (frequency of change <
frequency of change threshold):
Add request in set of predicted pages

4 The Prediction by Partial Matching Approach

Prediction by Partial Matching (PPM) is a context modeling algorithm which keeps
track of the occurrence of events and their sequence. It then provides (and always
keeps track of) a probability for the occurrence of the next event based on previous
event occurrence and sequence. In our case an event is a request to a URL. We keep
track of the URLs being requested by users (through traces) and build an m context
trie, representing their occurrence and their sequence. Next, we describe all algo-
rithms used to evaluate prefetching at the Transparent cache with the use of PPM as
the prefetcher. It is not in the scope of this work to elaborate on PPM due to space
limitations. The procedure we follow can be found in [14].
The algorithms used to evaluate PPM at the Transparent cache are presented next.

Algorithm 3. Building prediction model from users’ access patterns (training process)

Input: Structure representing prediction model of order m constructed so far,
user’s training log data
Output: Updated prediction model

Current context [0] = root node of structure
For every request in user’s training log data:
For length m down to 0:
If request not appearing as child node of current context [length] in struc-
ture:
Add child node for request to current context [length]
request occurrence = 1
current context [length+1] = node of request
if request appearing as child node of current context [length] in structure:
request occurrence ++
current context [length+1] = node of request
current context [0] = root node of structure
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Algorithm 4. Prediction Process (predicting user’s next request given the prediction model, the
previous requests and the confidence threshold for each order of model)

Input: Structure representing prediction model of order m, previous k requests,
confidence threshold for each order of prediction model
Output: A set of predicted pages

For length 1 to k:
Current context [length] = node representing access sequence of previous
length requests
For length k down to 1:
For each child node of current context [length]:
If (request occurrence for child node / request occurrence for parent) >=
confidence threshold for order length:
Add request of child node in set of predicted pages
Remove duplicates from set of predicted pages

5 Experimental Study

In order to evaluate the performance benefits of the two prefetching schemes intro-
duced in the previous paragraphs, we use trace-driven simulation. As mentioned ac-
cess logs of GRNET Transparent cache are used to drive the simulations. The results
presented in this paper are based on logs of web page requests recorded over a 7-day
period. In each execution, simulation is driven on requests of a different group of us-
ers. In all experiments, 80% of the log data is used for training (training data) and
20% for testing (testing data) to evaluate predictions. Furthermore, all traces are pre-
processed, following the five filtering steps described in a previous section.

The basic performance metrics used in our experimental study are Prefetching Hit
Ratio, Usefulness of Predictions and Network Traffic Increase.

The three evaluation metrics mentioned above are used for both the “Most popu-
lar” approach and the PPM approach. However, two additional metrics are used to
evaluate the performance of the “Most popular” prefetching model. These are Aver-
age Rank and “Most popular” prefetch effectiveness.

5.1 Most Popular Approach Evaluation

If user-based prediction is performed and all pages suggested by the prediction algo-
rithm are prefetched, the prefetching hit ratio appears to be equal to 48%, for pre-
fetching window size equal to 5. Usability of predictions is equal to 27,5% and traffic
increase per request is found to be 6%. Moreover, the average rank of successfully
prefetched documents is 2 and the prefetch effectiveness equals 52%. If we use n-next
popularity data obtained from the general population in our predictions, instead of
user log data, prefetch effectiveness is a bit higher (54%). However, this requires an
18% traffic increase. This is expected, since in the case of overall prediction there is
greater availability of n-next popularity data. Therefore, prefetching is performed for
more requests and more documents are prefetched. As a result, the cost in bandwidth
is greater, but prefetch effectiveness is higher. If traffic increase is limited to 8%, then
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prefetch effectiveness will be equal to 50%. It is clear that for the same traffic in-
crease the performance results of user-based prediction are better than those of overall
prediction since user data implies more accurately the user’s future web behavior.

It is obvious that a small value of the prefetching window size provides better ac-
curacy of predictions. Actually, the less documents a client is allowed to prefetch, the
higher its prefetching hit ratio will be, as only highly probable objects are going to be
prefetched. Practicing simulation for a prefetching window size equal to 3 and user-
based prediction, we experience a significant increase of hit ratio (58%) compared to
the case of a prefetching window size equal to 5 (48%). In addition, less bandwidth is
required to apply the prefetching method (4% traffic increase). However, usability of
predictions is lower (25%) compared to the case of a prefetching window size equal
to 5 (27,5%), as less prefetching actions are performed. The results of overall predic-
tion for m equal to 3 are similar to those taken for m equal to 5.

Generally, results of applying prefetching are good when: (i) a lot of prefetching is
being done and (ii) prefetching is successful. In the first case, substantial traffic in-
crease is required. Therefore, if we want to keep bandwidth cost low, we need to im-
prove the prediction ability of our prefetching model. This can be done either by im-
proving the prediction algorithm, so as to increase its accuracy of predictions, or by
applying prefetching only for those cases that predictions seem to be secure. Since no
prediction process can ensure success, we try prefetching those documents that appear
as prefetching candidates and have good chances of being requested. A web page has
a greater chance of being requested next, if its dependency to the currently displayed
page is high. Furthermore, we need to avoid prefetching for pages that change regu-
larly. Therefore, security thresholds are used. In our experiments, if a document has a
greater size than the average, it is prefetched only if its dependency is greater than 0.5
and its frequency of change is not greater than 0.5. In this case, the prefetching win-
dow size refers to the maximum number of prefetched pages.

For user-based prediction and a prefetching window size equal to 5, the prefetch
effectiveness of a strict policy is almost as high as that of the aggressive policy (51%),
while traffic increase is limited to 4%. It is clear that by using such a policy we man-
age high performance with lower cost in bandwidth, as the number of prefetched ob-
jects is limited. Actually, comparing these results (m = 5) to those of the aggressive
policy (m = 5 and m = 3), we see that we experience prefetch effectiveness almost
equal to that of the aggressive algorithm for m = 5, but with traffic increase equal to
that of the m = 3 case. Moreover, hit ratio is higher (51%) for the same prefetching
window size, with little cost in usefulness of predictions. Table 1 shows results taken
for all three cases of user-based prediction. Figure 5 compares performance results of
user-based and overall prefetching.

Table 1. Performance results for user-based “most popular” prediction

Hit Usefulness Prefetch Network | Average
Ratio of Effec- Traffic Rank
predictions tiveness Increase
Aggressive policy, m=5 48% 27,5% 52% 6% 2
Aggressive policy, m =3 58% 25% 42% 4% 1
Strict policy, m =5 51% 27% 51% 4% 2
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Fig. 2. Comparison of user-based and overall prediction scenarios for all policies (graphs
should be read in pairs of bar charts)

5.2 Prediction by Partial Matching Approach Evaluation

Large values of confidence cause fewer predictions to be made, thus, reducing the
network traffic. Additionally, the accuracy of predictions increases since only the
highly probable pages are prefetched. However, the usefulness of predictions de-
creases due to the limited number of prefetched pages.

Figure 6 shows that for values of confidence between 0 and 0.3 any slight increase
in the confidence’s value results in significant increase of the hit ratio with less sig-
nificant cost in the usefulness of predictions. Additionally, values greater than 0.7
have the opposite effect on performance parameters. Therefore, values of confidence
between 0.3 and 0.7 are preferable as they provide better performance results.

If higher order contexts are trusted more than low order contexts and are assigned a
smaller confidence, we have the case of weighted confidence. Figure 7 compares the
cases of constant and weighted confidence. The horizontal lines represent the per-
formance of the algorithm with weighted confidence which takes the values of 0.8 to
0.6 (reducing in steps of 0.1) for orders 1 to 3. This algorithm is compared with three
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others that use constant confidence from 0.6 up to 0.8. Diagrams show that weighted
confidence performs above the average of the three constant-confidence algorithms.

Varying the Confidence (Effect on hit ratio)
90,0%
85,0%  —
80,0% /./‘./
75,0%

70,0% 1+—
65,0%

0 03 0,5 0,7 0,9
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‘+ previous requests = 2

Varying the Confidence (Effect on usefulness of
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20,5%
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19,5% ~=

19,0%
0 0,3 0,5 0,7 0,9

Usefulness of
predictions

Constant Confidence

—l— previous requests = 2 ‘

Fig. 3. Varying confidence. Effect on performance of PPM approach

5.3 Comparing “Most Popular” and PPM Performance

Figure 9 shows that in any case the PPM approach has significantly better accuracy of
predictions and less traffic increase than the “Most popular” approach. On the other
hand, the “Most popular” algorithm has higher usefulness of predictions. It is neces-
sary to mention here that the complexity of the “most popular” case is much less than
that of the PPM case, since a simple algorithm, with no special operational or storage
requirements, is used for the construction of the “n-next most popular” prediction
model.

It is obvious that the performance of the Prediction by Partial Matching approach on
any of the specified metrics varies depending on the values of the parameters. If an
aggressive policy that allows many pages to be predicted is used, usefulness of pre-
dictions will be high, causing, however, high network overhead and low hit ratio. On
the other hand, a strict policy will result in accurate predictions and reduced traffic in-
crease but its coverage will be limited. Two such cases are shown in Table 2. The
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Fig. 4. Comparing constant and weighted confidence

first predicts almost a quarter of the total number of requests with hit ratio equal to
73%. The second one has higher accuracy (85%) but usefulness shrinks to 18,25%.

To have a clearer picture of performance differences of the two prefetching ap-
proaches we try to find proportional cases of them. For the case of the “Most popular”
aggressive policy with prefetching window size equal to 5 we choose the case of PPM
with previous requests equal to 1 and confidence equal to 0. We choose these values
for the PPM parameters as the “Most popular” case uses also one previous request in
predictions (the last request) and has no confidence limitations applied. For the case
of the “Most popular” strict policy with a prefetching window size equal to 5, we
choose the case of PPM with previous requests equal to 1 and confidence equal to 0.5.
These values of PPM parameters are selected since the strict “Most popular” case uses
only the last request in predictions and the threshold of the decision algorithm is also
equal to 0.5. Figure 10 shows results taken for comparing these proportional cases.

All results studied in the above paragraphs clearly show that the application of pre-
fetching in the Wide Area can be quite beneficial. Even with the use of a simple pre-
diction algorithm, as the “n-next most popular” algorithm proposed in this paper, the
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Fig. 5. Varying previous requests number. Effect on performance of PPM approach

accuracy of predictions can reach 58% (case of aggressive, user-based policy with
prefetching window size equal to 3) with an insignificant for a WAN increase of net-
work traffic equal to 4%. If a more complex algorithm is used, which is a variation
ofthe Prediction by Partial Matching algorithm in this paper, we show that a high
fraction of user requests (18,25%-23%) can be predicted with an accuracy of 73%—
85%, while bandwidth overhead added is not higher than 2%. In fact, performance re-
sults are better, if we take into account that many of the prefetched requests will be
used by more than a single end user, as prefetching in that case is performed for ICP

requests made by Proxy servers.

Table 2. Efficiency of PPM approach

Hit Usefulness Network
Ratio of Traffic
predictions Increase
Aggressive policy, previous requests = 1, | 73% 23% 2%
confidence = 0,2-0,3
Strict policy, previous requests = 4, | 85% 18,25% <0,5%
confidence = 0,7-0,9
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6 Future Work and Conclusions

In order to evaluate prefetching on the edge connection of a WAN to the Internet we
use the GRNET WAN edge connection to the Internet, which is a Transparent cache.
We first study the system and present its characteristics. After employing two differ-
ent algorithms for prefetching, a “n Most Popular” approach and a PPM approach, we
find that prefetching can be potentially beneficial to the GRNET WAN. Of course
many further issues must be explored, before deploying prefetching on the edge of
GRNET. Preliminary results provide a clear indication that UPL would be signifi-
cantly reduced in GRNET if a version of prefetching was performed at the Transpar-
ent cache.
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Abstract. Compact encodings of the web graph are required in order to
keep the graph on main memory and to perform operations on the graph
efficiently. Link2, the second version of the Link Database by Randall et
al., which is part of the Connectivity Server, represented the adjacency
list of each vertex by the variable-length nybble codes of delta values.
In this paper, the fact is shown that certain variables related to the web
graph have power distributions, and the reason is explained why using
variable-length nybble codes in Link2 led to a compact representation of
the graph from the statistical viewpoint on the basis of the relationship
between power distributions and generalization of the variable-length
nybble code. Besides, another encoding of the web graph based on these
fact and relationship is proposed, and it is compared with Link2 and the
encoding proposed by Guillaume et al. in 2002. Though our encoding is
slower than Link2, it is 10% more compact than Link2. And our encoding
is 20% more compact than the encoding proposed by Guillaume et al.
and is comparable to it in terms of extraction time.

1 Introduction

The world wide web has evolved at a surprisingly high speed both in its size
and in the variety of its content. The analyses of the structure of the web have
become more and more important for the information retrieval from the web.

While the text and markups in each page contain vast amount of information,
the structure of the hyperlinks among pages is often used extensively, both by
itself [314] and in combination with the content of pages [5]. One of the reasons
the link structure is useful for the information retrieval is that the meaning of
links is usually independent of language: a link from a page u to a page v means
the author of u thinks v has relevant or valuable information to u.

The abstraction of how pages are linked together is the web graph. The web
graph is a directed graph whose vertices represent web pages and whose edges
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hyperlinks among them. Among the studies on the structure of the web graph
are [11[3l[4,55]. The strong component decomposition is one method to describe
the structure of the graph, and it requires the depth-first search of the graph.
Other methods also require the operations on the graph.

When designing an algorithm to treat a large data like the web graph, one
must be careful not only with its time complexity but also its space consumption.
Once it requires more than the amount of the main memory available on the
system, it usually requires much more time than when all the necessary data is
on the main memory, sometimes to the extent that the algorithm itself becomes
useless.

It is a good idea to encode the web graph in a compact format to keep it on
the main memory. Though general compression algorithms such as bzip2 or gzip
gives high compression ratio, they have one significant drawback: the extraction
of small fragments of the data is slow. Usually many small fragments of the graph
are needed for the operation on the graph such as the depth-first search. It is
better to use the encoding methods which support the extraction of fragments
as needed.

The web graph has several properties which distinguish itself from other
graphs. One of them is “power law” about the distribution of the out-degrees
and the in-degrees of vertices. By using these properties appropriately, a compact
encoding method is obtained.

Let us review two previous studies on efficient encodings of the web graph:
Link2 described in the citation [6] and the encoding proposed by Guillaume et
al. [2]. They had a common point that pages were numbered sequencially in
the lexicographical order of their URLs, and that the graph was represented
by the list of the adjacency lists of all the vertices. They were different in the
representation of the adjacency list of a vertex.

Now their difference will be described.

The Link Database [6] is part of the Connectivity Server which provides
access to a large web graph, and Link?2 is the second version of the Link Database.
In Link2, each adjacency list was sorted in ascending order and represented by
the list of the delta values of its elements. The delta value of the first element of
the list is its difference from the source of the link, and the delta value of each of
the other elements is the difference between its previous element and itself. They
observed that the delta values tended to be close to zero, resulting from a kind
of locality of the web graph that the destinations of the links originating at the
same page are often near from each other. According to this observation, they
used variable-length nybble codes to represent the delta values in their encoding
of the web graph. By combining this representation with other techniques, Link2
encoded a graph in 11.03 bits per edge on average. The latest version Link3 used
some other techniques to compress the whole graph to achieve less than 6 bits
per edge. However, the compression techniques used in Link3 took longer time
to decompress.

Guillaume et al. [2] proposed another compact encoding of the web graph. In
their encoding, each element of an adjacency list was stored as a signed integers
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representing the length of the link, which is defined as the difference between the
indices of the source and the destination pages of the link. The locality utilized
here is that many links are short, which is more restricted than that utilized in
Link2. They observed the length of a link had a power distribution. However, in
their encoding, the length of a link was represented in either a Huffman code,
16-bit integer or 32-bit integer according to its absolute value, and the property
of the power distribution was not utilized very much.

Our encoding utilizes the locality which is the same as that utilized by Link2,
and the exact relationship between the distribution of the delta values of the
adjacency lists and the optimal encoding of them.

The rest of this paper is organized as follows. Section 2 explains the fact
that integers which have a power distribution are encoded most efficiently in a
generalization of the variable-length nybble code. In section 3, the characteristics
of web graph are described which were obtained from observation of an actual
web graph, and the reason Link2 is efficient is explained. Section 4 proposes
another encoding of the web graph according to our observation in the previous
section. Sections 5 gives the details about and the results of the experiments to
show the usefulness of the proposed encoding. Section 6 concludes this study.

2 Power Distribution and Variable-Length Block Codes

Let a > 1. A random variable which takes positive integer values is said to have
the power distribution of the exponent —a when its probability function f(n)
satisfies

[e.°]

1
f(n)=—— (n>1) wherec= vl

n=1

Integers which have a power distribution are encoded efficiently in a general-
ization of the variable-length nybble code, which we call a variable-length block
code. In the variable-length block code with k-bit blocks, a positive integer n is
first represented in the base 2F. Each digit in this base 2¥ number is represented
in k bits. This k-bit sequence is called a block. A bit 1 is appended for each block
except for the last block, for which a bit 0 is appended.

For example, an integer 92 is represented as 1011100 in binary, and it is
represented as 011011111000 in the variable-length block code with 2-bit blocks.

The variable-length block code with 3-bit blocks is called the variable-length
nybble code. A “nybble” means a 4-bit-long sequence. The name of the variable-
length nybble code comes from the fact that each block including the appended
bit is four bits long.

A positive integer n is represented in asymptotically ((k + 1)/k)logn bits
long in the variable-length block code with k-bit blocks.

The following fact is obtained from Kraft’s inequality about instantaneous
codes: when a random variable X has a probability function f(X), the instan-
taneous code which gives the minimum average codeword length when used
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to represent X is the code in which the codeword for n is —log, f(n) bit long.
Therefore, if X has the power distribution of the exponent —«, the most efficient
instantaneous code in terms of average codeword length is the variable-length
block code with 1/(a — 1)-bit blocks.

Note that Huffman encoding is the shortest instantaneous code only when
we do not count the space needed to store the code table.

3 Observation of Actual Web Graph and Reason Behind
Link2

We explained how delta values were used to encode the adjacency list of a vertex
in Link2. Note that there are two different kinds of delta values. The delta value
of the first element in a list is the difference between the source and the destina-
tion of the link, and the delta values of the rest are the differences between their
previous elements and themselves. We call the delta value of the first element ini-
tial distance, and the delta values of the rest increments. Because initial distance
and increment are different things, they may well have different distributions,
hence different optimal representations.

To observe how the initial distances and increments in our encoding are
distributed when used to represent an actual web graph, we analyzed Toyoda
and Kitsuregawa’s web graph [7] of pages in .jp domain collected in 2002, after
removing pages whose URLs do not look like HTML files. This graph consists
of 60,336,969 pages of 297,949 servers.

We extracted the subgraph representing each server from this graph, and
analyzed the distributions of the absolute value of initial distance and of the
value of increment independently. These subgraphs have 221,085,322 edges in
total.

Figure [ shows that the absolute value of initial distance has the power
distribution with the exponent of about —7/6, and the increment has the power
distribution with the exponent of about —4/3.

These facts mean initial distances and increments will be represented effi-
ciently in the variable-length block codes with 6-bit and 3-bit blocks, respec-
tively.

Because most delta values are actually increments, it is a good approximation
to represent delta values altogether in the variable-length block codes with 3-bit
blocks, a.k.a. the variable-length nybble codes. This is why the encoding used
by Link2 is compact.

4 Proposed Encoding

As we saw in the previous section, the two kinds of delta values, namely initial
distances and increments, have the power distributions of different exponents.
By utilizing this fact and the distributions of other variables related to the web
graph, a new encoding of the web graph is obtained.
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Fig. 1. The distributions of (a) initial distances and (b) increments. Both axes are in
logarithmic scale.

A high-level description of our encoding is the same as that of Link2: pages
are represented by sequence numbers in the lexicographical order of URLs, and
the graph is represented by the list of the adjacency lists of all the vertices,
where each adjacency list is sorted in ascending order and each element of an
adjacency list is represented by its delta value. The difference lies in the way
each delta value is represented.

According to the observation in the previous section, we propose the following
encoding of the web graph.

Encoding adjacency list of one vertex. Suppose a vertex v has out-degree d. Then
the adjacency list of v has one initial distance and the list of (d — 1) increments.
Consecutive 1s in the list of increments are compressed using the run-length
encoding.
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We treat 1s in the list of increments specially because the increments of 1
appear frequently because they appear when a directory index page has links to
all the files in that directory.
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Fig. 2. The distributions of the length of the runs consisting of the increments of 1.
Both axes are in logarithmic scale.

From the actual data, the lengths of these runs have the power distribution
with the exponent of about —8/3 as shown in Figure Pl Because we now stick
to instantaneous codes for simple and fast decoding, the best we can do is to
represent them in the variable-length block code with 1-bit blocks.

As a result, this adjacency list is represented by its initial distance, followed
by mixture of actual increments and run-lengths of increments of 1, followed by
the end-of-list mark. The initial distance, the increments and the run-length are
represented in the variable-length block codes with 6-bit, 3-bit and 1-bit blocks,
respectively.

Encoding a whole graph. The number of vertices is represented in the variable-
length block code with 3-bit blocks, and the adjacency lists of the vertices are
represented using the encoding described above.

To make random access possible, a balanced binary tree T" with each leaf
representing one adjacency list is used. Each subtree T” of this binary tree is
represented by the concatenation of the encodings of the left child tree of 7" and
of the right child tree of T”, preceded by the length of the first part represented in
the variable-length block code with 2-bit blocks. The whole graph is represented
by the representation of 7. This way, the adjacency list of a given vertex can be
located in O(logn) time where n is the number of the vertices of the graph.

Note that our encoding have four parameters: the lengths of blocks to rep-
resent initial distances, increments, run-lengths of the increments of 1, and the
lengths of the representations of left-children of inner nodes of the binary tree
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T. If another, slightly different graph has to be encoded, one can tune these
parameters according to the actual graph.

5 Experiments, Results and Discussions

Experiments were performed to see how compact the proposed encoding method
is and how efficient its decoding is.

The graphs used in them are Toyoda and Kitsuregawa’s web graph divided
into each server, as described in section Bl

5.1 Compression Ratio

The proposed encoding algorithm was implemented and the web graphs were
encoded. Guillaume et al.’s encoding with Huffman codes was also implemented
and the results were compared.
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Fig. 3. The comparison of the compactness of Guillaume et al.’s encoding with Huffman
codes and that of the proposed encoding. Both axes are in logarithmic scale.

Figure Blshows the result of the comparison. Our encoding produced 9.7 bits
per edge on average while Guillaume et al.’s produced 27.0 bits per edge. These
numbers have to be treated with care. In our method, the length of blocks of
variable-length block codes of integers were adjusted to produce the best result
for our dataset, while Guillaume et al.’s was used as it was with Huffman code
table adjusted to be optimal.

It may be fair to compare the number of bits our method produced per edge
for our dataset with the number of bits their method produced per edge for their
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dataset. In the citation [2], their encoding with Huffman codes produced 12.3
bits per edge. Compared to this figure, our method gives 20% less number of
bits per edge than Guillaume et al.’s.

According to the citation [6], Link2 produced 11.03 bits per edge on average
when used to encode their dataset with 61 million vertices and 1 billion edges.
Compared to this, our encoding produces 10% shorter encoding.

From these observation, the proposed encoding successfully utilized a wide
range of locality the web graph has and the distributions of various variables
related to the web graph including initial distances and increments, and these
facts resulted in a better compression ratio than Guillaume et al.’s method and
Link2.

5.2 Extraction Time

A corresponding decoding algorithm for the proposed encoding method was im-
plemented and the time taken by the depth-first search on the encoded web
graphs was measured. The comparison with the case using Guillaume et al.’s
encoding with Huffman codes was also performed.

For each graph, depth-first search starting from each vertex was performed
to visit every vertex at least once and follow every edge exactly once.

Benchmark program was written in C++4, compiled with GNU C++ Com-
piler 3.0.1 and executed on Solaris 2.6 on Sun Ultra 60 with UltraSPARC-II
360Hz CPU and 1GB memory.

Figure Bl shows that Guillaume et al.’s and our method are comparable in
extraction time. Guillaume et al.’s method took 5.1 usec. per edge and ours took
3.5 pusec. per edge.

This means that the use of variable-length block codes did not impact time
needed to decode adjacency lists of the vertices of the graph compared to Guil-
laume et al.’s method. It seems this is because most of the decoding time is taken
to find the adjacency list of an appropriate vertex in the balanced binary tree.

It is difficult to compare our encoding to Link2 in terms of the extraction
time because we have not executed the algorithm of Link2 on our environment.
However, at our best guess, Link2 is faster than our encoding because Link?2 is
fixed for the variable-length nybble code. The variable-length nybble code can be
decoded faster than general variable-length block codes because in the variable-
length nybble code, it is sufficient to simply split one byte into two nybbles to
extract blocks, while in general variable-length block codes, operations on bit by
bit are needed.

6 Conclusion

It was clarified that the compact encoding by Link2 came from the fact that the
delta values of the adjacency lists had the power distribution with the exponent
of about —4/3 by observing the actual data. Furthermore, it was found that the
initial distances and the increments had the power distributions of the different
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Fig. 4. The comparison of the time taken by the depth-first search of the graphs
encoded in Guillaume et al.’s method with Huffman codes and that in the proposed
method. Both axes are in logarithmic scale.

exponents. By using the distributions of initial distances, increments and other
variables, we obtained another compact encoding of the web graph. Especially,
the connection between power distributions and variable encodings has turned
to be useful to encode the web graph efficiently.

The qualitative comparison of our method with Link2 and Link3 in terms of
compression ratio and extraction time is yet to be performed.

Widely-known “power law” about the distribution of the out-degrees and the
in-degrees of vertices is not used in our method. Using it and the distribution of
other variables may lead to more efficient encoding method.

Our method has several parameters and it has hopefully application to other
kinds of graphs than the web graphs. The optimal parameters of the variable
encodings used in the method may be different for different kinds of graphs.
Currently, to adopt our method to other kinds of graphs, it is required to tune
the parameters by observing the distributions of initial distances and increments
of the actual graph. However, our method have few parameters and the tuning
will be easier than encodings with more parameters. The general discussion for
usefulness and optimal parameters of our method to other kinds of graphs needs
more experiments using different graphs.



46

Y. Asano et al.

References

1.

A. Z. Broder, S. R. Kumar, F. Maghoul, P. Raghavan, S. Rajagopalan, R. Stata,
A. Tomkins and J. Wiener. Graph structure in the web. In Proceedings of the 9th
International World Wide Web Conference, pp. 309-320, 2000.

J.-L. Guillaume, M. Latapy and L. Viennot. Efficient and Simple Encodings for the
Web Graph. In Proc. the 8rd International Conference on Web-Age Information
Management, LNCS 2419, pp. 328-337, 2002.

J. M. Kleinberg. Authoritative Sources in a Hyperlinked Environment. Journal of
ACM, 46(5):604—632, 1999.

S. R. Kumar, P. Raghavan, S. Rajagopalan and A. Tomkins. Trawling the Web for
Emerging Cybercommunities. Computer Networks, 31(11-16):1481-1493, 1999.

L. Page, S. Brin, R. Motwani and T. Winograd. The PageRank Citation Ranking:
Bring Order to the Web. Technical Report, Stanford University, 1998.

K. Randall, R. Stata, R. Wickremesinghe and J. L. Wiener. The Link Database:
Fast Access to Graphs of the Web. Research Report 175, Compaq Systems Research
Center, Palo Alto, CA, 2001.

M. Toyoda and M. Kitsuregawa. Observing evolution of Web communities. In Poster
Proceedings of the 11th International World Wide Web Conference (WWW2002),
2002.



Improving the Web Site’s Effectiveness by

Considering Each Page’s Temporal Information*

Zhigang Li', Ming-Tan Sun!, Margaret H. Dunham', and Yongqiao Xiao?

! Dept. of Computer Science and Engineering, Southern Methodist University
Dallas, TX 75275-0122, USA
{zgli,msun,mhd}@engr.smu.edu
2 Dept. of Math and Computer Science, Georgia College & State University
Milledgeville, GA 31061, USA
{yxiao}@gcsu.edu

Abstract. Improving the effectiveness of a web site is always one of its
owner’s top concerns. By focusing on analyzing web users’ visiting behav-
ior, web mining researchers have developed a variety of helpful methods,
based upon association rules, clustering, prediction and so on. However,
we have found little attention has been spent in studying the temporal
property associated with each page at a given web site, which, under
our investigation, in fact has stored valuable information that could dis-
close extra useful user behaving knowledge. In this paper we study and
propose a new web mining technique — temporal web log mining — by
taking frequently-overlooked temporal information regarding each page
of a given web site into account and integrating it with human heuristics.
The discovered temporal web patterns then could be used to improve the
web site’s effectiveness.

1 Introduction

Nowadays explosive emergence of web sites inevitably poses a serious, if not the
most, challenge to their owners. That is, how they can design their web sites
more effectively so as to attract more users. Depending on different situations,
the term "effective” could have a variety of meanings. For example, an effective
commercial web site, compared to its competitors, should be good at attracting
more people to hang around, making them stay longer and turning more of them
into profitable customers. While for a research institute, its web site is supposed
to possess a friendly and comfortable browsing structure where a web user can
easily find the desired information at pages he/she has expected.

Data mining researchers have been making their contribution by conducting
comprehensive studies mining the web, such as web log mining [7J9], collaborative
filtering [5], association rules [6], clustering [4], prediction [§] and so on. We also
originally stepped into this field by proposing an efficient algorithm [I0] to mine
web traversal patterns.
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Although all the above work has proven very useful, recently we have begun
to notice in web logs there is still some extra information that is often overlooked
and deserves further investigation. For example, our survey indicates that people
normally pay no attention to the temporal information associated with each
page. They don’t care about how long a web user may stay at each page in his/her
traversal path and most of time this kind of staying-time information is simply
discarded in the log cleansing stage. However, staying-time in our eyes could
be taken as another effective way to measure the user’s subjective preference to
each page he/she has visited, which is due to the following intuitive thought —
normally a user tends to stay longer at those pages that interest him/her during
the browsing period (of course we need to exclude the chance that the user is
idling before the computer).

Based upon this intuitive thought we propose a new web log mining technique
by taking temporal information of each web page, called ”staying-time”, into
account and further discover extra useful knowledge hidden in web logs. We will
first quickly go back over some of the related work in Section 2, then formalize
the problem and the algorithm in Section 3, and then present some experiment
results in Section 4 before finally conclude the paper in Section 5.

2 Related Work

While working on recommender system Mobasher et al. proposed a scalable
framework [6] making use of association rules mined from web logs. They viewed
each transaction as a set of pageviews s; = {pf|1 <1i <[ and w(p!) = 1} where
p! stands for a page of the web site while w(p!) is a binary value meaning there
was a certain kind of action (1) or not (0). In other words, they only cared about
the page where there was an event happening, such as purchasing a product or
accessing a document, while were pretty nonchalant to other pages, disregarding
that maybe quite a few users had stayed at these pages for a sufficiently long
time.

Similar to Mobasher’s work, Yun and Chen extended the normal web pat-
tern mining by considering all items purchased along the access path [I1]. They
defined a transaction pattern as < s15s...8y : n1{i1}, naf{ia}, ..., ny{iz} > where
i1, ..., 15 are items purchased and {ni,na,...,ny} C {s1,s2,..., sy} C {all pages
at the web site}. Their defect is the same — only focusing on user traversal path
with items already purchased and missing those from potential customers.

So far the best work we have found showing the appropriate respect to the
time spent at each page was presented in [3]. While working on search engine
page ranking algorithm, Ding et al. noticed that the page relevance could not
be judged appropriately by counting its selection frequency. They argued and
demonstrated that the relevance could be better measured by considering the
time duration at each page and linkage structure analysis. Their approach once
again confirms our thought — the staying-time at each page is very helpful in
disclosing users’ traversal behavior and could be used to contribute to mining
more knowledge from web logs.
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3 Mining Log with Temporal Information

In this section we are going to present the detailed problem and mining algo-
rithm. Since the staying-time is one of our focuses, how to retrieve it accurately
becomes the first problem. But, as mentioned in the literature, there have been
other tricky concerns, like efficiency, securiy and privacy, due to the existence of
web proxies, cookies, etc. For the space and time limitation, we will not dwell on
these issues and just follow the common practice discussed in [2§]. For example,
we assume page accessing from the same IP address is looked as from the same
user and a session is automatically terminated provided the next access from
the same user is more than 1800 seconds later. For staying-time, intuitively we
take it as the difference between two accesses from the same user in the current
session. For the last page accessed in a given session, its staying-time has to
be estimated — it is assumed uniformly distributed based upon the staying-time
of its immediately preceding page. The advantage of taking this estimation is
that we thus will not confront some eccentrically long staying-time that may last
more than 1800 seconds.

3.1 Problem Formulation

With appropriately cleansed and identified web sessions in hand, we are ready to
define temporal web log mining as follows. Suppose P = {p1, p2, ..., pn } is the set
of all pages at the web site where p; (i = 1,2,....,n) € ZT. Also S = {s1, 52, ..., Sm }
is the set of all identified sessions where s; is composed of a sequence of pairs
< p;,t >4, which are interpreted as ”in the s;, session a user has stayed at page
p; for t seconds”. Since all sessions are treated equally and the relative order
doesn’t matter at all, the subscript session number s is normally neglected and
we will use < p;,t >5 and < p;,t > interchangeably in the following context
when no ambiguity arises.

Definition 1. A temporal web pattern is defined as {< p;,,ti, >, < Diy, ti, >

< iy ty, >} where p;; € P oand 0 < t;; < 1800 (j = 1,2,...,1). Based
on that a frequent temporal web pattern is a temporal web pattern where
Ziuzl ti,, > tminimal and |S| > supportoperair X |S|. Here S C S and is composed

of all s;(€ S) for which {p;,,piy,-..,0i,} C {pjl,pjz,...,pj‘sjl} and szl i

supportioeal X Z‘ el . SUpportoverall; SUPPOTtiocal aNd tminimal are three given
threshold pammeters. Then a mazximal temporal web pattern is a frequent
temporal web pattern that is not contained in any other frequent temporal web
pattern found in S. In other words, suppose {< pi,tiy >, < Diystiy >,y <
Diysti, >} is a mazimal temporal web pattern, then there cannot be another
frequent temporal web pattern {< pj,,t;, >, < pjy.tj, >, ..., < Dj,,t;, >} such
that {piupizv "'7piu} - {pjupjw "'7pj'u}'

Please notice that, although the temporal web pattern {< p; ,t;; >,<

Digs iy >, ey < Diy, tiy >} looks somehow similar to the web transaction defined
n [6], they are two totally different definitions. [6] only cared about the page
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where there was a pre-defined event happening, such as purchasing a product,
by throwing out any others; and all kept pages are considered indiscriminatingly.
But in our definition we keep every page and its associated temporal information
in hand, which enables us to treat each page individually and pay more attention
to those more interesting. The same analysis can be easily applied to tell the
difference between Yun and Chen’s [11] and ours.

Definition 2. For given threshold parameters, temporal web log mining is to
find all mazimal temporal web pattern {< piy,ti, >, < Diyytiy >y ey < Piyy tiy >4
from §. Multiple mazimal temporal web patterns with the identical page access
sequence and similar staying-time could be merged to make pattern obvious.

By the way, in our experience, human heuristics is also very important in
making the whole mining process more effective. For instance, the web site owner
is usually a domain expert for the site content and knows better if a user is really
interested in a certain page, based upon evaluating his/her action, like typing
in some feedback, clicking on a related link, accessing a designated document,
etc. It is therefore beneficial to take these heuristics into the temporal web log
mining, as shown in the following definition.

Definition 3. A user event is a pre-defined action happening at a page, such
as purchasing a product, downloading a software, accessing a document, etc.,
which further demonstrates the user’s interest in this page. Temporal web log
mining will also find the maximal temporal web pattern {< pi, ti, >, < Piy, tiy, >
s ooy < Diyy iy >}, provided 1) I p; (x = 1,2, ...,1) and the user event has happened
at pi,, and 2) |S| > supportoveran X |S|, where S C S and is composed of all
sj(€ 8) for which {pi,,Diys -1 Di, } C {Pj1>Pia> ""pj|Sj|}'

3.2 Mining Algorithm

In this section we sketch the algorithm for temporal web log mining, followed by
an illustrative example showing how it works. In the algorithm we will employ
a suffix-tree based OATeimpora: algorithm, which actually is an extension of the
efficient online and adaptive algorithm suggested in our previous work [I0)] and
extended here by taking extra staying-time of each page into account.

Algorithm (Temporal Web Log Mining)
Input:
S; // all cleansed sessions
SuUPPOrtoperalls SUPPOTtiocals tminimal; // threshold parameters
user_event; // human heuristics
Output:
PS; // set of all found maximal temporal web patterns;
Begin:
// find maximal web patterns in S by temporarily focusing only on
// web pages themselves and disregarding associated temporal information
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OATtemporal (8» Supportoverall )1
// consider both staying-time and user event, and scan all maximal
// frequent sequences once to find maximal temporal web patterns
PS = 0; // initialization
For each found maximal frequent sequence {< p;,,t;, >, ..., < pi, tiy, >}
If user_event # 0 and has happened at one of the pages
Generate S; // as defined in Definition 3
If |S| > supportoveran X |S|
// record the maximal temporal web pattern
PS+ = {< piystis >, < Dinytiy >5 s < Digs tiy >}
Else
sum = lezl ti.; // ti, is the associated staying-time with p;,
Generate S; // as defined in Definition 1
// check if temporal requirement is satisfied
If sum > tminima and |S| > supportoperar X |S|
PS+ = {< Piystiy >, < Digstin >, .., < Dy, Ly, >};
Output PS;
End.

Let’s look at the following example scenario to see how this algorithm works.
Suppose for a mini web site containing only 10 pages there are 5 identified
sessions, as shown in Table[Il Also suppose supportoveran; = 40%, supportioear =
20% and tminimar = 400s.

Table 1. Sample user sessions

Session No.‘ Page Access Info
s1 {< p1,80 >, < p3,100 >, < p4, 80 >, < ps5, 100 >, < pg, 200 >, < pr,300 >}
S2 {< p1,10 >, < p2,50 >, < p3,50 >, < pg,40 >, < pg, 100 >, < ps, 100 >}
S3 {< p1,30 >, < ps, 300 >, < pg, 600 >, < P19, 200 >, < pg, 900 >}
S4 {< ps, 500 >, < p7,350 >, < p1,50 >, < p3,30 >}
S5 {< ps5,200 >, < p7,150 >, < ps, 60 >, < py, 30 >, < pz,1600 >}

By applying OAT empora: algorithm first, we can find the following maximal
web patterns, including {< p1,80 >, < ps,100 >, < p4,80 >, < pg, 200 >}q,
{< p1,10 >, < p3,50 >, < pg,40 >, < pg, 100 >}o, {< ps, 200 >, < pr,300 >},
{< pg,500 >, < p7,350 >}4, {< pg,300 >, < pg,600 >}3 and {< ps,60 >
, < P9,30 >}5. Considering supportiocar and tminimai, scanning all discovered
maximal frequent sequences and generating the corresponding S or S, we can
obtain PS = {{< p1,80 >, < p3,100 >, < p4, 80 >, < pg, 200 >}, {< ps, 200 >
, < 07,300 >}1, {< ps, 500 >, < p7,350 >}y, {< ps, 300 >, < pg, 600 >}35}.

Then useful knowledge could be derived as follows. For example, combining
the second pattern {< pg, 200 >, < p7,300 >}; and the third one {< pg, 500 >
, < pr,350 >}4 tells us after hanging around at page pg for a while a user might
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still show strong interests in page py. Then the web site owner could insert
another page between them to somehow force the user to stop by the new one
before reaching p7, which can reasonably convey more information to the user
and make him/her stay longer at this site without much confusion or distraction.
If it is further learnt there were quite a lot user events, like product-purchasing
and document-downloading, happening at page pg but only few at page p7, in
spite of the fact that page p7 also looks very interesting and many similar events
are supposed to happen there, we might infer there was something abnormal
with page p7, possibly due to the poor design, wrong links, and so on, which
could trigger further investigation and correction if needed.

4 Some Initial Experiments

We have conducted some experiments based upon the web logs garnered from the
web server of School of Engineering in our university, which spanned 28 months,
from August 1999 to December 2001. The web logs were approximately 7.4 GB
in its raw format and 230 MB after cleansing. The session identification was
then processed by following the discussion in previous log preparation section,
which generated 2,814,234 sessions that included 9,081,128 page accesses totally.
By the way, it’s also concluded there were 953,289 users from different sources
visiting 48,973 different pages at this web server.

After log preparation, the staying-time distribution in all sessions was plotted
in Figure[ll But, we first filtered out the staying-time from those short sessions,
which contain only one or two pages. The reason was simple, we either could not
estimate the staying-time (for the one-page session) or the uniformly distributed
estimation would take up to half of the whole temporal information and be too
dominant in our eyes (for the two-page session). All other longer sessions were
kept and the whole time scope (between 0 sec and 30 min) was divided unevenly
into 10 consecutive spans, which we believed could better characterize users’
behavior.

This plot disclosed a lot to us. The somewhat high percentage of short
staying-time (less than 5 seconds) could be rationally explained by consider-
ing that most people just stayed briefly at hub pages with high access frequency
(like homepages of each department, research lab, faculty, student or some other
indexing pages), whose major function is to guide users to go ahead and find
other pages in which they are interested. Moreover, if we could combine the four
time spans in the middle (from 1 to 20 minute(s)), that would generate a time
span that covered a page’s staying-time with more-than-half probability (52%)
with the least number of consecutive time spans (4). Such heuristic information
could be used to help us decide if staying-at-a-page was from an interested user
(who didn’t leave quickly or idled for a relative long time), set reasonable initial
value to threshold parameter like ¢,,nimai, Or merge similar maximal temporal
web patterns.

With varying threshold parameters we mined the web logs after sessions
had all been identified. For example, in line with the staying-time distribution
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Fig. 1. Page access staying-time distribution in all sessions

(in Figure[Il) we normally required that a page could not be regarded as effec-
tive unless its staying-time was longer than 2 minutes. In addition, considering
it’s getting harder and harder to interpret the meaning of discovered maximal
temporal web patterns as the number of effective pages in them increases, we
limited our attention to those patterns with at most 5 effective pages. There-
fore tinimar Was assumed between 2 and 10 minutes while supportoyerqy and
support,eq; were normally varied from 5% and 30%, or a little bit higher.

The results were quite encouraging and some interesting web patterns and
concerned knowledge stood out with staying-time taken into account. For exam-
ple, there was a maximal temporal web pattern that contained the department
course introduction page, the concerned faculty’s homepage, and the old courses
(including syllabus and homework) he/she offered previously. Staying-time of
the first and the third pages was quite long, normally lasting for several min-
utes, while the faculty’s homepage’s staying-time was pretty short. Then we
concluded if the faculty wanted to enroll more students to his/her new course,
he/she should highlight it somehow at his/her homepage in case students missed
it since normally they went to old courses very quickly. By the way, another ob-
servation astonishing to us in this pattern was that, although students normally
jumped from course introduction page to faculty’s homepage, there was no link
between them. Thus a favorable modification should be to connect the course
introduction with its designated teaching faculty, whenever possible, to facili-
tate browsing. Such an improvement discovery further verifies our approach’s
advantage as discussed in the previous section.

5 Conclusion

In this paper we have proposed a new web log mining technique — temporal
web log mining — which takes the staying-time of each page into account. By
introducing this temporal information we could further extend the common web
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patten mining and find more useful knowledge hidden in web logs. The impor-
tance of staying-time was also well argued and supported in previous related
work [3I1].

The introduction of temporal information is only a promising trial of our
ongoing web mining research projects. We are also planning to apply it to some
running commercial web sites, which we believe should be the best proof to
this new approach. Our future work will focus on integrating other techniques,
like session generalization [4], web page size consideration, to make this new
approach more flexible and comprehensive. A more efficient on-the-fly mining
algorithm is well under investigation.
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Abstract. Given the fact that relational and object-relational databases
are the most widely used technology for storing data and that XML is the
standard format used in electronic data interchange, the process of con-
verting relational data to XML documents is one that occurs frequently.
The problem that we address in this paper is an important one related
to this process. If we convert a relation to an XML document, under
what circumstances is the XML document redundancy free? Drawing
on some previous work by the authors that formally defined functional
dependencies and redundancy in XML documents, we show that for a
very general class of mappings from a relation to an XML document, the
XML document is always redundancy free if and only if the relation is
in Boyce-Codd normal form (BCNF).

1 Introduction

The eXtensible Markup Language (XML) [5] has recently emerged as a stan-
dard for data representation and interchange on the Internet [I4[1]. As a result
of this and the fact that relational and object-relational databases are the stan-
dard technology in commercial applications, the issue of converting relational
data to XML data is one that frequently occurs. In this conversion process of
relational data to XML data, there many different ways that relational data can
be mapped to XML data, especially considering the flexible nesting structures
that XML allows. This gives rise to the following important problem. Are some
mappings ‘better’ than others? Firstly, one has to make precise what is meant
by ‘better’. In this paper we extend the classical approach used in relational
database design and regard a good design as one which eliminates redundancy.
The relationship between normal forms and redundancy elimination has been
investigated, both for the relational case [TTJ8T0] and the nested relational case
[2], and in particular it has been shown that Boyce-Codd normal form (BCNF)
[7] is a necessary and sufficient condition for the elimination of redundancy in
relations when the only constraints are functional dependencies (FDs). However,
this approach to determining good database designs depends on having FDs
defined in relations. In some recent work [I2J13], we showed how to extend the
definition of FDs in relations to FDs in XML (called XFDs). Since this current
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paper depends heavily on this work, we first outline the contributions of this
previous work.

The definition of an XFD was proposed in [12/13] and justified formally by
showing that for a very general class of mappings from a relation to an XML
document, a relation satisfies a unary FD (only one attribute on the Lh.s. of the
FD) if and only if the corresponding XML document satisfies the corresponding
XFD. Thus there is a natural correspondence between FDs in relations and
XFDs in XML documents. The other contributions of [12] were firstly to define
a set of axioms for reasoning about the implication of XFDs and to show that
the axioms are sound for arbitrary XFDs. The final contribution was to define a
normal form, based on a modification of the one proposed in [3], and prove that
it is a necessary and sufficient condition for the elimination of redundancy in an
XML document.

In this paper we address the following problem. Suppose we are given a single
relation and wish to map it to an XML document. There are many such mappings
and in particular a deeply nested structure, rather than a flat structure, may be
chosen because it better represents the semantics of the data. We then want to
determine what mappings result in the XML document being redundancy free.
Knowing this is important for systems designers because they would obviously
wish to avoid mappings which result in the introduction of redundancy to the
XML document. The class of mappings that we consider is a very general class
of mappings from a relation into an XML document first proposed in [12[13].
The class takes a relation, first converts it into a nested relation by allowing
an arbitrary sequence of nest operations and then converts the nested relation
into an XML document. This is a very general class of mappings and we believe
that it covers all the types of mappings that are likely to occur in practice.
The main result of the paper then shows that, for the case where all FDs in
the relation are unary, any mapping from the general class of mappings from a
relation to an XML document will always be redundancy free if and only if the
relation is in BCNF. This result is of reassurance to system designers because it
allows them a great degree of flexibility in determining how to map a relation
into an XML document, and thus they can make their mapping decision on
other criteria apart from eliminating redundancy. We also note, importantly,
that if the relation is not in BCNF, then some mappings in the general class
considered produce redundancy free XML documents, whereas others produce
XML documents with redundancy.

2 Preliminary Definitions

In this section we present some preliminary definitions that we need before defin-
ing XFDs. We model an XML document as a tree as follows.

Definition 1. Assume a countably infinite set E of element labels (tags), a
countable infinite set A of attribute names and a symbol S indicating text. An
XML tree is defined to be T = (V,lab, ele, att,val,v,) where V is a finite set of
nodes in T, lab is a function from V to EU A U {S}; ele is a partial function



Redundancy Free Mappings from Relations to XML 57

from V to a sequence of V' nodes such that for any v € V, if ele(v) is defined
then lab(v) € E; att is a partial function from V x A to V such that for any
veVandl € A, if att(v,l) = vy then lab(v) € E and lab(vy) = I; val is a
function such that for any node in v € V,val(v) = v if lab(v) € E and val(v) is
a string if either lab(v) = S or lab(v) € A; v, is a distinguished node in V' called
the root of T and we define lab(v,) = root. Since node identifiers are unique, a
consequence of the definition of val is that if vi € E and vo € E and vy # vy
then val(vy) # val(ve). We also extend the definition of val to sets of nodes and
if Vi CV, then val(Vy) is the set defined by val(Vy) = {val(v)|v € V1 }.

For anyv € V, if ele(v) is defined then the nodes in ele(v) are called subele-
ments of v. For any l € A, if att(v,l) = vy then vy is called an attribute of v.
Note that an XML tree T must be a tree. Since T is a tree the set of ancestors of
a node v, is denoted by Ancestor(v). The children of a node v are also defined
as in Definition O and we denote the parent of a node v by Parent(v).

We note that our definition of val differs slightly from that in [6] since we have
extended the definition of the val function so that it is also defined on element
nodes. The reason for this is that we want to include in our definition paths
that do not end at leaf nodes, and when we do this we want to compare element
nodes by node identity, i.e. node equality, but when we compare attribute or
text nodes we want to compare them by their contents, i.e. value equality. This
point will become clearer in the examples and definitions that follow.
We now give some preliminary definitions related to paths.

Definition 2. A path is an expression of the form ly.---.1,, n > 1, where
I, e EUAU{S} for alli,1 <i<mn andly =root. If p is the path ly.--- .1, then
Last(p) = 1,,.

For instance, if E = {root, Division, Employee} and A = {D#, Emp#}
then root, root.Division, root.Division.D#,
root.Division.Employee.Emp#.S are all paths.

Definition 3. Letp denote the pathly.- - .1,,. The function Parnt(p) is the path
li.--dy_1. Let p denote the path ly.--- .1, and let q denote the path qi.- - .Gm.
The path p is said to be a prefix of the path q, denoted by p C q, if n < m and
li =q,...,ln = qn. Two paths p and q are equal, denoted by p = q, if p is a
prefix of ¢ and q is a prefix of p. The path p is said to be a strict prefix of q,
denoted by p C q, if p is a prefix of ¢ and p # q. We also define the intersection
of two paths p1 and ps, denoted but py Np2, to be the mazximal common prefix of
both paths. It is clear that the intersection of two paths is also a path.

For example, if E = {root, Division, Employee} and A = {D#, Emp#}
then root.Division is a strict prefix of root.Division.Employee and
root.Division.D# N root.Division.Employee.Emp#.S =
root.Division.

Definition 4. A path instance in an XML tree T is a sequence ;.- - - .Uy, Such
that 7 = v and for all v;,1 < i < nw; € V and v; is a child of v;—1. A
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path instance vy.--- .0, is said to be defined over the path ly.---.l,, if for all
Ui, 1 < i <mn, lab(v;) = 1;. Two path instances vy.- - .0, and v}.--- .0, are said
to be distinct if v; # v) for some i, 1 < i < n. The path instance vy.--- .Uy 1S
said to be a prefix of vy.---.0,, if n < m and v; = v} for all i,1 < i < n. The
path instance y.- -+ .y, is said to be a strict prefix of v}.---.0,, if n < m and
v; =0, for alli,1 < i < n. The set of path instances over a path p in a tree T

is denoted by Paths(p)

For example, in Figure [, v,.v1.v3 is a path instance defined over the path
root.Division.Section and v,.v1.v3 is a strict prefix of v,.v1.v3.v4

We now assume the existence of a set of legal paths P for an XML application.
Essentially, P defines the semantics of an XML application in the same way
that a set of relational schema define the semantics of a relational application.
P may be derived from the DTD, if one exists, or P be derived from some other
source which understands the semantics of the application if no DTD exists. The
advantage of assuming the existence of a set of paths, rather than a DTD, is that
it allows for a greater degree of generality since having an XML tree conforming
to a set of paths is much less restrictive than having it conform to a DTD. Firstly
we place the following restriction on the set of paths.

Definition 5. A set P of paths is consistent if for any path p € P, if p1 Cp
then p1 € P.

This is natural restriction on the set of paths and any set of paths that is
generated from a DTD will be consistent.
We now define the notion of an XML tree conforming to a set of paths P.

Definition 6. Let P be a consistent set of paths and let T be an XML tree.
Then T is said to conform to P if every path instance in T is a path instance
over a path in P.

The next issue that arises in developing the machinery to define XFDs is the
issue is that of missing information. This is addressed in [12] but in this paper,
because of space limitations, we take the simplifying assumption that there is
no missing information in XML trees. More formally, we have the following
definition.

Definition 7. Let P be a consistent set of paths, let T be an XML that conforms
to P. Then T is defined to be complete if whenever there exist paths py and ps

in P such that p1 C pe and there exists a path instance vy.--- .9, defined over
p1, in T, then there exists a path instance ). --- .0, defined over ps in T such
that Uy. - - .0y, is a prefiz of the instance Uy. - -.0),.

For example, if we take P to be {root, root.Dept, root.Dept.Section,
root.Dept.Section.Emp, root.Dept.Section.Project} then the tree in Fig-
ure [I] conforms to P and is complete.

The next function returns all the final nodes of the path instances of a path
pin T.
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v, E root
- ) T -
v,| g | Dept v;| E ' Dept
v 1
vs. E | Section v;| g | Section
e —
e \ g \ —

Vi A Emp v, A Emp v, A Project v o Emp v,, | A | Project
“e1” “e2" i1 “a3" “j2"

Fig.1. A complete XML tree.

Definition 8. Let P be a consistent set of paths, let T be an XML tree that
conforms to P . The function N(p), where p € P, is the set of nodes defined by
N(p) = {v|v1.- - .U, € Paths(p) NV = Uy }.

For example, in Figure [[l N(root.Dept) = {v1,v2}.
‘We now need to define a function that returns a node and its ancestors.

Definition 9. Let P be a consistent set of paths, let T be an XML tree that
conforms to P. The function AAncestor(v), where v € V- UN, is the set of
nodes in T defined by AAncestor(v) = v U Ancestor(v).

For example in Figure [l AAncestor(vs) = {v,, v1,v3}. The next function re-
turns all nodes that are the final nodes of path instances of p and are descendants
of v.

Definition 10. Let P be a consistent set of paths, let T be an XML tree that
conforms to P. The function Nodes(v,p), where v € VUN and p € P, is the
set of nodes in T defined by Nodes(v,p) = {z|x € N(p) Av € AAncestor(x)}

For example, in Figure [, Nodes(vi,root.Dept.Section.Emp) = {v4,vs}.
We also define a partial ordering on the set of nodes as follows.

Definition 11. The partial ordering > on the set of nodes V in an XML tree
T is defined by vy > v iff va € Ancestor(vy).

3 Strong Functional Dependencies in XML

We recall the definition of an XFD from [12]. For simplicity, we consider the case
where there is only one path on the Lh.s.

Definition 12. Let P be a set of consistent paths and let T be an XML tree
that conforms to P and is complete. An XML functional dependency (XFD) is
a statement of the form: p — q where p € P and q € P. T strongly satisfies the

XFD if p = q or for any two distinct path intances vy.---.0, and vj.---.0), in
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Paths(q) in T, val(,) # val(v),)) = val(Nodes(x1,p)) Nwval(Nodes(y1,p)) =
0), where x1 = max{v|v € {v1,---,0,} Av € N(pNgq)} and y1 = max{v|v €
{6/13"'76;1}/\U€N(pm(”}'

We note that since the path p; N ¢ is a prefix of ¢, there exists only one node
in 0;.---.0, that is also in N(p; N ¢) and so z; is always defined and unique.
Similarly for y;.

We now illustrate the definition by some an example.

Ezxample 1. Consider the XML tree shown in Figure 2land the XFD
root.Department.Lecturer.Lname —
root.Department.Lecturer.Subject.SubjName.S. Then

Uy U1.05.013.017.V29 and v,..v9.09.015.V21.V24 are two distinct path instances in
Paths(root .Department .Lecturer.Subject.SubjName.S) and val(ves) =

"n1" and val(vey) = "n2". So N(root.Department.Lecturer.LnameN
root.Department.Lecturer.Subject.SubjName.S) = {vs,vs,v9} and so

x1 = vs and y; = vg. Thus val(Nodes(x1,root .Department . Lecturer.Lname))
= {"11"} and val(Nodes(y;,root .Department .Lecturer.Lname))={"11"}

and so the XFD is violated. We note that if we change val of node v1¢ in Figure

Plto "13" then the XFD is satisfied.

Consider next the XFD root.Department.Head — root.Department. Then
vp.v1 and v,..v2 are two distinct paths instances in Paths(root.Department)
and val(vy) = v1 and val(ve) = vy. Also

N(root.Department.Head N root.Department) = {vj,v2} and so x; =
v; and y; = vy. Thus val(Nodes(z1,root .Department .Head)) = {"h1"} and
Val(Nodes(y,, root .Department .Head)) = {"h2"} and so the XFD is satisfied.
We note that if we change val of node vg in Figure [2/to "h1" then the XFD is
violated.

4 Mapping from Relations to XML

As our technique for mapping relations to XML Trees is done via nested relations,
we firstly present the definitions for nested relations.

Let U be a fixed countable set of atomic attribute names. Associated with
each attribute name A € U is a countably infinite set of values denoted by
DOM(A) and the set DOM is defined by DOM = UDOM (4;) for all A; € U.
We assume that DOM(A;) N DOM(A;) = 0 if i # j. A scheme tree is a tree
containing at least one node and whose nodes are labelled with nonempty sets
of attributes that form a partition of a finite subset of U. If n denotes a node in
a scheme tree S then:

- ATT(n) is the set of attributes associated with n;

- A(n) is the union of ATT(n;) for all ny € Ancestor(n).
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Fig. 2. An XML tree illustrating the definition of an XFD

Name Sid

Maior Class

Exam Proiect
Fig. 3. A scheme tree

Figure Billustrates an example scheme tree defined over the set of attributes
{Name, Sid, Major, Class, Exam, Project}.

Definition 13. A nested relation scheme (NRS) for a scheme tree S, denoted
by N(S), is the set defined recursively by:

(i) If S consists of a single node n then N(S) = ATT(n);

(ii) If A= ATT(ROOT(S)) and Sy, -+, Sk, k > 1, are the principal subtrees
of S then N(S) = AU{N(S1)} - {N(Sk)}.

For example, for the scheme tree S shown in Figure[3] N(S) = {Name, Sid,
{Major}, {Class, {Exam}, {Project}}}. We now recursively define the domain
of a scheme tree S, denoted by DOM (N(S)).

Definition 14. (i) If S consists of a single node n with ATT(n) = {A1,-- -, An}
then DOM(N(S)) = DOM(A,) x - - x DOM(Ay);
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(i) If A = ATT(ROOT(S)) and S1,---,Sk are the principal subtrees of S,
then DOM(N(S)) = DOM(A) x P(DOM(N(S1))) x -+ x P(DOM(N(Sg)))
where P(Y) denotes the set of all nonempty, finite subsets of a set'Y.

The set of atomic attributes in N(S), denoted by Z(N(S)), is defined by
Z(N(S)) = N(S)NnU. The set of higher order attributes in N(S), denoted
by H(N(S)), is defined by H(N(S)) = N(S) — Z(N(S)). For instance, for
the example shown in Figure Bl Z(N(S)) = {Name, Sid} and H(N(S)) =
{{Major}, {Class, {Exam}, {Project}}}.

Finally we define a nested relation over a nested relation scheme N(S), de-
noted by r*(N(S)), or often simply by r* when N(S) is understood, to be a
finite nonempty set of elements from DOM (N(S)). If ¢ is a tuple in 7* and Y is
a nonempty subset of N(5), then ¢[Y] denotes the restriction of ¢ to Y and the
restriction of r* to Y is then the nested relation defined by r*[Y] = {t[Y]|t € r}.
An example of a nested relation over the scheme tree of Figure Blis shown in
Figure Ul

A tuple t; is said to be a subtuple of a tuple ¢ in r* if there exists Y € H(N(S))
such that ¢; € t[Y] or there exists a tuple ty, defined over some NRS Ny, such
that ¢ is a subtuple of ¢ and there exists Y7 € H(Ny) such that t; € ¢53[Y;]. For
example in the relation shown in Figure H]the tuples

< 08100, {mid-year, final},{Project A, Project B, Project C} >
and < Project A > are both subtuples of

< Anna, Sid1, {Maths, Computing},{CS100,{mid-year, final},

{Project A, Project B,Project C}} >.

Name Sid {Major} {Class {Exam} {Project}}
Anna Sidl  Maths  CS100 Mid-year  Project A

Computing Final Project B

Project C
Bill Sid2 Physics P100  Final Prac 1
Prac 2

Chemistry CH200 Test A Experiment 1
Test B Experiment 2 1

Fig. 4. A nested relation.

We assume that the reader is familiar with the definition of the nest operator,
vy (r*), and the unnest operator, juyy(r*), for nested relations as defined in [9)]
4].
The translation of a relation into an XML tree consists of two phases. In the
first we map the relation to a nested relation whose nesting structure is arbitrary
and then we map the nested relation to an XML tree.
In the first step we let the nested relation r* be defined by r; =
vy, ,(ri—1),m70 = r,r* = r,1 < i < n where r represents the initial (flat)
relation and r* represents the final nested relation. The Y; are allowed to be
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arbitrary, apart from the obvious restriction that Y; is an element of the NRS
for ;.

In the second step of the mapping procedure we take the nested relation and
convert it to an XML tree as follows. We start with an initially empty tree. For
each tuple ¢ in r* we first create an element node of type Id and then for each
A € Z(N(r*)) we insert a single attribute node with a value ¢t[A]. We then repeat
recursively the procedure for each subtuple of t. The final step in the procedure
is to compress the tree by removing all the nodes containing nulls from the tree.
We now illustrate these steps by an example.

Ezample 2. Consider the flat relation shown in Figure

Name Sid Major Class Exam Project
Anna Sidl Maths CS100 Mid-year Project A
Anna Sidl Maths CS100 Mid-year Project B
Anna Sidl Maths CS100 Final Project A
Anna Sidl Maths CS100 Final Project B

Fig. 5. A flat relation.

If we then transform the relation 7 in Figure [] by the sequence of nestings

r1 = vprosecr(T), T2 = VExam(r1), r3 = VCLASS,{EXAM},{PROJECT}(r2)a
r* = vpragor(rs) then the relation r* is shown in Figure [6] We then transform
the nested relation in Figure [B]to the XML tree shown in Figure [7

Name Sid {Major} {Class {Exam} {Project}}
Anna Sidl Maths CS100 Mid-year Project A
Final  Project B

Fig. 6. A nested relation derived from a flat relation.

We now recall the result from [I2] which establishes the correspondence bet-
ween satisfaction of FDs in relations and satisfaction of XFDs in XML. We
denote by T, the XML tree derived from r*.

Theorem 1. Let r be a flat relation and let A — B be a FD defined over r.
Then r strongly satisfies A — B iff T« strongly satisfies pa — qg where pa
denotes the path in T,~ to reach A and qp denotes the path to reach B.

5 Redundancy Free Mappings from Relations to XML

We now give our definition of redundancy taken from [12]. Firstly, let us denote
by Ps the set of paths that appear on the Lh.s. or r.h.s. of any XFD in X, the
set of XFDs for the application.
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E | root
Y
E ld
- Y . ~—a
A Name Alsid (E)n E)id
“Anna” “Id1” R
- ) e > Y
A | Major A Class | g Id E id
“Maths” “CS100 [
-~ ¥ Y -
A Exam (A JExam [ A |Project | p Project
“mid-year"  “final" “Project A" project B

Fig.7. An XML tree derived from a nested relation

Definition 15. Let T be an XML tree and let v be a node in T. Then the change

from v to v', resulting in a new tree T’, is said to be a valid change if v # v’
and val(v) # val(v').

We note that the second condition in the definition, val(v) # val(v'), is auto-
matically satisfied if the first condition is satisfied when lab(v) € E.

Definition 16. Let P be a consistent set of paths and let X be a set of XFDs
such that Ps; C P and let T be an XML tree that conforms to P and satisfies
Y. Then T is defined to contain redundancy if there exists a node v in T such

that every walid change from v to v', resulting in a new XML tree T', causes X
to be violated.

We now illustrate this definition by an example.

E | root
E Project E | Project E | Employee

e Y Y ; Y ~u
Alld A | Name A ld A Name | E  Phone A Emp#
“pt” “nt” pt1” “nt” “e1”

Y

5's

“p1"

Fig. 8. XML tree illustrating redundancy.
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Ezxample 3. Let P be the set of paths

{root, root.Project, root.project.Id,

root.Project.Name, root.Employee, root.Employee.Phone,

root.Employee.Emp#, root.Employee.Phone.S}. Consider the set of X' of

XFDs {root.Project.Id — root.Project.Name} and the XML tree T shown
in Figure Then T contains redundancy because 7' is consistent with P
and satisfies X yet every valid change to either of the Name nodes results in
root.Project.Id — root.Project.Name being violated.

One important benefit of an XML tree being redundancy free, as we shall
now show, is that it eliminates certain update problems in a similar fashion to
the way that eliminating redundancy in relations eliminates update problems
[1).

Definition 17. Let P be a consistent set of paths and let X be a set of XFDs
such that Ps, C P and let T be an XML tree that conforms to P and satisfies
Y. Then T is defined to have a modification anomaly if there exists a node v in
T such that there exists some valid change to v that results in X being violated.

For instance, the tree in Figure Rlhas a modification anomaly since the change
of the val of either of the Name nodes to ’>’n2’’ results in X being violated. We
then have the following important result.

Theorem 2. Let P be a consistent set of paths and let X be a set of XFDs such
that P, C P and let T be an XML tree that conforms to P and satisfies 2. Then
T has no redundancy iff T has no modification anomaly.

Proof.

If: The contrapositive, that if T' contains redundancy then it has a modifica-
tion anomaly follows directly from the definitions.

Only If: We shall show the contrapositive that if T' has a modification
anomaly then it contains redundancy. It follows directly from the definition of
an XFD is that if one valid change to v results in the violation of X then all
valid changes to v result in the violation of Y. Thus if T" has a modification
anomaly then it will also contain redundancy. O

Next, we have the main result of the paper which shows that all mappings
from a relation to an XML tree are redundancy free provided that the relation
scheme is in BCNF.

Theorem 3. Let {2 denote the set of all mappings from relations to XML
trees as defined in Section 4. Let R(A1,...,Ay) denote a relation scheme, let
Y'r denote a set of unary FDs defined over R and let rel(R) denote the set
of all relations defined over R which satisfy Xg. Let T be the set defined
To ={T|3r € rel(R)Jw € 2(T = w(r))}. Then every tree in Tq is redundancy
free iff R is in BCNF.

We note that in the case of the relational scheme not being in BCNF, then
some mappings result in redundancy whereas others are redundancy free. This
is shown in the following example.
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Ezample 4. Consider the relation scheme R(A, B, C), the set ¥ of FDs {A — B}
and the relation r defined over R shown in Figure Suppose we then map r
to an XML document in two ways. In the first, we use the mapping w; which
does no nesting. The resulting tree is shown in Figure (a). This tree contains
redundancy since any valid change to either of the B nodes results in the violation
of the XFD root.Id.A — root.Id.B. In the second mapping, wy, we first nest
on C' and then on B then convert to a tree. The resulting tree is shown in Figure
[[0I (b). This tree contains no redundancy since every valid change to the B node
results in the XFD root.Id.A — root.Id.Id..B still being satisfied.

ABC
al b1 C1
al b1 C2

Fig.9. A flat relation.

E | root E root
. A v
E Md E ld E ld
ZTN A
4 . AN
)’A \ by ¥ oo N . 1
A AB(AIC (AJA(A)B (p)C A)a £)id ‘Eld
“a1” b1 v L “al® b1 c2" “al"
-~ e Y
(a) A /B AlC AC
“b1” “c1” ez

(b)

Fig.10. XML trees from different mappings.

6 Conclusions

The problem that we have addressed in this paper is one related to this process of
exporting relational data in XML format. The problem is that if one converts a
relation to an XML document, under what circumstances is the XML document
redundancy free? Being redundancy free is an important property of an XML
document since, as we show, it guarantees the absence of certain types of update
anomalies in the same fashion that redundancy elimination and BCNF ensures
the elimination of update anomalies in relational databases [L1].
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Drawing on some previous work by the authors [13]12] that formally defined

functional dependencies and redundancy in XML documents, we show that for a
very general class of mappings from a relation to an XML document, the XML
document is always redundancy free if and only if the relation is in Boyce-Codd
normal form (BCNF). This result gives systems designers a great degree of flexi-
bility in deciding how to map relations to XML without introducing redundancy.
We also show that if the relation is not in BCNF then some mappings produce
XML documents with redundancy whereas other mappings produce redundancy
free XML documents.
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Abstract. XML has become the main standard of data presentation
and exchange on the Internet. Processing path expressions plays a key
role in XML queries evaluation. Path indices can speed up path expres-
sions evaluation on XML data by restricting search only to the relevant
portion. However, to answer all path expressions accurately, traditional
path indices group data nodes according to the paths from the root of
the data graph to the nodes in question, regardless of the paths fan-
ning out from these nodes. This leads to large indices size and low
efficiency of branching path expressions evaluation. In this paper, we
present UD(k,)-indices, a family of efficient approximate index struc-
tures in which data nodes are grouped according to their incoming paths
of length up to k and outgoing paths of length up to I. UD(k, [)-indices
fully exploit local similarity of XML data nodes on their upward and
downward paths, so can be used for efficiently evaluating path expres-
sions, especially branching path expressions. For small values of k and
1, UD(k,[)-index is approximate, we use validation-based approach to
find exact answers to the path expressions. Experiments show that with
proper values of k and [, UD(k,)-index can improve the performance of
path expressions evaluation significantly with low space overhead.

1 Introduction

With the rapidly increasing popularity of XML for data representation, there
is a lot of interest in query processing on XML data. Various query languages
[1123141[7] have been proposed recently. Processing path expressions plays a key
role in XML queries evaluation. Naive evaluation of path expressions requires
exhaustive search through the whole XML document, which is obviously inef-
ficient. Path indices (structural summaries) are introduced to speed up path
expressions evaluation by restricting the search only to the relevant portion of
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queried XML data. Thus the extraction of path index structures from semi-
structured data has received a lot of attention recently [8/9/14/10/15]. Examples
of such index structure include DataGuide [9], 1-index [13], the Index Fabric [5]
and A(k)-index [11]. The need to create path index structures for semi-structure
data was clearly identified in the Lore project [12], and DataGuide was proposed
in response [Q15]. The approach taken by DataGuide and followed by other work
is to create a structural summary in the form of a labelled, directed graph. The
idea is to preserve all paths of the data graph in the summary graph, while keep-
ing as few nodes and edges as possible. As proposed in [QI13], it is possible to
associate an extent with each node in the summary to produce an index graph.
However, these kinds of indices are so large that they may be several times the
size of original data. That is because they are precise summaries: all paths start-
ing from the root in XML data are recorded although long paths may be seldom
used, and each data node can appear more than once in DataGuide. A (k)-index
considers local similarity of the data nodes to reduce index size, so can effec-
tively support plain (non-branching) path queries. But it pays attention only
to the upward similarity of the nodes, while neglects their downward similarity.
Consequently this index is inefficient in handling branching path queries.

In this paper, we propose a new approximate index structure, namely
UD(k, )-index, for efficient evaluation of path expressions, especially branch-
ing path expressions. The index is a little larger than A(k)-index in size, but it
is substantially faster than A(k)-index and 1-index in branching path expressions
evaluation.

The rest of the paper is organized as follows. Section 2 describes the funda-
mental concepts and models used in the paper. Section 3 presents the UD(k,)-
index and the algorithm for its construction, introduces the evaluation tech-
niques of path expressions on our index graph and explains how to incrementally
maintain a UD(k,[)-index. Section 4 reports the experiment result. And finally,
Section 5 concludes the paper.

2 Preliminaries

In this section we will introduce some concepts and definitions that will be useful
throughout the paper. We model XML as a directed labelled graph, G = (Vg,
Eq, Y o, lab, oid, val, root), called an XML data graph. Here, Vg is a set of
nodes. E¢ is a set of edges where each edge indicates a parent-child element
or element-value relationship. ) . is the set of all tags (labels) in the XML
document. Three mapping functions are given, lab, oid and val: lab is a function
which associates a node in V¢ with a label in ), oid is a function which maps
a node in Vg to a unique identifier, and val is a function that is used to associate
a value with a leaf element, which has no outgoing edges. Finally, the root is the
unique root node in Vg with a tag ROOT.

Fig. M shows a segment of information about the top soccer league (the pre-
miership) in England, represented as an XML data graph. In Fig.[I] the numeric
identifiers inside nodes represent oids. The solid lines indicate the parent-child
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@) ROOT

@) premiership

-
-

offigal

“ Manchester « Req Devils”

United” “Roy’ * Keane’ “ Alan” * Shearer” “ St James’ Park”

Fig. 1. The premiership XML data graph

relationships between elements. The leaf elements in the XML graph have val-
ues. Edges drawn by dashed lines show the general references between elements,
which can be implemented with the ID/IDREF mechanism or XLink [f] syntax.

A label-path is a sequence of labels l;...1, (p>1), separated by separators
(/). A data-path in G is a sequence of nodes, ny...n, (p>1), separated by /,
and for 1 < ¢ < p, where n; is the parent of n;;1 We define a basic regular
path expression, R, in terms of sequencing (/), alteration (|), repetition (*) and
optional expression (?7) as shown below.

R:=e|_|l|R/R|RIR|(R)|R?|R*

Here, I € )", , and the symbol ‘’ is a special symbol that matches any
l; € Y- Furthermore, a branching path expression is defined as:

BR:=R[R] | R/BR | BR/BR | BR/R

Here R is a basic regular path expression. For a branching path expression
Ri1[Rz2], the path expression branches at the last label appearing in Ry. We call
the label a branching point. A branching path expression consists of two kinds of
paths, namely, a primary path and several condition paths. The primary path is
the path by removing all parts between brackets ‘" and ‘]’ (including the brackets
themselves), whereas a condition path is the path between brackets ‘[’ and ‘. A
path expression without any branching point is called a plain path expression.

Primary path expressions begin with the root element of an XML data graph,
and the initial ROOT label is implied if omitted. Given a branching path expres-
sion, R, we say that R matches a node in an XML data graph, if the label-path
of the node in question matches R. The result of evaluating R is the set of
nodes in Vg, which match R. For example in Fig. [, the plain path expression,
ROOT/premiership/club/player, has two nodes in its result, {8, 15}, because the
label-path for the two data-paths 1/2/3/8 and 1/2/13/15, matches the path ex-
pression. Two additional examples are given below for the premiership XML data
graph: the plain path expression, ROOT/_*/name, will return {4, 9, 14, 16, 20},
and the branching path expression, ROOT/premiership/club [name/nickname],
retrieves all the clubs with a nickname, and has only node 3 in its result set.
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3 The UD(k,!)-Index

The 1-index and the DataGuide precisely encode all paths in the XML data
graph, including both long and complex paths. Hence, even though two nodes
are similar, they may be stored in different extents due to a long or complex path.
However, such long and complex paths are rare and tend to contribute dispro-
portionately to the complexity of an accurate structural summary [10]. Based on
this observation, we attempt to build index graphs that take advantage of local
similarity, in order to reduce the size of the index graphs. It is important to know
that we support downward similarity as well as upward similarity, while 1-index
and A(k)-index do not support downward similarity. Supporting downward sim-
ilarity can significantly reduce cost when processing branching path expressions.
For example, in Fig.[, 1-index or A(k)-index will group node 3, 13 together, but
branching path expression ROOT/premiership/club[name/nickname] will only
return node 3. In other words, such indexing will include some nodes when han-
dling branching path expressions. In this paper, we distinguish these nodes, for
example node 3 and 13, based on the subgraphs rooted at them, using UD(k, 1)-
index.

In the following, we will define up-bisimulation and down-bisimulation, and
discuss their properties and how to construct/query/maintain an index based
on up/down-bisimulation.

A symmetric, binary relation =" on Vi is called an up-bisimulation, if for
any two data nodes u and v with u =% v, we have that: a) u and v have the
same label; and b) for any parent u’ of u, there is a parent v’ of v such that u’
~" v’ and vice-versa.

Two nodes u and v in G are said to be up-bisimilar, if there is some up-
bisimulation ~" such that u ~* v.

A symmetric, binary relation ~; on V¢ is called a down-bisimulation, if for
any two data nodes u and v with u a4 v, we have that: a) u and v have the
same label; and b) for any parent u’ of u, there is a child v’ of v such that u’ =4
v’ and vice-versa.

Two nodes u and v in G are said to be down-bisimilar, if there is some
down-bisimulation ~4 such that u ~4 v.

A ud-bisimulation ~Y is a symmetric and binary relation which is an up-
bisimulation and also down-bisimulation. Two nodes u and v in G are said to be
ud-bisimilar if they are up-bisimilar and also down-bisimilar.

For example, in Fig. [, object 8 and 15 are up-bisimilar, but not down-
bisimilar, since 8 has a child labeled by tag ‘number’ while 15 not. Object 14
and 20 are down-bisimilar but not up-bisimilar, since 14 has a parent labeled by
tag ‘club’ while 20 not.

3.1 The UD(k,!)-Index

We propose the UD(k, !)-index which classifies data graph nodes according to
their incoming paths of length up to k and outgoing paths of length up to [,
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© . © . %

UD(2,0)=1-index

uD(2,1)

Fig. 2. A sequence of UD(k, !)-indices

using a notion of k-I-bisimilarity defined below. If node u and v satisfy u zf v,
we say that u and v have an up-bisimilarity of k¥ and a down-bisimilarity of I.

~F (k-l-bisimilarity) is defined with three conditions: a) for any two nodes,
u and v, u & v iff u and v have the same label; b) node u ~F v iff u & v and
for each parent u’ of u, there is a parent v’ of v such that u’ %f_l v’, and vice
versa; and ¢) node u ~F v iff u ~§ v and for each child u’ of u, there is a child
v’ of v such that u’ szl v’, and vice versa.

Note that k-I-bisimilarity defines an equivalence relation on the nodes of the
data graph. We call this k-I-bisimulation. An index graph can be constructed
based on the k-I-bisimulation by creating an index node for each equivalence
class, associating the data nodes in the class to the extent of the node (referred
as ext [X], if the index node is X), and adding an edge from index node A to index
node B if there is an edge in G from a data node in ext [A] to a data node in ext
[B]. We call this the UD(k, 1)-index. Increasing k or [ refines the partition induced
by this equivalence relation by splitting certain equivalence classes. If /=0, the
UD(k,1)-index degenerates to the A(k)-index. By increasing k continuously, it
will reach a fixed-point at which we get 1-index. When increasing [, the partition
will be refined sequentially until another fix-point is reached. This process is
illustrated in Fig. 2lin which the numbers near index nodes enumerate the oids
of the data nodes in their extents and the symbols under index nodes indicate
the up-bisimilarity and down-bisimilarity of the data nodes in their extents.
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Two bisimilarities of a node-set are defined below, down-bisimilarity and up-
bisimilarity. Givne a set of nodes, Y . The down-bisimilarity of 3 is defined as:
a) if there is only one data node in Y, the down-bisimilarity of the node-set is
oo; and b) if there are more than one data nodes in ), the bisimilarity is the
minimum down-bisimilarity of u and v in ) . Analogously, we can define the
up-bisimilarity of > .

For simplicity, we refer to the up-bisimilarity and the down-bisimilarity of the
extent of an index node as the up-bisimilarity and down-bisimilarity of the index
node respectively. For example, in UD(0,0) of Fig. 2l the index node labeled by
tag ‘F’ has a down-bisimilarity of co and an up-bisimilarity of 1.

In A(k)-index, k is used to indicate the bisimilarity of each index node,
regardless of the fact that in A(k)-index, some index nodes can have a bisimilarity
larger than k. For example, in UD(0,0)-index (is also A(0)-index) graph of Fig.
Bl the index node labeled by string ‘F’ has an up-bisimilarity of 1, which is
larger than 0. So if k is used as its bisimilarity, we will validate more data
nodes in may-be data set. In UD(k, [)-index, each index node is associated with
an up-bisimilarity ub and a down-bisimilarity db, which are called individual
bisimilarities. By this mechanism, we can reduce the time for constructing index
remarkably and reduce the number of nodes that need to be validated (or increase
the number of nodes guaranteed to be true). We now describe some properties
of these index graphs.

Property 1. For two data nodes u and v, if u zf v, then the sets of label-
paths of length m (m < k+1) into them are the same, and the sets of label-paths
of length n (n <) from them are also the same.

Property 2. The UD(k,[)-index is precise for any plain path expression of
length m (m < k + 1), is precise for any condition path of length n (n <1).

Property 3. The UD(k,!)-index is approximate for plain path expressions
of length m (m > k + 1) or condition paths of length n (n > 1), i.e. its result
set only is a may-be result set, not a must-be result set. We need validate some
data nodes against the data graph.

Property 4. The UD(k,1)-index is safe, i.e. its result for any path expres-
sion always contains the data graph result for that query. There may be “false-
positive”, but will never be “false-negative”.

Property 5. The UD(k+1,l)-index is either equal to or a refinement of the
UD(k,1)-index. The UD(k,[+1)-index is also either equal to or a refinement of
the UD(k, !)-index.

Property 1-4 are the foundations of our branching path queries evaluation
technique. By Property 4, we can guarantee that the result for any query on our
index is a superset of final result set, and there will be no danger of skipping over
any right data node. By property 2, we can guarantee that our index is precise
for any frequent shorter path expression, so there will be no need to validate the
may-be result set against the data graph and the may-be result set is a must-be
result set. By property 3, for longer primary paths or condition paths, we must
validate the may-be result sets. The properties will be embodied by the process
of the branching path queries evaluation in Section 3.3.
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By property 5, the UD(k+1,l)-index or UD(k,l4+1)-index can be obtained
from UD(k,)-index by splitting some index nodes, and this is the foundation of
the following UD(k,!)-index construction algorithm.

3.2 The Construction of UD(k,!)-Index

The index graph is created in two steps. First, we classify all the data nodes
according to their labels, so we get a list of node-sets, each of which has a unique
label. Then we compute the up-bisimilarity for each set. Then we repeatedly
split the node set with smallest ub until the smallest ub is not less than the given
parameter k. Then we compute the down-bisimilarity for each set and then split
downwards until the smallest db is not less than [. The second step is to create
create index nodes and create edges between the index nodes. We first create a
index for each node-set. For any edge from data node u to data node v in G, if
there is no edge from index node A (the index node u belongs to) to index node
B (the index node v belongs to), we add an edge from A to B.

The UD(k,!)-index degenerates to A(k)-index when we take [ as 0 except
that each node-set has a ub as up-bisimilarity and a db as down-bisimilarity.
Thus in each iteration we know the node-sets with smallest ub/db are to be
divided , then we split these node-sets directly while in A(k)-index construction
we need to check every node-set to see if it can be divided. So the UD(k, !)-index
construction time is much shorter then A(k)-index. This will be shown in the
experiments.

3.3 Branching Path Queries Evaluation

In this subsection we present our strategies for query processing on UD(k,1)-
index graph. The strategies are based on validation.

As is known, a regular path expression can be converted to a DFA. We can
take the XML data as the DFA input, and run the DFA to find which nodes can
drive the DFA to a final state. That is to say, the nodes match the regular path
expression. A branching path expression can be converted into several DFAs,
thus we can process the branching path expression by running the corresponding
DFAs on the data graph. If the index graph exists, we can run them on index
graph instead of data graph in order to reduce the evaluation cost. Evaluation
of branching path queries on an index graph proceeds as follows:

1. Create a DFA A according to the primary path of the branching path and
create a DFA A; for each condition path.

2. Run the DFA A on the index graph, i.e. the index graph is traversed depth-

first, while making corresponding state transitions in the automation for

matching.

Create tables for branching points to record their middle-results.

4. When the DFA A reaches a branching point, we suspend the running of
A and start up the DFA A; corresponding to the condition path. When
A; reaches a final state, we stop A; and validate data nodes in the index

w
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node reached by A and record the validate true data nodes in the middle
result table. Then we resume the DFA A. If A; can’t reach a final state, the
DFA A won’t continue matching forward, instead, it will run backward to
its previous state, then continue running.

5. Create a table to avoid repeatedly visiting an index node in the graph in the
same state of the automata, i.e. if we look up the table and find we have
traversed the node in this state, we skip the node to traverse next node, thus
we can avoid infinite loops from cycles.

6. When a node in the index graph is reached while the DFA A reaches an final
state, the validated true or guaranteed true data nodes in that index node
will be added to the final result.

From the properties of UD(k,!)-index, we know that the middle result at
a branching point or the “final” result is only may-be result set, so for longer
queries we need to validate some nodes in the result set on the data graph.

Ai/-[Ai[B1/ - [Bj]/ Aisy1/ - [Ain[Bjs41/ - [ B/ o [ Aigr ) -+ [Aiy

ni my n2 m2 Ng41

The branching path expression is separated into several sections at the
branching points. For an index node N in the middle result at branching point
A;,, the data node in ext [N] only may be a middle result. So we need to vali-
date it upwards and downwards. If N.db> m;, , by property 2 we needn’t validate
downwards. If N.ub+1> n;, and this is the first section, we needn’t validate up-
wards. Otherwise, we need to validate against the data graph. In A(k)-index,
the condition is that k 4+ 1 > n;,. Because N.ub> k as can be seen from Section
3.1, the condition N.ub+1> n,, is weaker than the condition k + 1 > n,,, thus
we only need validate less data nodes upwards than in A(k)-index.

The upward validation is handled by a reverse execution of the DFA on the
data graph beginning with each node in ext [N] and ending with the nodes in
the previous middle result set. The downward validation is analogous. The vali-
dation cost is expensive, but we can use the shared path optimization technique
introduced by [T1] to cut down the validation cost greatly.

3.4 Incremental Maintenance

If UD(k,1)-index is to be useful for query evaluation, we must keep it consistent
when the source data change. Since re-creating index is a time-cost work, it is
necessary to build an incremental update algorithm.

UD(k, I)-index considers the k-up-bisimilarity and I-down-bisimilarity of the
data nodes, so the effect on the index of any update in the data graph is limited
locally to a “neighborhood” of upward distance [ and downward distance k. So
the index graph can be incrementally maintained as follows when an update
comes about:

— If the update is inserting a subtree T at node v, we parse T in depth-first
fashion and insert each node. When inserting a node § at node 6, we first
split and recombine the index nodes of upward distance [ from 6. Then we



76 H. Wu et al.

Procedure insertSubTree(T,v) Procedure deleteSubTree(T,v)
begin begin
6:=the root node of subtree T; foreach data node in subtree T do
insertANode(6,v); remove 6 from corresponding index node;
foreach child § of 6 do wi=v;
insertANode(d, 0); for i:=1 to I do
¢:=v; p:=the index node containing w;
while ¢ is not the root data node do remove w from p;
p:=the index node containing ¢; if p contains no data node then
update the ub of p; delete p;
¢:=the parent of ¢; insert w into the right index node (;
end update the ub of ¢ and p;
Procedure insertANode (4, 6) update the db of (;
begin w:=the parent of w
w:=0; ¢P:=v;
for i:=1 to [ do while ¢ is not the root data node do
p:=the index node containing w; p:=the index node containing ¢;
remove w from p; update the ub of p;
if p contains no data node then ¢:=the parent of ¢;
delete p; end
insert w into the right index node (;
update the ub of ¢ and p;
update the db of (;
w:=the parent of w;
insert § into the right index node n;
end

Fig. 3. UD(k,[)-index update algorithm

insert the node ¢ into appropriate index node. The algorithm is described in
Fig.[3 where the right index node ¢ indicates the index node having the same
k-length upward path and Il-length downward path as w and the right index
node 7 indicates the index node having the same k-length upward path as ¢
and without outgoing edges.

— If the update is deleting a subtree T at node v, we first remove all the data
nodes in subtree T from the corresponding index nodes which they belong
to. Then we split and recombine the index nodes of upward distance [ from
v. The algorithm is described in Fig. Bl

4 Experiment

In this section we explore the performance of the UD (k,!)-index. The experi-
ments were performed on a machine with 1.7GHZ CPU and 256M RAM. Our
experiments are over 10MB XMark XML benchmark [16] data set. The XMark
data model an auction site. The queries are generated randomly according to
the DTD of the XMark data.

The cost of evaluation: In the absence of a standard storage scheme for graph-
structured data, we use the numbers of nodes accessed, including index nodes
and data nodes, as the cost of evaluation.

4.1 The Size of the Index Graph

Fig. [ shows the index graph size with different values of parameters k, [. From
previous sections we know the difference between UD(k,0) and A(k) is only the
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ub and db associated with each index node. So the UD(k, 0)-index size is a little
larger than that of A(k)-index. The value 3 is preferred k parameter an the
value 2 is preferred 1 parameter as will shown in Section 4.3 and Section 4.4.
The UD(3,2)-index size is 23% of the data graph size and this is close to the
percentage of UD(3,0) or A(3) index size. The UD(14,[)-index curve shows that
the index size is at most 26% of the data graph size.

4.2 The Construction Time of UD(k,!)-Index

Fig. Blshows the construction time of UD(k, 0)-index and A(k)-index with differ-
ent parameter k. Because in UD(k,0)-index each index node is associated with an
upward similarity ub and a downward similarity db, when k=0, the construction
time of UD(0,0)-index is longer than that of A(0)-index due to extra computa-
tion of ub and db for each index node. But when &k >1, the time of UD(k, 0)-index
is much shorter than that of A(k)-index because in UD(k,0)-index in each it-
eration we know which index nodes (i.e. the index nodes with the smallest ub)
can be split in this iteration while in A(k)-index we need complex computation
to determine the nodes to be split. From the figure we can see that the time of
UD(k,0)-index increases slower with the increase of parameter k, while the time
of A(k)-index increases much faster.

4.3 Performance for Plain Path Expressions

Fig. [6 shows the evaluation cost of UD(k,l)-index with different k. The execute
cost is averaged over 15 plain path expressions and normalized to the execution
cost on the data graph. From the figure, we can see that the plain path expres-
sions cost on UD(k,!)-index is only a little lower than on A(k)-index. That is
because the downward bisimilarity of UD(k,)-index has no use for the plain
path expressions evaluation and the individual upward bisimilarity (the ub of
each index node) is the contributing factor of the little improvement. With k=3,
the evaluation cost on UD(k,[)-index has the lowest value, and with value of k
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increasing, the cost becomes higher until it equals to the cost on 1-index. The
reason is that with larger value of k, evaluation on UD(k,[)-index may access
less data nodes for validation but more index nodes due to excessive splitting of
the index nodes.

4.4 Performance for Branching Path Expressions

Section 4.3 shows that with k=3, UD(k,0)-index performs best for plain path
queries. So in this subsection, we discuss the impact of [ parameter for UD(3,1)-
index. Fig. [ shows the evaluation cost of UD(3,l)-index with different I. The
execute cost is averaged over 15 branching path expressions and normalized to
the execution cost on the data graph. From the figure, we can see that UD(3,1)-
index has lower cost than A(k)-index and 1-index. The reason is that UD(3,)-
index makes moderate split both upwards and downwards, so it can efficiently
handle the branching path queries and the size is close to others. At the point
where [=2, UD(3,)-index has the least evaluation cost. The preferred ! parame-
ter value (i.e. 2) is smaller than the preferred k parameter value (i.e. 3) because
the length of condition path is always not as long as that of the primary path.

5 Conclusion

In this paper, we have presented the UD(k,[)-index, an efficient approximate
index structure for evaluation of path expressions. The UD(k,)-index fully ex-
ploits local similarity of XML data nodes on their upward and downward paths,
so it can efficiently evaluate the path expressions, especially branching path ex-
pressions. It is a generalization of the A(k)-index that neglects the downward
bisimilarity of the nodes. With /=0, UD(k, [)-index degenerates to A (k)-index ex-
cept the individual bisimilarity, but it still has less construction time and better
performance than A(k)-index. With | >0, UD(k, )-index is substantially faster
than 1-index and A(k)-index in processing the branching path expressions. By
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varying k and [, this family of indices offers a smooth tradeoff between index
graph size and accuracy.

The proposed techniques may be expanded to handle more complex path

conditions such as selection and predication. This is a part of our future work.
Investigating techniques to choose proper k& and [ parameters for given source
data and specific query workload is another interesting issue.
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Abstract. With the extensive use of XML in applications over the Web,
how to update XML data is becoming an important issue because the
role of XML has been expanded beyond traditional applications in which
XML is used for data representation and exchange over the Web. Several
languages have been proposed for updating XML data, but they have two
main drawbacks. One is these updating languages are based on low-level
graph-based or tree-based data models so that update requests are thus
expressed in a nonintuitive and unnatural way and update statements are
too complicated to comprehend. The other is there is still no consensus
about the logical foundation for XML updates. This paper presents a
declarative language for updating XML data based on a high-level data
model and systemically describes its semantics.

1 Introduction

With the extensive use of XML in applications over the Web, how to update
XML data is becoming an important issue because the role of XML has been
expanded beyond traditional applications in which XML is used for data repre-
sentation and exchange over the Web. So far, several languages for extracting
and querying XML data have been proposed, such as XPath [4], Quilt [6], XML-
QL [7], XQuery [8], XML-RL [11] and XQL [15]. These languages do not support
the manipulation operations on XML data. On the other hand, several languages
have been proposed to support both querying and manipulating XML data, such
as Lorel [2], CXQuery [5] and XPathLog [13]. All these XML query and manip-
ulation languages except for XML-RL adopt low-level graph-based or tree-based
data models, which are too difficult for users to comprehend. Therefore, a novel
data model for XML is proposed in [10], in which XML data is modeled in a way
similar to complex object models [TJT4]. Based on this high-level data model, a
rule-based declarative XML query language, XML-RL, is presented in [IT].
The Lore system [2] has a simple declarative update language with the func-
tions of creating and deleting database names, creating a new atomic or complex
object, modifying the value of an existing atomic or complex object. In addition,
bulk loading a database is supported by the update language. However, it does
not support update requests on ordered data. XPathLog [I3] is a rule-based data
manipulation language. It only supports creation and modification of elements.
CXQuery [5] is also a rule-based data manipulation language and its update
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language is similar to XPathLog, but simpler. XUpdate [12] is an XML update
language and is a working draft of W3C. It allows users to create, insert, update
and remove selected elements and attributes, and uses the expression language
defined by XPath to locate elements or attributes to be updated. Update requests
on ordered or unordered data are considered in XUpdate. The unique feature of
XUpdate is that its syntax complies with the XML specification. Tatarinov et
al. [16] extends XQuery with update, including deletion, insertion, replacement
and rename of component elements or attributes. Update requests on ordered
or unordered data are also considered and complex updates at multiple levels
within a hierarchy are supported and specified using nested update operations.
All the existing update languages do not support updates of complex objects or
expressed them with a more complicated and unnatural way due to the use of
lower level data models.

The paper [17] extends the XML-RL query language with the functionality
of data manipulation including insertion, deletion and replacement.

The XML-RL update language has the following advantages over other XML
update languages.

(1) It is the only update language supporting the high level data model. There-
fore, it can represent update requests in a simple, natural, and powerful
way.

(2) It is designed to deal with ordered and unordered data.

(3) It can express complex multiple level update requests in a hierarchy in a
simple and flat way. Some existing languages have to use nested updates to
express such complex requests, which are too complicated and non-intuitive
to comprehend.

(4) Most of existing languages use rename to modify tag names in a far different
from updating values. Our language modifies tag names, values and objects
in a unified syntax by using three kinds of logical binding variables: object
variables, value variables, and name variables.

(5) It directly supports the functionality of updating complex objects while all
other update language do not support these operations.

In this paper, we formally define the syntax and semantics of the XML-RL up-
date language based on logic programming. The remainder of this paper is orga-
nized as follows. Section Plgives the formal syntax of schema, database, the XML-
RL update language. Section Bl formally presents the semantics of the XML-RL
update language, including well-formed schemas, well-formed databases and the
semantics of various update operations. Finally, Section Hl concludes this paper.
Due to the limitation of space, the proofs of theorems are omitted in this paper.

2 Syntax

In this section, we define the formal syntax of schema, database and update
language.
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2.1 Schema Syntax

We assume the existence of the following sets:

(1) a set C of constants;

(2) aset V of variables. A variable name begins with $ followed by a constant,
for example $salary;

(3) a set of basic types T = {#PCDATA,CDATA,ID,IDREF,IDREFS};

Definition 1. An attribute rule is of the form QHpg<t, where HeC is an
attribute name, F€C is the element name to which the attribute belongs, and
te(T—{#PCDATA}) is the data type of the attribute.

Definition 2. An element rule is of the form H<B, where H €C is an element
name and B is one of the following forms:

) #PCDATA. Such a rule is called an atomic element rule;

) B?, where BeC is an element name. Such a rule is called an optional rule;

3) B*, where BeC is an element name. Such a rule is called a duplicate rule;

) Bil...|Bn with n > 0, where for each B;(1 <i <n), B;€C is an element name.

Such a rule is called a choice rule;

(5) @Ayy,...,QA,,y, B1, ..., B, with m >0 and n >0, where @QA;y€C(1<i<n)
is an attribute name of the element H to be described by the rule and
B;eC(1<i<n) is an element name. Such a rule is called a tuple rule;

(6) Forms composed by (1), (2), (3), (4), and (5) in a usual way. This is called

a composite rule.

~ A~~~
= )

The following are examples of various rules.

Attribute rules 2 QideourseID, Qtakessiygents IDREFS

Atomic element rules: name«#PDCATA, title«—#PCDATA

Optional rules 1 A«B?, C+«D?

Duplicate rules : teachers<teacherx, students<—studentsx

Choice rules : person<— faculty|staf f|student,
publication<book|journal|con ference|tech Report

Tuple rules : faculty«—Qid teuiry, name, address, teaches,
student<—Qidsydent, name, address, takes

Composite rules . department<( faculty|student|course)x*,

university<—(Qidyniversity departments)

Definition 3. Let p=A<+B be either an element rule or an attribute rule.
Then A is the head of the rule, denoted by head(p), and B the body of the rule,
denoted by body(p).

Definition 4. A schema S consists of two parts: a root element R and a set
of rules P, denoted by the ordered pair (R, P). root(S) is used to refer to R and
rules(S) is used to refer to P.
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2.2 Database Syntax

In the following, we first give the formal syntax of objects, then give the formal
syntax of database.
Definition 5. The notion of objects is defined inductively as follows:

(1) Let ceC be a constant. Then c is a lexical object.

(2) Let o01,...,0, be objects with n>0. Then <oy,...,0,,> is a list object. In partic-
ular, if each 0;(1<i<n) is a lexical object, then <o;,...,0,> is called a lexical
list object.

(3) Let acC be a constant and o be either a constant or a list of lexical objects.
Then Qa:o is an attribute object and a is the name of the object and o is
the value of the object.

(4) Let eeC be a constant and o be either a lexical object or a tuple object.
Then e:o is an element object and o is the value of the element e.

(5) Let Qay,...,Qa, be attribute objects and es,...,e,, be element objects with
m>0 and n>0. Then (Qay, ..., Qa,,, ey, ..., €,) is a tuple object. In particular,
it represents an empty object in the case of m=0 and n=0.

The following are examples of various objects:

Lexical objects:  Computer Science, Ottawa

List objects: <(C'S5100,C5200>, <2000,3000>

Attribute objects: @Qid: E200, Qsupervisee:<5100,5200>

Tuple objects:  (street:56 Broson, city:Ottawa, state:Ontario, zip:K2B 6M8)

Element objects: course:(Qcid:C'S300, cname:DBM S,
desc:Implementation Techniques,
takenBy:(Qstudents:3000), taught By:(Qteachers:2000))

Definition 6. Let o; and oy be two objects. Then o;€o05 if 01 is a nested
object of 0s.

Definition 7. Let o be an object. Then o is regular if o is not an element
object with a value of list object and Ao’€o(0’ is an element object and o’ has
a value of list object). If an object is reqular , we call it has a regular form.

Definition 8. Attribute objects and element objects are called named ob-
jects while lexical objects, list objects and tuple objects are called anonymous

objects.
The following are some examples of named objects and anonymous objects.
Named objects: @id:S100, salary:$40,000

Anonymous objects: Ontario,<CS100,CS200>,(@Qcourses:< CS100,CS200>)

Definition 9. Let o be an object. Then name(o) is defined as a function
to get the name part of o. In particular, it returns null if o is an anonymous
object. Similarly, value(o) is defined as a function to get the value part of o.

Definition 10. Let o be an object. Then o is normalized if Ao’€o(0’ is a
named object with a value of tuple (0},...,0,) and for any two adjoining objects
0; and 0;41(1<i<n) (name(o;)=name(o;+1))). If an object is normalized, then
we call it has a normalized form.

In the paper, the regular form of XML documents is used for the data model
because it is the most natural and straightforward way for representing XML



84 G. Wang and M. Liu

objects as in the complex object model. Therefore, the extensional database
representing XML documents is defined as follows.

Definition 11. An database DB of a schema S is defined as the ordered pair
(S, 0), where o is a named element object with the regular form.

2.3 Syntax of XML-RL Update Language

In this section, we present the formal syntax of the XML-RL update language.
Definition 12. The notion of terms are defined inductively as follows:

(1) Let ceC be a constant. Then c is a lexical term.

(2) Let v€V be a variable. Then v is a variable term.

(3) Let t1,...,t,, be lexical or variable terms with n>0. Then <ti,...,t,> is a list
term.

(4) Let a be a constant or variable and ¢ be either a lexical, variable or a list of
lexical terms. Then Qa=>t is an attribute term and t is the value of attribute
a.

(5) Let e be a constant or variable and ¢ be an term. Then e=¢ is an element
term and ¢ is the value of element e.

(6) Let Qay,...,Qa,, be attribute terms and ey,...,e,, be element terms with m>0
and n>0. Then (Qay,...,Qa,,,eq,...,e,) is a tuple term. In particular, it
represents an empty term in the case of m=0 and n=0.

The following are examples of various terms.
Lexical terms : 2314343, 440 Albert
Variable terms : $price, $salary
List terms 1 <CS100, CS200, CS300>, <2000, 3000>
Attribute terms: @id=-$id, @courses=<CS300>
Element terms : $name=-Jones Gillmann, desc = Basic concepts
Tuple terms  : (@students=-3000),

(street=56 Broson, city= Ottawa, state=Ontario)

Definition 13. A term is ground if it contains no variables.
Definition 14. The notion of expressions are defined inductively as follows:

(1) Arithmetic, logical, and string expressions are defined using terms in the
usual way.

(2) Let L be a list term and A be an arithmetic expression. Then L[A] is a list
selection expression.

(3) Let T be a tuple term and E be a logical expression. Then T[E] is a tuple
selection expression.

(4) Let v be a variable term and E be a term. Then v(E) is a variable selec-
tion expression. A variable term is the simplest form of variable selection
expression.

(5) Let Ey and Es each be either an element term, a variable selection expression
or a tuple selection expression. Then Ey/FEs and E;//E, are path selection
expressions.
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(6) Let U be a url and P be an element term, a variable selection expression or
path selection expression. Then P, (U)/P, and (U)//P are query expressions.

The following are examples of expressions.
List selection expressions : Qcourses[3], Qstudent|0]
Tuple selection expressions : student[@Qsid=-5100],
course[taught By[Q faculty=-F100]]
Variable selection expressions : $faculty (faculty=-[firstname=-Smith])
$student(student=-$studentValue)
Path selection expressions : /department/ faculty|@id=F200],
//student[name=-JounesGillmannandtakes/Qcourses[2]=CS200]
Query expressions : (www.scs.carleton.ca)/ /course/cname,
(www.scs.carleton.ca)/department/ faculty[name=-AlleyStrivastaval/title

Definition 15. An expression is ground if it contains no variables.

Definition 16. Let E be either a list term or a tuple selection expression and
$v be a variable term. Then insert E Into $v, insert E before $v and insert E
after $v are insert-into, insert-before and insert-after declarations, respectively.

Definition 17. Let E be either an element term, a list term, or a tuple
selection and $v be a variable term. Then replace $v with E is a replacement
declaration.

Definition 18. Let $v be a variable term. Then delete $v is a deletion
declaration.

Definition 19. Let ey, ..., e, be query expressions and uq, ..., 4., be update
declarations. Then Querying ey, ..., e, U1, ..., U,y 1S an update query.

Example 1. The following update statement inserts a new faculty Charis
Adson after Bob Smith.
Querying (URL)/department/$f(faculty=-[name=-

[firstname=-Bob, lastname=-Smith ]])
Insert faculty=-[Qid=-F300, name=>[firstname=-Charis, lastname=-Adson],
title=-Professor, salary=-$70,000]

After $f
where the variable $f holds a faculty element for Bob Smith. After the update
operation, a new faculty element is added after Bob Smith.

Example 2. The following update statement adds some new data for faculty
objects whose value is null.
Querying (URL)/department /$f(faculty=-null)
Replace $f With faculty=-[Qid=-0278,

name=>[firstname=-Nency, lastname=-White],
title=-instructor, salary=-$35,000]

where the variable $f holds faculty objects with null value, and the value of
all null faculty objects is replaced with the complex value specified by the with
clause.

Example 3. The following update statement deletes the value of salary for
a faculty whose id is F200.
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Querying (URL)/department/faculty=[Qid=F200, salary=-3s]

Delete $s

where $s holds the value of salary objects of the faculty object whose id is F200.
So deleting $s means the values of the selected salary objects are set to null.

3 Semantics

In this section, we define the semantics of schema, database and the update
language. We first discuss well-formed schema and well-formed objects, then de-
fine well-formed database based on well-formed schema and well-formed objects.
Finally we define the formal semantics of the update language.

3.1 Semantics of Schema

We first define non-terminating rules, and reachable and unreachable symbols,
then define a class of well-formed schema.

Definition 20. Let P be a set of rules. Then a rule p is non-terminating
with respect to P if and only if p is not an atomic element rule or an attribute
rule and 3Bebody(p) such that

(1) there does not exist ge(P—{p}), head(q)=B, or
(2) for Vge(P—{p})(head(q)=B and ¢ is non-terminating with respect to

P—{p}).

Example 4. For the set of rules
P={A+B,C,D, B<+E,F, C«#PCDATA, D+ H,G, E<#PCDATA,
F+#PCDATA, G+#PCDATA}, the following are examples of non-
terminating and terminating rules.

Non-terminating: A< B,C,D, D+H,G
Terminating : B«E,F, C+ #PCDATA, E+#PCDATA,
F+—#PCDATA, G+#PCDATA

Definition 21. Let C'eC be a constant, p a rule, and P the set of rules.
Then C is unreachable from p with respect to P if and only if C#head(p)
and there does not exist a sequence of rules ¢i,¢s...,q, with n>1 such that
(head(p)ebody(gn)) A (head(qn)€body(gn-1)) A ... A (head(g;)€body(gi—1))A...A
(head(gz)€body(q1))A(head(q1)=C). Similar, we can define C is reachable from
p with respect to P.

Example 5. For the set of rules P={A+B,C, B«D,E, D«F,G, H~1,J,
I+K,L, K«<M,N}, A is reachable from rules B« D, E and D«F,G, and H
is reachable from rules I+ K, L and K<+ M, N, while A is unreachable from rules
I+K,L and K< M, N and H is unreachable from rules B« D, E and D+ F,G.

Definition 22. A well-formed schema S is defined as follows:

(1) for Vpierules(S)¥paerules(S)(head(pr)#head(ps2));
(2) for Vperules(S)(p is not non-terminating with respect to rules(S));
(3) for Vperules(S)(root(S) is reachable from p with respect to rules(S)).
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Definition 23. Let F€C be a constant and P be a set of rules. Then the
projection of S on E, I[IgP, is defined as the set of rules Iz P={p|peP and F
is reachable from p with respect to P}.

For Example[d IIgP={B«+E,F, E«#PCDATA, F«++#PCDATA},
IIpP={D+H,G, G+#PCDATA}. For Example B II4P={A+B,C,
B«D,E, D<F G} and IyP={H+«I,J, I+K,L, K«M,N}.

Definition 24. Let E€C be a constant and S be a schema. Then the ordered
pair (E, IIgrules(S)) is defined as the subschema of S with respect to E.

It is obvious that IIgrules(S)Crules(S) according to Definition 23]

Theorem 1. All subschemas of a well-formed schema are also well-formed.

3.2 Semantics of Database

In this section, we first define well-formed objects and satisfaction of a well-
formed object with respect to a well-formed schema. Then we define a class of
well-formed database.

Definition 25. A well-formed object is defined inductively as follows:

(1) A lexical object is always well-formed.
(2) A list object <01, ..., 0,> is well-formed if each 0;(1<i<n) is a lexical object.
(3) Let @Qa:o is an attribute object. Then it is well-formed if the following hold:
(a) a is a lexical object.
(a) o is either a lexical object or a well-formed list object.
(4) Let e:o be an element object. Then it is well-formed if the following hold:
(a) e is a lexical object.
(b) o is either a lexical object or a well-formed tuple object.
(5) A tuple object (Qay, ..., Qay,, e1, ..., e,) with m>0 and n>0. Then it is well-
formed if the following hold:
(a) Each @Qq;(1<i<m) is a well-formed attribute object.
(b) Each e;(1<i<n) is a well-formed element object.

Theorem 2. Let o be a well-formed object. Then Vo'€o is also well-formed.

Definition 26. Let S be a well-formed schema and o be a well-formed named
object. Then the satisfaction of o with respect to S is defined recursively as
follows:

(1) if ois a simple attribute object @QA=-C' and root(S)=QA, then o is satisfiable
for S;

(2) if o is a lexical list attribute object QA=<C1, Cs, ..., Cp> with n>1,
root(S)=QA, and for Vperules(S)(head(p)=ANbody(p)=IDREFS), then o
is satisfiable for S;

(3) if 0 is a simple element object E=C, root(S)=F, and Ipcrules(S) (head(p)=
root(S)), one of the following holds for rule p, then o is satisfiable for S;
(a) p is an atomic rule;
(b) pisan optional rule E<B?, and o is satisfiable for subschema (name(B),

Hname(B)S)
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(c) pisa duplicate rule E+Bx, and o is satisfiable for subschema (name(B),
Hname(B)S)

(d) pisa choice rule E<(FE1|...,|E,) withn>1, 3E,€{E;, ..., E,} E; is #PC-
DATA or o is satisfiable for subschema (name(E;), Ilame(£,)S)-

(e) pis atuple rule E<(F1,....E,) with n>1, 3E;€{E\, ..., E,}(E; is #PC-
DATA or o is satisfiable for subschema (name(E;), Hpame(r;)S)), and
for each other E;e{FE\,..., E,} is either #PCDATA, E;?, or E;*.

(4) if o is an element object with a value of tuple (E=(Qay, ..., Qany, €1, ..., €5))
with m>0 and n>0, root(S)=F, and Iperules(S)(head(p) = root(S)), one
of the following holds for rule p, then o is satisfiable for S;

(a) m=0 and n=0, that is o is an empty object with element type E;
(b) p is an atomic rule, m=0 and n=1, and e; satisfiable for subschema
(name(er), Hname(el)(s);
(¢) p is an optional rule E<-B?, m=0 and n=1, name(e;)=DB, and e; is
satisfiable for subschema (name(e1), Ilyame(e,)(S));
(d) p is a duplicate rule E+Bx, m=0, name(e;)=B(1<i<n), and e; is sat-
isfiable for subschema (name(e;), IIg(5));
(e) pisa choice rule E<(By]...|Bs), m=0 and n=1, and e; is satisfiable for
subschema (name(ey), IIp(S));
(f) pis a tuple rule E<(QA;,...,QA;, By, ..., Bs), m=t and n<s, and
(i) ai(¢<i<m) is satisfiable for I ,qme(as)p(S);
(ii) there are a sequence By, ...B;y,, for each e;(1<j<n) name(e;)=B;;,
for each By (Brp&{Bi1,...Bin }\Br€{B1, ..., Bs }ABy, is of the form ei-
ther By,? or By*) and e; is satisfiable for Il qme(e,)(S);

Theorem 3. Let S be a well-formed schema and o is satisfiable for S. Then for
Vo'€o, o' is satisfiable for IT,,qme(0r)S-
Definition 27. A database DB=(S, o) is well-formed if the following hold:

(1) S is a well-formed schema,
(2) o is a well-formed element object;
(3) o is satisfiable for schema S.

Definition 28. Let CeC be a constant and DB = (S5,0) be a database.
Then a sub-database of DB with respect to C, denoted by IIoDB,
is defined as the ordered pair (I1¢S,{o1,...,0,}) such that o;€o,...,0n€0,
name(o1)=...=name(o,)=C.

Theorem 4. Given a well-formed database DB = (5, 0) and its subdatabase
HcDB=(11cS, {01, ...,0n}). Then Yo,;(1<i<n) is satisfiable for IIcS.

3.3 Semantics of Update Language

In the above sections, we define the formal semantics of schema and database. In
this section we first define the formal semantics of expressions. Then we define
the formal semantics of the update language described in Section 23|
Definition 29. Let DB = (S,0) be a database. Then the level of a nested
object o'€o, denoted by level(o'), is defined as the depth of o’ nested in o.
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In particular, the level of the root object in the database is defined as 0, i.e.
level(0)=0.

Definition 30. Let DB = (S,0) be a well-formed database. Then the se-
mantics of expressions on DB is defined inductively as follows.

(1) The semantics of arithmetic, logical and string expressions are defined in the
usual way.

(2) Let L[A] be alist selection expression and L:<o1, ..., 0,> be the target object.

Then the result of the expression is 04 in the case of 1<A<n. Otherwise the

result is null.

(3) Let T[E] be a tuple selection. Then the result of the expression is defined
as 0g(IITDB) =(IIrS,{0'|0'€o and name(o')=T and E(0') is true}).

(4) Let E1/E> be a path selection expression. Suppose that the result of Fy is
(I14S, {011, ...,01m}) and the result of Fs is (IIpS, {021, ..., 02, }). Then the
result of the expression is defined as (ITgS, {0'|o'€{021, ..., 02, } and Jo”
(0"€{011, ..., 01m A’ €D N\ level(0”)—level(o')=1)}). We can define the se-
mantics of path selection expression F//Fs in a similar way.

(5) Let P, (U)/P and (U)//P be query expressions. We can define the semantics
for query expressions (U)/P and (U)//P similar to item (4) except that the
result of expression (U) is (S5, o). Here, consider the query expression P. If
P is a path expression, then its semantics is defined by item (4). If it is an
element term, then its result is defined as the sub-database (IIpS, {0'|0’'€0
and name(o’)=P }).

~—

Definition 31. Let 0 and s be objects, and o' € o a nested object of 0. Then
the substitution of object s for o' in o, 0(0'/s), is defined as: object o' within
object o is replaced by object s.

Theorem 5. Let DB=(S,0) be a well-formed database and ¢t be an object
satisfiable for I1,,qme(t)S. For Vs€o, if name(s)=name(t), then o'=o(s/t) is sat-
isfiable for S.

Theorem 6. Let DB=(S,0) be well-formed, o'=0(s/t) a substitution of
object t for s in o, level(s)-level(o”)=1(i.e. 0" is the parent object of s), and
0""'=0"(s/t). If 0" is satisfiable for IT,,4me (o) (S), then o' is satisfiable for S.

Definition 32. Let DB = (5,0) be a well-formed database and querying
Q1,.--,Q» U be an updating query on the database. Then the semantics of the
updating query, DB'=(S,0’), is defined as follows:

(1) insert E into $v.

(a) $v is an element object with a value of tuple s = name(s): (Qay, ..., Qa,,,
€1,...ym). Then o'=0(s/s’) is defined as: if E is an attribute object, then
s'=name(s):(Qay, ..., Qa,,,E.e1,...,e,); if E is an element object, then
s'=name(s): (Qay, ..., Qay,,e1, ..., ,,F). In light of Theorem @] if s’ is not
satisfiable for IT,,4m¢(5)S, then the insert-into operation is not allowed.

(b) $v is an object with a value of list object s=<IDs,...,[D,>. Then
o'=o0(s/s") and s'=<IDhs,....ID,,E>.

(¢) Otherwise, the insert-into operation is not allowed.
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(2) insert E before $v. Assume the parent object of $v is s.

(a)

(b)
()

s is an element object with a value of tuple s = name(s):
(Qay,...,Qam,, €1,....ey). Then o'=o0(s/s’) is defined as: if $v is
an attribute object and @a;=8$v, then s'=name(s):(Qay,...,Qa;_1,F,
Qa;,...,Qa,,,e1, ..., e5); if $v is an element object and e;=$v, then
s'=name(s):(Qay,...,Qa,,e1,....€i—1, E,;,....,en); According to Theorem

[l if s’ is not satisfiable for 1T, 4me(s)S, then the insert-before operation

is not allowed.

s is an object with a value of list object s=<IDjs,...,ID,,> and $v=ID,;.
Then o'=0(s/s") and s'=<IDy,...,ID;_1,E ID;,...I1D,>.

Otherwise, the insert-before operation is not allowed.

(3) insert E after $v. We can define the semantics of the insert after operation

in a similar way to the insert before operation.
(4) delete $v.

(a)

(b)

()

If $v is the value of object s, then o'=0(s/s’) and s’ is name(s)=null.
According to Theorem [ if s is not satisfiable for IT,,q;,¢(5)S, then the
deletion operation is not allowed.

If the parent object of $v is an element object with a value of tuple
s=name(s):(Qay, ...,Qap,,e1,...,en), then if $v=Qa; then s'=name(s):
(Qay,...,Qa;_1,Qa;41,....,Qa,,, €1,...,e,); if $v=e;, then s'=name(s):
(Qay,...,Qa,, €1,...,i—1,6i+1,6n); According to Theorem [B, if s’ is not
satisfiable for IT,,4,,(5)S, then the deletion operation is not allowed.
Otherwise, the deletion operation is not allowed.

(5) replace $v with E.

(a)

(b)

(d)

Assume $v is a value of object s. Then a new object s’ is constructed
with name(s):E and o'=0(s/s’). According to Theorem [ if s’ is not
satisfiable for I7,,4¢(5)S, then the replacement operation is not allowed.
Assume $v is the name of object s. Then a new object s’ is constructed
with E:value(s) and o'=0(s/s’). Assume that t is the parent of s, accord-
ing to Theorem [6], if #'=t(s/s’) is not satisfiable for IT,,4;¢(1)S, then the
replacement operation is not allowed.

Assume $v is an object and t is the parent object of $v with a value
of tuple t=name(t):(Qay,...,Qa,,,e1,...,e,). If E=Qa; then a new object
t' is constructed with name(t):(Qay,...,Qa;_1,E,Qa;11,...,Q0.,,€1,...,€)
and o'=o(t/t"). Similarly, if E=e;, the a new object ¢’ is constructed with
name(t):(Qay,...,Qam,,e1,...,¢i—1,E, €;11,....6,) and o'=o(t/t"). According
to Theorem[B], if ¢’ is not satisfiable for I ame(t)S, then the replacement
operation is not allowed.

Otherwise, the replacement operation is not allowed.

4 Conclusions

We have described a declarative XML update language which is based on the
XML-RL data model and query language, and systematically defined the syntax
and semantics of schema, database, and the XML-RL update language including
insertion, deletion and replacement. We are implementing the XML-RL system
that supports XML-RL queries and updates at Carleton University.
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Abstract. XML database schema integration has lately received increasing
attention. It helps to obtain unified representation of all participating databases
of an organization, facilitating their information access and utilization. The
presented XML database schema integration framework follows one short
strategy [3]. The system is capable of integrating simultaneously n schemas.
Possible conflicts between XML schemas are detected and their resolutions
proposed. A normal form of XML schema is also given; it provides a unique
declaration of an XML schema and avoids ambiguous schema representation.
XML Declarative Description (XDD) [16] is used as the framework’s
underlying model.

1 Introduction

The Web could be viewed to be a very large, loosely-coupled set of heterogeneous
databases each of which is a Web site. Although their data normally have an
individual structure, Web databases do not typically conform to any well-known rigid
structure, such as a relational or object schema. In order to make the data in a Web
database understandable to humans, the names of attributes could be included within
the data fields yielding self-describing data. The language most likely to be accepted
as standard representation for such data is XML, leading to a new class of databases,
i.e., XML databases. These XML databases can be newly built or obtained by
conversion of existing databases into XML format. Since XML databases are
normally distributed on the Web, their integration demands important and interesting
research. One main problem of the integration of databases, both XML and
conventional ones, is their schema integration, which combines the schemas of
participating databases into a unified one. This unified schema will enable users to
access with a single global view a set of distributed, but related data.

Most of the previously developed integration systems, such as Tukwila [12],
HERA [14], DIXSE [7] and LoPix [10], aim to handle XML databases. Even though
these systems have achieved certain results, they still have limitations. In DIXSE,
authors tried to integrate Document Type Definitions (DTDs) into a common
conceptual schema. For this purpose, a meta-modeling language named Telos is used

1 http://www.w3.org/TR/REC-XML
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to present the data model and the derived conceptual schemas. Besides, the system
used DIXml, a declarative language for specifying a DTD mapping onto a conceptual
schema. By using DIXml, the system is more efficient in metadata processing.
However, due to DTD’s limited capability to describe complex data types and
contents, details of participating schemas and information required for their
integration might not be expressible, obstructing accurate and efficient integration.
Moreover, while even Telos is strong in representing metadata modeling, it does not
follow XML syntax, whence it cannot be integrated with XML data in a uniform
environment to be processed. In the Tukwila integration system, the authors deal with
integration of extracted data from sources. Every data source is mapped to the
mediated schema via its own schema. Whenever users pose a query, Minicon
algorithms [12] are applied to optimize it. X-scan operator [12] works as a recursive
function to extract data from sources. Because the system does not integrate
individual data source schemas before processing queries, extracted data with overlap
and conflicts between them are unpredictable. These data are too crude for users, who
expect a human friendly result. In LoPix, people manipulate and restructure databases
with several XML trees. By linking sub-trees, fusing elements and defining
synonyms, data can be restructured and integrated into a result tree [10]. For this
purpose, the author uses a logic-based language XPathLog [10] to integrate XML
documents. However, its author has only referred to simple cases of schema conflicts.
It must be pointed out that there are many other conflicts between schemas which
need to be resolved such as those due to structure, data type, constraints, etc., in
addition to synonym ones. Even though the LoPix system can resolve synonymous
conflicts in the simplest case, where the conflicts are caused by different namespaces,
the building of a framework which can cover all possible conflicts between schemas
remains a great challenge.

In view of the existing problems, a new framework for integrating XML database
schemas is proposed. It is one among the few systems that follow one short strategy
[3], ie., it is capable of integrating n schemas simultaneously. Moreover, this
framework can resolve all of the major schema conflicts in a unified manner. This
achievement is due to the capability of the framework’s modeling language - XDD
[16], an XML-based information representation scheme. Unlike Telos and XPathLog,
it allows one to model all components of XML databases, i.e., extensional and
intensional databases as well as constraints and queries [15]. In addition, it can also
express rules, ontologies and axioms, whence it enables schema integration
mechanisms and conflict resolution guidelines to cooperate harmoniously. When
compared with [11], the newly proposed conflict resolution guidelines help resolve
conflicts among the schemas of XML databases as well as those among the schemas
of relational and object-oriented databases.

Section 2 gives a brief overview of XDD, Section 3 explains integration strategies,
Section 4 describes the proposed integration framework architecture and its
components, Section 5 presents the schema integration steps in detail, analyzes
schema conflicts and develops their resolutions; finally, Section 6 concludes the

paper.
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2 XML Declarative Description

XML Declarative Description (XDD) [16] is an XML-based information
representation, which extends ordinary, well-formed XML elements by incorporation
of variables for an enhancement of expressive power and representation of implicit
information into so called XML expressions. Ordinary XML elements - XML
expressions without variable - are called ground XML expressions. Every component
of an XML expression can contain variables, e.g., its expression or a sequence of sub-
expressions (E-variables), tag names or attribute names (N-variables), strings or
literal contents (S-variables), pairs of attributes and values (P-variables) and some
partial structures (I-variables). Every variable is prefixed by ‘$7:’, where T denotes
its type; for example, $S:value and $E:expression are S- and E-variables, which can
be specialized into a string or a sequence of XML expressions, respectively.
An XDD description is a set of XML clauses of the form:
He«B,..,B, B, .. B

where m, n 20, H and the B, are XML expressions and each of the / is a predefined
XML constraint—useful for defining a restriction on XML expressions or their com-
ponents. The XML expression H is called the head, the set (B, ..., B,, 3, ..., B} the
body of the clause. When the body is empty, such a clause is referred to as an XML
unit clause, otherwise it is a non-unit clause, i.e., it has head as well as body. A unit
clause (H ¢ ) is often denoted simply by H and referred to as a fact. Moreover, an
XML element or document can be mapped directly onto a ground XML unit clause.
The elements of the body of a clause can represent constraints, whence XML clauses
(both unit and non-unit ones) can express facts, taxonomies, implicit and conditional
relationships, constraints, axioms as well as ontology — set of taxonomies together
with their axioms. Given an XDD description D, its meaning is the set of all XML
elements which are directly described by and are derivable its unit and non-unit
clauses, respectively.

3 Integration Strategies

Paper [3] classifies the integration strategies into: binary and n-ary strategies:

The first allows integration of two schemas at a time and can be subdivided into
ladder and balanced strategies, depending on the order of the schemas to be
integrated. The second allows integration of n schema at a time (n > 2). An n-ary
strategy is one shot, when n schemas are integrated in a single step; it is iterative
otherwise.

Most existing systems follow binary strategies [6,10], where the sequence of pair-
wise schemas to be integrated must be decided carefully. This requires in-depth
understanding and an analysis of participating schemas. Moreover, since only two
schemas are integrated at a time, the number of integration and conflict resolution
operations is relatively large.

Although the disadvantages of binary strategies are obvious and well-known to
database designers, there has been no framework flexible and powerful enough to
support n-ary integration strategies. The greatest difficulty of n-ary integration
strategies is the analysis and merging of participating schemas while still separating
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and keeping track of the changes to each of their elements, so that mappings between
participating and integrated schemas can be established later. With XDD, the
framework treats every participating schema as a large XML expression. Therefore,
one may process n schemas at one time by treating them as a single schema consisting
of n large XML expressions. With this strategy, a considerable amount of semantic
analysis can be performed before merging and the maintenance of a large amount of
track-keeping temporary data is avoided. This integration process is simpler and the
processing steps required are less when compared with those employing binary
strategies.

4 Integration System Architecture

This part considers the components of the proposed integration system. The internal
structure and function of each component will be explained in detail.

4.1 System Overview

The inputs of the system are the schemas of source or local XML databases. Attached
with these schemas is a common ontology, which contains their metadata and is

expressed in terms of RDF?2 or DAML+OIL3. Information from the ontology is used
to resolve conflicts among local schemas. The system’s output is the integrated
schema and the mapping between individual local schemas and the global schema.

4.2 System Architecture

A framework which simultaneously integrates heterogeneous XML databases is
proposed. It is subdivided into three layers: Data sources, schema cleaning and union,
mediating layers, discussed in the following sections.

4.2.1 Data Source Layer
This layer contains the input into the system, i.e., XML databases (XDB) [2, 15], their
schemas and their common ontology. The schemas are assumed to be expressed in

terms of XML Schema# which is much more expressive than DTD. In addition to
XML databases, data sources could actually be in the form of relational database,
object-oriented database, HTML or text file. However, their schemas must be
transformed into XML format and expressed in XML Schema, which is normally
possible due to the expressive power of XML.

The common ontology serves as the system’s metadata and is basically represented
in terms of RDF or DAML+OIL. However, RDF and DAMLA+OIL are not sufficiently

2 http://www.w3.org/TR/REC-rdf-syntax/
3 http://www.w3.org/TR/daml+oil-walkthru/
4 http://www.w3.org/TR/xmlschema-0/
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powerful to represent all the needed information. They are just capable of expressing
simple relationships between classes and objects, but not complex relationships,
axioms and constraints. The expressive power of RDF and DAML+OIL is enhanced
by their embedment into XDD, resulting in RDF and DAML+OIL being able to
express implicit information, rules, axioms and constraints, whence, most of the
metadata information required by integration processes can be represented. XDD-
based RDF or DAMLA+OIL contain XML expressions the tag names of which follow
those specified in RDF and DAML+OIL.

4.2.2 Schema Cleaning and Union Layer
The main task of this layer is to remove namespaces and combine participating
schemas. There are two sub-components in this layer.

Namespace elimination and Schema combination. The first of these components
removes from all participating schemas their namespaces which might make similar
or even the same tag names look different. The schemas, the namespaces of which
have been removed, will be combined into a single XML document by the second
component and then sent to the upper - mediating layer.

4.2.3 Mediating Layer
The mediator is the central component of the architecture. It consists of a set of rules
that correspond to the axioms of and constraints on classes and their properties.
Application of rules to a set of facts allows one to infer new facts. Rules can be
applied recursively, i.e., the result of a rule can be input to other rules. The rules can
be expressed in XET [1], an XDD-based rule language.

The mediator’s main task is to resolve conflicts and integrate different schemas into
a common schema for all participating databases. It contains the three sub
components: Normal form conversion, conflict handler and schema integration.

Normal form conversion transforms all elements in participating schemas into a
common format. With the normal form, all conflicts can easily be resolved in the next
component without worrying about interleaving each other. After transforming all
elements into the normal form, the conflict handler is used to solve conflicts between
elements. All kinds of conflicts are examined and the sequence of the rules to be used
is also considered carefully.

The schema integration component removes data redundancy and merges
elements, yielding the final result — the integrated global schema.

S Detailed Steps of Schema Integration

The integration of schemas is divided into the five steps: Schema cleaning and union,
normal form conversion, conflict resolution, schema merging and reconstruction. Due
to the limited space available, only some concrete (XDD) rules are presented.
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5.1 Schema Cleaning and Union

The main task of this step is the preparation of all work for the other integration
processes in two sub-steps. Firstly, the namespaces of all participating schemas are
removed, because these namespaces will lead to misinterpretation of terms. Moreover,
XDD cannot be employed to solve schema conflicts while namespaces remain. For
example, in XDD, xsd:string and ms:string are considered to differ completely,
although they represent the same data type string. Hence, the removal of namespaces
is necessary.

Secondly, after their namespaces have been removed, input schemas are combined
into a single XML schema document so that all of them can later be integrated
simultaneously. XDD will treat each input schema just as an XML expression, and
hence can deal simultaneously with their integration.

5.2 Normal Form Conversion

The main task here is the conversion of all elements into a combined schema in a
common form. In order to gain an understanding for the reason why all schemas have
to be converted into a common form, the problem will be analyzed next:

Fig. 1a and Fig. 1b display two typical schemas that describe the same set of XML
documents. Obviously, the two schemas are semantically equivalent, but they have
different structures due to the difference in their declaration. This situation occurs
often when schemas are specified by different designers. This difference leads to the
system treating them totally differently and sometimes a lot of effort is required to
integrate them even though they are the same. It will be much better to detect these
syntactic differences in the input schemas and eliminate them before the start of the
integration process and reduce the time and complexity of the processes.

After examining many cases of this problem, it has been found that its major
causes are: The declaration of data types and arbitrary references of XML elements.
A solution to this problem is to convert all participating schemas into a common
normal form.

Definition

Schema S is in normal form if and only if:

For any elements E, A, B of S,
- if A is the data type of E, then A is defined immediately after the definition of E,
- if B is referenced by E, then E is replaced by B.

Schema 1 in Fig. 1a is not, Schema 2 in Fig. 1b is in the normal form.

Normal form conversion transforms an XML schema into a complete nested
structure. Instead of storing temporary variables for reference elements and referred
data types, an XML processor can now process a normal form schema straightaway,
because it contains neither reference elements nor referred data types. Besides, a
schema in normal form readily yields information about the paths between elements,
which is useful for resolving many structural conflicts.
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<schema>
<element name="Bookstore">
<complexType>
<element name="Book" type="books">
<element ref ="Magazine"/>
<complexType>
<element>
<complexType name="books">

<schema>
<element name="Bookstore">
<complexType>
<element name="Book">
<complexType>
<element name="Title" type="string"/>
<element name="ISBN" type="string"/>
< element name="Author" type="string"/>

<element name="Title" type="string"/> </complexType>
<element name="ISBN" type="string"/> </element>
< element name="Author" type="string"/> <element name="Magazine">
</complexType> <complexType>
<element name="Magazine"> <element name="Title" type="string"/>
<complexType> <element name="Date" type="date"/>
<element name="Title" type="string"/> <element name="Publisher" type="string"/>
<element name="Date" type="date"/> </complexType>
<element name="Publisher" type="string"/> </element>
</complexType> </complexType>
</element> </element>
</schema> </schema>

a. XML schema 1 b. XML schema 2

Fig. 1. The two equivalent schemas

5.3 Conflict Resolution

Here conflicts between schemas are detected and resolved by using the information
from the ontology. XDD rules are used to represent the resolution.

Running Example

Fig. 2 illustrates an example of solving conflicts between schemas. There are three
XML schemas coming from three sources. Rectangular nodes represent elements, and
circular nodes attributes. Consider the School element in the three schemas: Schema 1
(Fig. 2a) has Dormitory and Student_Library, Schema 2 (Fig. 2b) Professor and
School_Library, Schema 3 (Fig. 2c) Employee as sub-elements. This running example
is used in the rest of this section.

5.3.1 Conlflicts and Their Classification
There has been a lot of research attempting to resolve schema conflicts. Reference
[11] introduces various conflicts between XML schemas, but fails to resolve all of
them. The present work inherits results from the above research, but introduces some
new resolutions.

Classify conflicts into four main types: Name, Structural, Constraint and Data type.

5.3.1.1 Name conflicts
There are two sources of name conflicts: Homonyms and synonyms.

Homonyms: When terms refer to different real world objects or concepts, they are
known as homonyms. In Fig. 2b the term name is the name of Borrower, while in Fig.
2c, it is the name of Professor. Of course, the meaning of these two terms is
completely different. It cannot be the same. One solution to this problem is to add a
prefix to each element.
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Fig. 2. The running example

Synonyms: When two different terms refer to the same real world object or concept,
they are also known as synonyms. In Fig. 2, the two element names Student library
(Fig. 2.a) and School_Library (Fig. 2.b) represent the same element Library. In this
case, the ontology is used to discover the similarity between terms. These synonyms
of terms must be detected and reconciled when integrating heterogeneous data
sources. The XDD rule for solving synonyms follows:
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<xsd:element name=$S:common name $P:att source="A"> % This rule specifies that
$E:exp 9 if there are two similar
</xsd:element> o, elements $S:namel and
<xsd:element name=$S:common name $P:att source="B"> .
SE: 9, $S:name?2 in schemas A

</xsd:element> % and B, and $S:namel

& <xsd:element name=$S:namel $P:att source="A"> % and $S:name2 are

$E:expl % synonyms. Then they

</xsd:element> % are replaced by the

<xsd:element name=$S:name2 $P:att source="B"> % $S:common_name and

/$E;e"11’2 % the content of each
</xsd:element> . .

lement is the union of

[synonyms ($S:common_name, $S:namel, $S:name2), % element 1s the union o

$E:exp=Union($E:expl, $E:exp2)] % all elemnts.

5.3.1.2 Structural conflicts
There are four sources of structural conflict: Missing-item, internal path discrepancy,
aggregation, generalization/specialization.

Missing-item conflict: This kind of conflict happens when the same elements have
different numbers of sub-elements or attributes. In Fig. 2a, School has only two sub-
elements: Dormitory and Student_Library. In Fig. 2b, it has two sub-elements are
Professor and School_Library. In Fig. 2c, it has one sub-element: Employee.

Missing-item conflicts can be detected by comparing sub-elements or attributes of
a particular element. The resolution of this problem is to unite all sub-elements and
attributes of the same elements. In the running example, sub-elements of School in the
integrated schema are the union of all the elements Dormitory, Library (converted
from Student_Library and School_Library), Professor and Employee. The XDD rule
for solving missing-item conflict (union rule) is:

<xsd:element name=$S:name $P:att source= "Integrated"> ¢, This rule specifies that

<x:z=c°m§16"TYPe> % if there are two similar
:exp! . :
</rsdrooaple o % elements $S:name in
</xsd:element> % two schgmas A and B,
& <xsd:element name=$S:name $P:att source="A"> % then their contents are
<xsd:complexType> % the union of all sub
$E:expl % elements
</xsd:complexType>
</xsd:element>
<xsd:element name=$S:name $P:att source="B">
<xsd:complexType>
$E:exp2
</xsd:complexType>
</xsd:element>

[$E:exp3=Union($E:expl, $E:exp2)]

Internal path discrepancy conflict: Internal path discrepancies arise when two paths
to the same element only match partially or not at all. In Fig. 2b, the element
Professor is the immediate child node of the element School, while in Fig. 2c,
Professor is the child node of Employee, not the immediate child node of School.

In order to resolve internal path discrepancy conflicts, first, one has to resolve
missing-item conflicts, and then to remove redundant elements. The elements to be
removed are decided based on the information from the ontology, which is given to
support integration processes. For instance, the information from the ontology tells:
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Professor is subClass of Employee, whence, in this case, the element Professor - the
child of School - need be removed.

Aggregation conflicts: Aggregation conflicts happen when elements or attributes in
one schema are the result of aggregation of some elements or attributes in another
schema. In Fig. 2a and Fig. 2b, the attribute address is the result of aggregation of the
street and city attributes. This problem’s resolution is based on information from the
ontology and defines a new data type from existing elements or attributes. In order to
resolve aggregation conflicts, first the union rule is applied which yields the result of
Fig. 3a, where only some important elements are shown.

School School
v
address
address street city strc:t/\‘ city
a. Union of two schemas b. Creation of new data type

Fig. 3. Resolution of aggregation conflicts

Then a new data type is created by combination of elements. For instance, based on
the information from the ontology, it is known that street and city are subClasses of
address. Hence the XDD rule is applied to create a new data type (see Fig. 3b), which
is established like existing XDD rules.

Generalization/specialization: This kind of conflict happens when an element in one
schema is more specific (general) than an element in another schema [11]. Fig. 4
shows an example of generalization/specialization.

Human <l Human
A/VI\A man woman
sex name email K A K A
name email name email

Fig. 4. Generalization/specification conflicts

Theoretically speaking, the solution of this problem is to consult the ontology for a
decision. However, it is interesting that a generalization/specialization conflict can be
automatically resolved by sequential application of the union rule and elimination
rule. In this case, by using information from the ontology, one finds
humansex="male” =man and humansex="female” = woman. So the attribute sex is
no longer necessary for the schema and can be removed.
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5.3.1.3 Constraint conflicts

During schema integration, constraint conflicts between elements often occur. The
guideline for solving constraint conflicts is to weaken the constraints. For example,
Table 1 shows the possible constraints of attributes from different schemas and the

resolution in an integrated schema.

Table 1. The resolution for fixed and default value

Schemal Schema2 Target Schema
Require Optional Optional
Optional Fixed Optional
Fixed Default Default
Default Prohibited
Prohibited Require *
The symbol “~” means no constraint value, whereas symbol “*” means the target

value must be consulted by designers.

5.4 Reconstruction of the Integrated Schema

After resolution of conflicts, schemas are ready to be merged. First, unnecessary tags
are removed. Then, the contents of participating schemas are combined into one
integrated schema file. This file may contain many redundant elements which should
be removed. A guideline for the elimination of redundant elements is to remove sub-
trees in order to retain the more general structure.

6 Conclusions

The proposed system is one of the few frameworks which can simultaneously
integrate n heterogeneous XML schemas. It employs XDD as its underlying model for
the representation of common ontology and general rules, and for resolution
guidelines required by various integration steps. In addition, the system uses XML
Schema to describe database schemas. With this approach, the system is more flexible
when it comes to resolving conflicts and merging schemas. All major possible
conflicts between schemas have been addressed and their resolutions proposed. The
problem of equivalent schema conflicts, defined by the concept of normal form, has
been addressed and it has been demonstrated how to convert a schema into its normal
form. As a result, XML schemas can be declared uniformly and ambiguities avoided,
which are caused by arbitrary schema declaration. With the expressive power of XML
Schema, the proposed approach can also integrate the schemas of other types of
databases, e.g., relational and object-oriented databases, if the schemas can be
translated into or represented by XML Schema. Moreover, as Web application
metadata could be described in terms of XML Schema, the proposed approach can
readily be extended to deal with the integration of such metadata. A prototype system
[13] has been implemented in order to verify the effectiveness of the approach.
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Abstract. XML is an important format of information exchange and represen-
tation. One of its features is that it has tag representing semantics. Based on this
feature, an extensive aggregation of operation of XML data, Xaggregation, is
represented in this paper. Xaggregation permits XPath expression decorating
dimension property and measure property. With Xaggregation, statistics of
XML data becomes more flexible with function of aggregating heterogeneous
data and hierarchy data along some path of XML. Xaggregation could be em-
bedded in query language of XML such as XQuery. In this paper, the definition
of Xaggregation is presented, as well as the semantics and application of it. Im-
plementation of Xaggregation based on native XML database with XML as tree
structure is also designed.

1 Introduction

XML is an important information representation format. On one hand, because of its
extendability, it is used widely as information exchange format. On the other hand,
model of XML could be considered as semi-structured [1], information representation
ability of which is stronger than that of tradition relational database. Therefore, XML
database has its special meaning. XML warehouse is often used as cache of informa-
tion integration system based on XML is an. XML database is also used as web data-
base.

Today, one usage of database especial massive database is for decision support.
Aggregation is a basic operation of decision support.

There are many aggregations definition and implementation methods of relational
database. But in XML database, the work of aggregation is quite little. [6, 7, 8] is a
serious of work of a kind of aggregation related to XML. It uses XML data as decora-
tion of dimension properties. In [12], an operation to implementation aggregation of
XML stream is presented. This operation is to aggregate a series of XML documents
into one based on their same parts, and do not touch the real statistics of the informa-
tion contained in XML document.

1 Supported by the National Natural Science Foundation of China under Grant No.60273082; the Defence Pre-
Research Project of the ‘Tenth Five-Year-Plan® of China no.41315.2.3

G. Dong et al. (Eds.): WAIM 2003, LNCS 2762, pp. 104-115, 2003.
© Springer-Verlag Berlin Heidelberg 2003
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Aggregation of data in XML format should be different from that of relational da-
tabase in semantics. With stronger representation ability of tag representing semantics,
aggregation of XML should be extended. Possible extensions of aggregation of XML
data are:

® The aggregation of the same property should permit a special set of paths,

such as a path set defined with XPath[2]. That is to say, the dimension prop-
erty and measure could be a set of object in XML document. The object in
various positions of XML document with various paths could be aggregated
together.

®  The structure of XML document should be considered, representing the com-

plex way of aggregation. This process is quite like roll-up operation in com-
mon aggregation with the difference of multiple roll-up paths that make up of
a complex structure.

With above extensions, the aggregation of information in XML format becomes
flexible.

In aggregation on relational database, the property to be aggregated up is measure
property and the property the aggregation based on is dimension property. This paper
continues to use these definitions to describe new aggregation. In this paper, path of a
node n in XML tree refers to the path from root of the tree to n. Node a nearer to root
than node b is defined as a is higher than b.

In this paper, a special aggregation operation based on XML, Xaggregation, is pre-
sented. This operation permits XPath decorating dimension properties and measure
properties. We believe this paper to be the first to consider this instance of aggregation
in XML data.

However, the implementation of this kind of aggregation is more complex, because
of not only complex process of aggregation, but also various logic and storage struc-
tures of XML data.

XML database has several storage structures. Mainly, four kind storage of XML
databases are used, common file system, OO database, relational database and native
XML database[11]. Native XML database is used more and more because its imple-
mentation is optimized specially for XML data. Relational database [9, 10] is also
widely used to store and process query of XML data. But because of the core idea of
storing XML data in relational database depends on decomposing of schema of XML
data into tables. Xaggregation needs travel of path, as will bring out many join opera-
tions. The efficiency is affected. Therefore, the implementation of Xaggregation in
this paper is based on native XML database with tree structure.

This paper focuses on the definition of aggregation on XML data as well as imple-
mentation of Xaggregation on native XML database. The contribution of this paper
includes:

®  Operation Xaggregation are defined. The usage of Xaggregation is presented

by example.

® Implementation algorithm of Xaggregation is presented. The implementations

are based on native XML database.

This paper is structured as follows. Section 2 presents the motivation of defining
new aggregation operation. Xaggregations are defined in section 3. Implementation of
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Xaggregation is presented in section4. Section 5 gives experiments of Xaggregation
and related works are summarized in section 6. Section 7 draws the conclusion.

2 Motivation

In this section, we consider motivation for the present work. As mentioned in intro-
duction, the Xaggregation satisfies requirements of aggregation on XML data. Xag-
gregation serves many purposes:
® Complex document structure: The object to be aggregated in the same XML
document may in various positions of the XML document. For example, sta-
tistics of the salary level of a company, the organization of the company may
be complex. Some parts may be vertical structure, and some another parts may
be flat structure. The properties to statistics may in different path. With Xag-
gregation, this kind of statistic could be represented and implementation.
® Data distribution: Data in information integration system distributes in vari-
ous autonomy data sources in internet. The data could be considered as one
XML document [1]. Representation and implementation of aggregation on this
kind of data need Xaggregation, because properties to be aggregated may be
in various paths in autonomy data sources with respective schema.
® Hierarchy information aggregation: aggregation of XML data could be
along different paths. E.g. statistics of the salary level of the company with
complex structure on various organizations with different granularity needs
aggregation along various paths because properties to aggregate may be in dif-
ferent structures.

3 Definition of XAggregation

Aggregation on XML data is distinguished to that of relational database mainly be-
cause of the tree structure of XML data. Therefore, aggregation of XML
data, Xaggregation, focus on data with Xpath [2], a flexible path description . In this
section, the definition XAggregation operation and its properties are introduced.

3.1 The Definition of XAggregation

Xaggregation is aggregation on measure property b, decorating by an XPath pathb,
grouping by dimension property k also decorating by an XPath pathk. The object the
aggregation based on, just like a tuple of aggregation in relational database, is defined
as aggregation object with the node identifying it called common root. The result of
Xaggregation is the aggregation result of measure property in aggregation object
grouping on dimension property satisfying XPath description in query.

In Xaggregation, both measure property and dimension property do not have a sin-
gle property description as relational database but a set of descriptions. If an aggrega-
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tion object has more than one measure property, the aggregation of these objects could
be considered as its measure value. In the aggregation of relational database, the
measure in tuples with the same dimension value could be aggregated together. While
in Xaggregation on XML document, under the same common root there may be more
than one dimension properties with the same tag but different value or Xpath. Seman-
tics of one aggregation expression may have different meanings. Therefore restriction
is to be added to Xaggregation. We have chosen the following because we believe
they can all be useful in different instance.

ANY_VALUE: If one aggregation object contains more than one dimension prop-
erties, this aggregation object is considered as objects each with a single dimension
property value and the aggregation result of measure property values. If there are
multiple dimension properties in the same aggregation object with only one value,
they are considered as one dimension property during aggregation.

ANY_PATH: If one aggregation object contains more than one dimension proper-
ties, this aggregation object in a single aggregation is considered as objects each with a
single dimension property value and the aggregation result of measure property value.
Only when the path and value of dimension properties are both same, they are consid-
ered same during aggregation.

COMPOUND_VALUE: If one aggregation object contains more than one dimen-
sion properties, this aggregation object is considered as an object with the combination
of dimension property value and the aggregation result of measure property value.
Judging rule of the aggregation objects to aggregate is that they have same dimension
property, as means the combinations of dimension of them are same.

COMPOUND_PATH: If one aggregation object contains more than one dimension
properties, this aggregation object is considered as object with the combination of
dimension property value with path and the aggregation result of measure property
values. Judging criterion of the aggregation objects to aggregate together is they have
same dimension property, as means the combinations of dimension of them are same,
both path and value of each element of the combination should be same.

3.2 Expression of XAggregation

A simple expression of Xaggregation could be described as:

Sun([path )/a/[path,]/b) group by [feature][path /a/[path]/k

In the description, path,, path, and path, represent the paths of element a, b and k
respectively. fun is aggregation function, which may be avg, sum, count, min, max and
so on. The semantics of the expression is to aggregate all the value of bs in object a
satisfying path, with a unique value of k under the same object with root tag a satisfy-
ing path, and assemble the aggregate value and k value in result. Feature is one of
ANY_VALUE, ANY_PATH, COMPOUND_VALUE and COMPOUND_PATH.
Default value of feature is ANY_VALUE.

The representation could be embedded into XQuery[3] easily with format:

for $pn in distinct-values(document(document_name)//[path )/a/[path,]/k)

let $i := document(document_name)//[path ]/a

group by $pn
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return

<result>

<dimension>$pn</dimension>

<aggvalue> {fun($i/[path,]/b)} </aggvalue>
</result>

3.3 Explanation of Xaggregation

It is different from data in XML format and relation is that
object under XML tag may be both single value and com-

/‘a\ bine object while that of relational is just a value. Hence
b ¢ 4 the condition of valid aggregation is:

/\ With aggregation function sum, avg, measure property,

Y b, should be a simple value. With aggregation function min

b \ and max, measure property should have predefined order

[/ relation. With aggregation function count, measure prop-

erty could be both simple value and combine object.
Dimension property could be both simple value and
combine object. When executing aggregation, aggregation
objects with the dimension properties

same in both value and structure are
considered to be aggregated.
b ‘li Because of recursion node of schema
1

0 /\r /\ /\ of XML document, there may be more
r=e=-- r—=-"1
| a

than one common root in a path. E.g.

Fig. 1. Sample branch

CA R AL e o
[ \ rh / \ : é. / : when aggregation is sum (a/*/b) group
2 i d :4 i b 4 i b x: by a/*/d, if there are branch as a/c/a/c/b
T E j: ' %: in schema, there are several instances
11610 3 | ?4 i satisfying the aggregation schema. The

Fig. 2. An XML fragment aggregation of this structure is computed
in the following rules:

If there is more than one common root in a path, aggregation is executed along the
path from lower level to higher level. Only aggregation objects under a common root
could be aggregated. Aggregation objects without any common root upper to them are
aggregated.

The semantics of the aggregation along with path is that aggregate all the values of
a measure property decorated by a special dimension property.

3.4 An Example of Xaggregation

Fig.2 is a XML document fragment with the schema in fig.1. In this XML document
fragment, the fragment in gashed bound is treated as a group of aggregation object.
Nowhere in what model, aggregation results of these elements in this level are (10, 16)
and (5, 96). In the bracket, the former number represents the value of dimension prop-
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erty and the latter number represents the result of aggregation. For the tag a in the root
of the fragment, the results of the aggregation in four models are shown as following:

ANY_VALUE: (5, 142), (10,142)

ANY_PATH: (a/d, 10, 142), (a/c/a/d, 5, 142), (a/c/a/d, 10, 142)

COMPOUND_VALUE: ((10, 5), 142)

COMPOUND_PATH: (((a/d, 10), (a/c/a/d, 5), (a/c/a/d, 10)), 142)

Aggregation results of them are same because all of measure properties under root
node a are considered as to be aggregated. In the four models, result representations
are different. If there are upper aggregation objects of root a, in different model, dif-
ferent values of this level are used for aggregation

4 Implementation of Extended Aggregation

In this section, implementation algorithm of XAggregation is presented. All the im-
plementation is based on native XML database, in which XML documents are stored
in tree mode. An XML document is processed as an ordered label tree, defined as
XML tree. But our algorithm doesn’t depend on special storage structure.

The idea of XAggregation implementation is to compute aggregation result during
traversing XML tree. Main data structure of the algorithm is stack_list representing
aggregation nodes in the path, contains three parts: aggregation result, dimension list,
dimension-result list. Aggregation result is the aggregation result of this node, which is
computed during traversing children of this aggregation node. Dimension list records
values of dimension properties under this aggregation node. Dimension-result list
records aggregation results and dimension values of children of this aggregation ob-
ject.

XAggregation algorithm is a recursive process. When a common root is met, a new
node n is pushed into a stack_list 1. The value of aggregation result and dimension
property is stored in n. If a measure property is met, the value of it is aggregated to all
nodes in 1 the path to whom satisfies path condition. When a dimension property is
met, the value of it is connected to the dimension-result list of all nodes in 1 satisfying
path condition. When the computation of an aggregation is finished, the aggregation
result of top in 1 is aggregated to the node under it and the dimension list and dimen-
sion-result list is merged into the node under it. Distinguish of the four kinds of aggre-
gation model is that the dimension information stored in dimension list and dimension-
result list is different.

Description of the algorithm is shown as follows. In order to simply the description
of algorithm, the algorithm described here could only process queries with just one
dimension property and one measure property. Access of the tree is considered as an
interface of native XML database. Extension of the algorithm is easy.

Algorithm1 Xaggregation algorithm:

void Xagg(c, p,, P, P.- path,, path_, path, path, path, stack,, func, 1)

Input: 1: the root of current XML sub-tree;
p,: the name of dimension property;
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p,: the name of measure property;
p.: the name of common root of p, and p,;
path,: the path of dimension property in query;
path_: the path of measure property;
path : the path of common root in query;
path.: the path of root in entire XML document;
path;: the path from current node to its nearest ancestor with label p ;
stack,: a Istack_list to store the value of measure properties and dimension proper-
ties along the aggregation path;
func: aggregation function
Method Description
path, =path +c; path’=path+c; t=label_of(root);
if (p;= =t && path= =path ){// if a dimension property is met
connect the value of this node to dimension list in the top of stack,
for(each node n in stack, except top){
if (path-n.path ==p ){
connect the value of this node to dimension list in the top of
stack,

}

return;
}
else if(p, = =t&&path= =path,_){// a measure property is met
aggregate the value of measure to result in the top of stack,
for(each node n in stack, except top){
if (path-n.path ==p_){
add the value of measure to sum in n
}
}
return;
}
else if (p.= =t and path = =path ){//a common root is met
path’=NULL;
push a new list node n into I;
}
for (each of the child of root ¢){
plain_agg(c, p,. P..» P.» Path,, path_, path,, path.’, path’, stack,, func);
}
if (p.= =t and path = =path,){//a common root is to be pop up from stack,
stack_list_node 1 =the top of stack,;
output(the aggreagation value of 1)
pop stack;
merge(top of stack,, 1 );
}

return
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Note of Algorithm1:

® symbol ‘+’ is overloaded for path as connect two path and symbol ‘-* is also
overloaded. Path -path, means cutting path, as the prefix of path, if path, is
not the prefix of path,, NULL is returned.

® Function merge is to aggregate the aggregation results in two lists with same
dimension property value. For different model, the judging condition of
“same” is different.

®  Function output is determined by the requirement of result’s schema. The re-
sult could be outputted as a series of tuples with position information. With
the information, tuples could be assembled to result with special schema.

® If func is avg, both the result of aggregation sum and count should be re-
corded.

5 Experiments

In this section, we present an experimental evaluation of our Xaggregation imple-
mentation algorithm using real and synthetic data sets. We execute our algorithm
directly on original XML documents. We traverse XML document as a tree but only
contain a single branch in memory.

5.1 Experimental Setup

5.1.1 Hardware and Software Environment
Our algorithm is implemented in Microsoft Visual C++ on a PIII running at 850MHZ
with 128M memory RAM.

5.1.2 Data Sets
In order to test the algorithm comprehensively, both real data set and synthetic data set
are used.

Real data set we used is Shakes. The set contains 36 XML documents with size
7.31M, 327461 nodes and 179871 elements. In order to execute the aggregation, we
connect all the documents into one, shakes.xml , with an additional root.

The query on Shakes is

for $pn in distinct-values(document("shakes.xml")//*/SPEECH/*/SPEAKER)

let $i := document("shakes.xml")//*/SPEECH

group by $i//*/$pn

return

<result>

<dimension>$pn</dimension>

<aggvalue> {count($i//*/LINE)} </aggvalue>

</result>
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< IELEMENT root (a*, f*)>
<!ELEMENT f (a*, b*, c*)>
<!ELEMENT d(a, f*, c)>
<!ELEMENT a (4PCDATA)>
<!ELEMENT b (#PCDATA)>
<!ELEMENT a (4PCDATA)>

< |ELEMENT root (a*, f*)>
<!ELEMENT f (a*, b, d, c*)>
<!ELEMENT d(a, b, f*, ¢)>
<!ELEMENT a (#PCDATA)>
<!ELEMENT b (#?CDATA)>
<!ELEMENT a (#PCDATA)>

a.DTD of Set B

b. DTD of Set C

Fig. 3. Schema of Test Data Sets

This query has special semantics as “statistics how many line each speaker has said
in all Shakes plays”.

The schema of real data is simple and the number of measure properties and dimen-
sion properties is small. In order to further test our algorithm, synthetic data sets are
designed with fixed schema using XMLgenerator[13]. Two data sets, named Set B and
Set C, are generated with different schema as are presented in fig.3. XML documents
with various size and structure are generated. The core task of Set B is to test the rela-
tionship between file size, number of nodes and process efficiency. The core task of
Set C is to test the relation ship between the structure and process efficiency, espe-
cially when the recursive common root exists.

For compare, the query on the two synthetic is the same:

for $pn in distinct-values(document("b.xml")//*/f/*/c)

let $i := document("b.xml")//*/f

group by $i//*/$pn

return

<result>

<dimension>$pn</dimension>

<aggvalue> {sum($i//*/a)} </aggvalue>

</result>

5.2 Experimental Results

Results of experiment on Shakes and Set B are presented in table 1.

From Table 1, it is noted that in Set B, the growth rate of speed of data process is
faster along with the file size. Although the comparison of string is slower than that of
number, the process speed of Shakes is faster than Set B, because there are more
nodes with no relation with aggregation in Shakes than those of XML documents in
Set B. Our algorithm is related to not only document size but also number of nodes of
common root, measure properties and dimension properties. Results of experiment on
Set C is in Table 2.
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Table 1. Comparison of Experiment Result of Shakes and Set B

Data set File size Number of Number of Ele- Process
nodes ments time(s)
Shakes 7.31M 327461 179871 9.713
Set B 64.1K 6862 3501 0.16
Set B 628K 66262 33201 15.321
Set B 1.63 M 174442 87381 87.355
Set B 17.7M 1863252 933191 1700.354
Table 2. Comparison of Experiment Result of Set C
Group File size Number of | Number of Maximum Process
id nodes Elements Number of time(s)
level
1 11.3k 1181 748 8 0.110
2 646K 65549 41518 15 9.063
3 658K 67235 42277 8 6.178
4 2.39M 234785 203977 8 16.924
5 2.81M 284250 199277 11 104.74
6 17.4M 1771441 1121918 21 2087.501

In Table 2, the file size and number of elements of group 2 and group 3, group 4
and group 5 is similar but the query process efficiency is quite different. It is because
in our algorithm, the deeper a measure property is, the more add operation should be
executed. The query process speed gap between group 4 and group 5 is larger than that
between group 2 and group3, because the structure of these XML documents becomes
different when adjusting parameters to obtain fit document size. It could be concluded
that our algorithm is sensitivity to the structures of XML documents, even when they
have same schema.

Comparing Table 1 with Table 2, query process efficiency of Set C is higher than
that of Set B, when XML tree is not too high. The reason is that the number of meas-
ure properties and dimension properties in the documents of Set C in less than that of
Set B, but the number of common roots is contrast. That is to say, the affect of number
of measure properties and dimension properties is more than that of number of com-
mon root and level. But the height of XML tree has large affect on the efficiency of
query process.

6 Related Work

As an important part of query, expression of group and aggregation are defined in
some of query languages. In XML query languages, LORLE and XML-GL aggregate
functions are fully implemented, XSL and XQL implementation aggregation partly,
XML-QL does not support aggregation[5]. XQuery[3] considers group and aggrega-
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tion. In query language with aggregation, the properties are permitted to be decorated
by path information. But none of them considers the complex instance when path of
property is described using complex path expression such as XPath, although XQuery
uses XPath as its path description standard.

Some algebra for XML also defines group and aggregation [14, 15, 16]. But none
of the aggregation definitions could represent the instance of recursion.

Process query with XPath is hot in research of XML[17, 18, 19, 20]. Most of them
focus on selection and projection of XPath. These works could be used for effective
implementation of Xaggregation on special storage structure. However, none of them
relates to aggregation directly.

7 Conclusion and Future Work

In this paper, Xaggregation, an operation of aggregation on XML data is presented. It
is flexible for aggregation of objects in XML document decorating with XPath. It
could be used in statistics of XML documents with complex structure, such as recur-
sion properties or distributed in various autonomy sites in internet. Xaggregation could
be embedded into Xquery. Implementation algorithm is presented in this paper.

Our algorithm is based on native XML database stored as a tree but not on special
storage. Efficiency of our algorithm is not high. It is necessary to design special algo-
rithms of special storage. In distribution environment, information transmission time
should be considered. These problems are left for further work..
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Abstract. Path query is one of the most frequently used components
by the various XML query languages. Most of the proposed methods
compute path queries in instance space, i.e. directly facing the XML
instances, such as XML tree traversal and containment join ways. As
a query method based on automata technique, automata match (AM)
can evaluate path expression queries in schema space so that it allows
efficient computation of complex queries on vast amount of data. This pa-
per introduces how to construct query automata in order to compute all
regular expression queries including those with wildcards. Furthermore,
a data structure named schema automata is proposed to evaluate con-
tainment queries that are very difficult from the conventional automata
point of view. To improve the efficiency of schema automata, methods
to reduce and persistent them are proposed. Finally, performance study
of the proposed methods are given.

1 Introduction

Most XML query languages [2/3l6]5/12] use path queries as their core compo-
nents. The input of path queries are path expressions (PEs). PEs can be divided
into steps connected by path operators. Different operators have different prop-
erties, and the main target of path query systems is to compute these operators
correctly and efficiently.

XML tree traversal is a basic and simple way [L1]. It tests all XML tree nodes
one by one in certain order to see if they are instances of the given PFE. This way
is effective but not efficient. There are some improved methods upon tree traver-
sal. They can reduce the searching space of traversal and improve performance.
However, since all nodes on pathes leading to candidate results must be accessed
at least once, it is not expected to be an efficient way. Another popular method
is containment join (CJ) [4]]. It gives each XML node a code as its id. Codes of
instances corresponding to PE steps are gotten from indices, and they are joined
up to compute the path operators between them. CJ is well designed to evaluate
containment queries, which are queries containing ancestor-descendant operator
(”//7). CJ is an efficient method and it can be easily implemented in relational
database systems. However, it does not support closure operators (7*”, 7 +4").

Methods discussed above are facing XML instances. Tree traversal ways ac-
cess instances to acquire their children, siblings or attributes; CJ ways join up
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two instance sets and form a new one. These methods are regarded as executing
in instance space. Speed of these methods is highly relevant to the amount of
instances they process. Therefore, if they run on large scale XML documents,
the efficiency will extremely decrease. The structure of an XML document is
usually defined by DTD or XML schema, and their structures are much more
stable than that of XML documents. Thus, if there is a method that runs in
schema space, it will performs well much better on large documents. Automata
match (AM) is such a method. It builds a path schema tree (PST) as index, and
converts PEs to query automata. Then, the nodes on PST are matched with
the status of query automata. Finally, the results are gotten on the nodes that
matches the accepting status. AM does not deal with XML instances directly
except results retrieval. Experimental results prove that it is efficient on large
documents. AM approach has been proposed first in [7], but it does not describe
how to evaluate ancestor-descendant operator. This question are fully resolved
in this paper.

Most path query system allows PFEs being arbitrary complex by nested struc-
ture. Moreover, some special path operators are very time-consuming in common
ways, so the complexity of the PEs can extraordinarily affect the efficiency of
query processing. These operators need to be studied carefully. Closure opera-
tors defined in regular expressions are useful and important for querying nested
structured XML data. They are very difficult to evaluate by ordinary methods
for most systems including RDBMS do not support them. Rewriting them into
repeated joins is a feasible but time-consuming way. Since there always exists
an equivalence automata for each regular expression, closure operators can be
convert to automata components naturally. Therefore, AM can easily deal with
closure operators.

Altmel and Franklin proposed an algorithm to perform efficient filtering of
XML document in the selective information dissemination environments [I]. Au-
tomata were used to denotes user profiles and a SAX interfaced parser was used
to activate the automata when parsing documents in there approach. They were
facing XML documents directly while AM is facing schemas of XML documents
for better performance.

Ancestor-descendant operator ”//” is another operator widely used in path
expressions, which is a non-regular operator. This operator is used to find all
descendant XML nodes of the context nodes. It can also be considered as a
”wildcard” of any path expressions that may occur there. Several ways has been
proposed to compute it. Rewriting this operator into path expressions is a usual
and universal way. However, if the document structure is very complex, the
expressions generated will be extremely complicated or even it is impossible to
generate equivalent expressions. CJ stands for a series of algorithms designed to
compute ”//”. Ancestor nodes and descendant nodes are retrieved into two lists
respectively, and the two lists are joined using certain algorithms. CJ is effective,
and it is suitable to compute queries like ”a//b” with the support of indices.
However, its speed depends on the amount of data being joined. Therefore, if
there are wildcards in PFEs, like ”a//*”, the speed will be extremely lower. AM
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cannot handle 7 //” directly like ”*” and ”+” since it is not a regular operator.
In this paper a data structure named schema automata (SA) is proposed to
compute ”//”. SA is built either from XML documents, DTD, XML Schema or
PST. Tt can be built dynamically while evaluating queries, or stored in database
as an index. In addition, it can be optimized to get higher performance.

The remainder of this paper is organized as follows. Section[2lintroduces some
basic concepts relevant to AM method and puts forward AM algorithm. Section
Bl illustrates the construction of query automata. Section [4 gives the definition
and manipulation of SA. Section [§ shows how to optimize SA. Section[f studies
the performance of AM and SA. Finally, Section [7] concludes the paper.

2 Basic Concepts and Automata Match Algorithm

In this section, some concepts and AM algorithm are introduced. AM is a
method that matches path schema with automata status, so the concepts of
path schema and automata are proposed first. Let D be an XML document, and
PSTp is an index named path schema tree of D. Let @ be path expression of
a query. @@ is converted into an query automata in AM, and the automata is
denoted by F\SAg.

Fach XML node has a node schema, which describes the type of the node.
For example, an XML element node tagged book and a node tagged name are
considered have different types, so they have different schemas. Node schema, is
also called schema for short. Different categories of XML nodes have different
definitions and representations of their schemas.

FEach XML document is regarded as having a distinct schema identified by its
URI. More often than not, only one XML document is involved in our discussion,
so a string ”/” is used to denote schema of the document in this situation. In
additional, all text nodes have a same schema, denoted by a constant string
text(). For element nodes, two have same schema if and only if they have same
element names. It is similar for attribute nodes. For an XML document D, all
schemas in it composes a set, denoted by X'p. This paper uses Latin letters like
a and b to represent schemas. A function Inst(a) stands for the set of instances
whose schemas are a.

XML data are structured as a tree, and each XML node is associate with a
path from root to it. The schemas of the nodes on the path formulate a sequence.
This sequence is called path schema. The set of path schemas in an XML
document D is denoted by ¥p. Obviously, ¥p C X'7,. Path schemas are denoted
by Greek letters like @ and . Each XML node has a path schema, and each
path schema corresponds to a set of nodes. This set is called instance set of
the path schema. For a path schema a € ¥p, Inst(a) denotes the instance set of
a. An index named path instance tree (PITp) are built in AM system. Instance
set of a schema can be get easily on PITp. Given a schema « € ¥p, |a| > 1, the
parent path schema of « is defined as parent(a) = left(a, |«|). |a| denotes the
length of sequence «, and left(a, n) means getting n schemas from path schema
« from left. There has a similar definition for right, which will be used later.
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It can be easily proved that if two XML nodes have parent-child relationship,
the parent node’s path schema is the parent path schema of the child node’s.
Another index PSTp is used to store and management path schemas. Figure []
gives the logical structure of a sample PST. Each node on the tree denotes a
path schema gotten along the path from root to it. It can be get from the graph
that PSTp node ”15” denotes path schema ade and ”10” denotes abefgkcf.

Fig. 1. Sample path schema tree

Many XML query languages use path expressions to represent query re-
quirements. A typical kind of path expression is regular path expression, which
has concatenation, alternation and closure operations. Ancestor-descendant op-
erator is a non-regular operator. To support all these queries, path expres-
sion used in this paper is defined in fig2] One closure operator, one-or-more
closure, does not occur in Figl2] because it can simply overwrite using rule
ET & EE* & E*E. A single step of path expression may contain predicates,
and ways to dealing with predicates are discussed in other paper[7].

PathExpr ::= PathExpr ’/” PathExpr
| PathExpr ’//’ PathExpr
| PathExpr ’|” PathExpr
| PathExpr™*’
| ’(PathExpr’)’
| SchemaName

Fig. 2. BNF of path expression

Since AM algorithm computes queries represented by automata, conversion
from path expressions to automata is the first step of the query processing. These
automata are called query automata. A query automata F'SAg is a finite states
automata, having the form FSAg A = (K4,X4,04,54,F4). X4 is alphabet of
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the automata. F'SAg is used to represent query instead of path expression, so
24 should be a set of schemas. There can be some other symbols in X' 4 besides
schemas. To do the transformation and normalizing on F'SAg, a symbol denoting
empty schema is necessary. Greek letter € is used. Before ”//” being rewritten,
it is represented in F'SAp using a wildcard symbol £. Path expressions having
the form of " Ey//Ey” is rewritten to ” E1 /§/E5”. € is a symbol that denotes any
schema or arbitrary combination of schemas. With these expansion, we have
Ya CYpU{e, £} K4 is status set, s4 is start status and F4 is set of accepting
status. sy € K4 and Fy C K4. Finally, § : K4 x Y4 — K4 is transition
function.

Path schemas can be regarded as sentences of schemas. If a path schema «
can be accepted by a query automata F'SAg, all XML nodes in Inst(a) are
results of the query. To find all path schemas that can be accepted by F'SAg
efficiently instead of testing them one by one, a relation on path schema set
and status set of automata called match relation is propose. Match relation
R CUp x X4 is defined inductively as follows.

1. ("/”,s4) € R;
2. for a, 8 € Up, p,q € Kau, if (a,p) € RN« = parent(B) A d(p,3) = g, then
(B,q) € R.

Using match relation R, an algorithm of automata match can be get in al-
gorithm [II. Step 2-4 are discussed in detailed in other papers, and this paper
focus on step 1. Section B] shows how to convert path expressions containing
closure operators into query automata, and SectHd] introduce how to deal with
ancestor-descendant operator.

Algorithm 1 AM algorithm

AuTOMATAMATCH(D, Q)
input: XML document D, path expression
output: Query results

1: Convert PE @ into query automata F'SAq;

2: Compute match relation R;

3: Find all path schemas that can be accepted by F'SAqg from R;
4: Get all result XML nodes on PIT.

3 Construction of Query Automata

In AM algorithm, PFEs are transformed into query automata for evaluation.
First, PEs are converted to expression trees by parser. On expression trees,
ancestor-descendant operator is treated as an operator node, and it is substituted
by a branch containing £ using equation // = /&/. If the path expressions contain
other operators like one-or-more closure operator ”+” and optional operator
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7?7 some other rules like ET < EE* & E*E and E? < Ele can be used to
substitute them with basic operators. After substitution, only three operators
7/, 77 and 7%” can appears on expression trees.

A expression tree is a binary tree, and a query automata can be built by
traversing it. Each leaf node can be transformed to an automata chip, which
itself is a query automata. Furthermore, each branch node combines its both
children’s automata to form a new one. A procedure CONAUT(n) denotes the
automata chip transformed from branch n. Obviously, for path expression query
Q, FSAg = CoNAUT(Q). The remains of this section conforms to the calcu-
lation of procedure CONAUT. Yo C Xp U {¢,&} denotes the set of expression
tree’s leaf nodes, and ¥y denotes the set of all path expressions. Procedure NEW
(q) creates a new automata status, assigns it to q and returns it.

For simple node a € X'p, obviously, CONAUT(a) = ({NEW(qo), NEW(q1)},
{a},{q0,a,q1},q0,{q1}). Moreover, CoNAUT(c) = (NEW(q),®,0,q,{q}). The
disscussion of how to compute CONAUT(&) is left to Sect. [l

Before coming to the branch nodes, a new notion is introduced as following.
e-connection transition function of two automata M; and Mo, Sﬁf s Fyp, X
{e} = {sn,} is a set of transitions from all accepting status of M; to the start
status of My. With the help of concept of 5, the transformation of branch node
can be defined.

Let Q1, Q2 be two PEs. If M; = CONAUT(Q1), Ms = CONAUT(Q2) then
CONAUT(Ql/QQ) = (KMl U K]Wz; ZMl U 2M27 (51\/[1 U (51\/[2 U 5%375]\/[1,}7]\/[2). To
calculate ’|’, two single-status automata are created. Let I; = CONAUT(¢g), I» =
CoNAuT(e). Notice that I; is not same as I because they are different on
status. CONAUT(Q1|Q2) = (KMl U KM2 U K[l U K[2,EM1 U ZMQ, (51\/[1 U 5M2 @]
5%1 U 5%2 U Sﬁfh U 81{}2,811,}—‘]2). Finally for closure operator, CONAUT(Q7) =
(KM1 UK[I UK1272M1>6M1 USAA/% Ug?fl US]IVQh Ugff,sll,Fb).

The automata generated by CONAUT(Q) are finite but not deterministic. It
should be normalized and simplified. Figure Bl gives a sample query automata
converted from a/(b|d)//g*, where £ is remaining as a label.

@O T A

Fig. 3. Sample query automata

4 Schema Automata

As seen in Sect. B] all expression tree nodes except £ can be transformed to
automata, for they are all parts of regular expression. ¢ is no means a regular
symbol or operator, and it is rewritten with schema automata in AM, a data
structure constructed according to XML documents.



122 B. Sun et al.

For a document D, its schema automata SAp is a automata that accepts all
sub-sequence of path schemas of D. Obviously, if C Ap has been built, it can be
directly used to rewrite &, i.e. CONAUT(,) = C' Ap. Definition [1] defines schema
automata inductively, and Prop[l] shows the correctness of the replacement. It
can be easily proved.

Definition 1. For an arbitrary XML document D, let L(F'SA) denote language
accepted by FSA, an automata SAp = (Kg, Xg,0s,ss,Fs) is a schema au-
tomata if and only if

1. ES g ED,‘

2. € L(SAD), 1.e. sg € Fg;

3. !pD g L(SAD),

4. forVNa € Up and |a| > 1, if « € L(SAp) then left(a,|a| — 1) € L(SAp)
and right(o, o] — 1) € L(SAp).

Proposition 1. Substitution CONAUT(E) = SAp holds correctness.

Schema automata can be built from XML document, DTD or XML Schema.
Algorithm 2 shows how to construct schema automata from an XML document.
Structure automata is an automata that accepts all path schemas of a document,
and it is equivalence with schema graph given by Figlll With schema automata
CoNAUT(¢) is replace by SAp and 7 //” is efficiently computed.

Algorithm 2 Construct Schema Automata

CONSTRUCTSCHEMAAUTOMATA (D)
input: XML document D
output: schema automata SAp

: Construct a structure automata TAp = (Kr, X1, 7, st, Fr) from D;
: NEW(ss), NEW(fs);
(55 < 5T;
: for all ¢ € Kr do
ds + ds U {(557 g, Q)7 (Q7 g, fS)};
end for
: Construct SAp = (K U {ss, fs}, Xr U{e},ds,ss,{fs});
: Normalize and simplify SAp;
: return SAp.

For an XML document with schema structure like Fig[] its schema automata
is shown by Figll It is complex even for simple structured documents, and
extremely complicate for more complex ones.

5 Optimizations for Schema Automata

Schema automata can be used to rewrite ancestor-descendant operator and com-
pute query correctly. However, it is relatively large and complex, and it needs to
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Fig. 4. Sample schema automata

be simplified for higher performance. Schema automata are built according to
the structure of XML documents regardless what the path expressions are. With
analysis of path expressions’ structures, schema automata can be reduced. This
paper proposes a method, reducing with preceding and following sets (RWS), to
enhance performance.

Given a path expression query @, for each symbol w of @Q, preceding set
of w, PSg(w) C Xp is the set of all schemas that can occur just before w in
generation procedures of path schemas, while following set of w, F'Sg(w) C Xp is
defined to the set of schemas occurring after w. For example, in PE a/(b|d)*/£/g,
PSo(€) =a,b,d and FSg(&) = g. For a input PE @, PSq(Q) = FSq(Q) =¢.

M oo
ROa oS

(a) (b)

Fig. 5. Reduced schema automata

Consider a ¢ in PE @, it is not an arbitrary wildcard. It follows some schemas
in PSq (&) and leads schemas in F'Sg(&). Therefore, if it is rewritten with schema
automata SAp, the components that are not following or leading these schemas
can be discarded. The reduction is effective, which can be seen through study of
an example. Figure [H(a) gives the reduced version of schema automata of FigHl
for PE a/b/c//g, and FigH(b) is the query automata after normalization and
simplification. The algorithm of reduction is given by Algor[Bl The algorithm
traverse the status of SAp twice. For the first time it finds all possible status
reached from schemas in ps, and the second time it finds status can reach schemas
in fs.



124 B. Sun et al.

Algorithm 3 Reduce schema automata
REDUCESCHEMAAUTOMATA(SAp, ps, fs)
input: schema automata SAp, schema sets ps and fs
output: reduced schema automata RSAp
1: if £ € ps then
2 waitset < Kg;
3: else
4:  waitset < {};
5:  for all schema a € ps do
6.
7
8

waitset < waitset U {ds(ss,a)};
:  end for
: end if
9: Ss <« waitset, visitedset < {}, reducedset < {};
10: while waitset not empty do
11:  p = pop(waitset), visitedset < visitedset U {p};
12:  for all b that ds(p,b) = ¢ exists do

13: if b€ fs then

14: reducedset < reducedset U {p};
15: end if

16: if ¢ & visitedset then

17: waitset < waitset U {q};

18: end if

19:  end for

20: end while

21: Fr + reducedset, visitedset + {};

22: while reducedset not empty do

23: 1 = pop(reducedset), visitedset < visitedset U {r};
24:  for all ¢ that ds(w,c) = r exists do

25: if w & visitedset then

26: reducedset < reducedset U {w};
27: end if

28:  end for

29: end while

30: Kr <« visitedset, I < CONAUT(¢);

31: RSAp + (KR U K[,Es,(SS N (KR X Xg X KR) U ({(51,8)} X Ss),sI,FR);
32: return RSAp;

Schema automata can be built dynamically when queries are processing.
However, for a better performance, it should be stored on the disk. A schema
automata on the disk is called persistent schema automata (PSA). The most
frequent operation on PSA is looking up transition function. Thus the transition
function is design to have B+ tree-like structure. Each element of the function
is a entry on the node, and a node will spilt when full.

In our approach, AM is implemented on a native XML database system.
However, AM can also implemented on other platforms such as RDBMS. In
RDBMS, PSA is represented by a transition function table with 3 fields: (From,
Schema, To). The function value can be easily gotten using SELECT statement.
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6 Performance Evaluation

In this section, performance of AM is studies though experiments. An AM query
system has been implemented on a native XML database system XBase [10/14].
Furthermore, a typical containment join method, stack tree join (STJ) algo-
rithm [g], is implemented on the same platform for comparison. There is two
optimization strategy proposed in SectBl RWS and PSA. Four AM approaches
are proposed to evaluate performance of optimization methods. They are orig-
inal AM, AM+RWS, AM+PSA and AM+RWS+PSA. These four methods are
compared to STJ in experiments.

The parameters of benchmark platform are PII1933 CPU, 128M SDRAM,
and 20GB HD and MS Win2k OS. The programs are written and run on MS
VC6. Two data sets are used in experiments. One is XMark [13], a standard
data set used to study the performance of different length of path queries, and
the other is designed by ourself, denotes by CMark, to fully exploit how AM
performs on containment queries. There is 20 queries totally in XMark, for the
convenience of study, we select 4 queries out of 20, each represents one type of
query. The path expressions are listed in Tablll Q4 — Q7. We used a 100M XML
document in the benchmark (factor 1.0 of XMark). XML documents conforms
to Figlll are used as CMark, and we use different scales of document size from
20M to 100M. XML documents are generated by XML Generator developed by
IBM. @1, Q2 and Q3 in Tab[l are containment queries designed and used in the
bench mark.

Table 1. XMark and CMark query expressions

Qi:a/b/c//g Qs: /site/regions/australia/item/description

Q2:af/e//j Qe: /site/closed_auctions/closed_auction/annotation/description

Q3: a/(bld)/(g|h) [text/site/closed_auctions/closed_auction/annotation

Qu: /site/people |Q7: /description/parlist/listitem /parlist/listitem /text/emph
/person /keyword

Figure @l gives the performance of STJ and AM on XMark. Because there
is no ”//” operators in the queries, there is no differences between four AM
methods. The performance of schema automata are studied later in this section.
Figure Bl shows that, AM has no obvious predominance comparing to STJ when
querying short pathes. However, for long pathes, AM absolutely defeats ST.J.
The response time of STJ on @4 are almost 10 times of AM’s. Conclusion can
be drawn from these results that AM is an efficient methods to process path
queries, especially for long pathes.

Figure [0l gives the performance of these methods on containment queries. It
can be seen clearly from the figure that fully optimized AM (AM+RWS+PSA)
always performs much better than STJ. RWS and PSA are effective optimization
on AM. Further more, in most cases, these two methods are performs rival. AM
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Fig. 6. Performance of XMark (100M) Fig. 7. Performance of CMark (100M)

without any optimization performs better than STJ on @5 and @7, but it is
less efficient on @QQ¢. This is because there is two ”//” operators in Qg, and in
our implementation, two schema automata are constructed during the query
processing, and the query automata becomes very complex. This problem can
be solved using any of the two optimization strategies.

7 Conclusion

In this paper, we proposed a novel method AM to evaluate path queries on XML
data. A data structure SA and two optimize strategy RWS and PSA for better
performance are proposed to compute containment queries with AM effectively.
AM is a very efficient method to evaluate path queries, it is running in schema
space, and it performs extraordinary well on long-path queries. SA extends the
query abilities of AM on containment queries, and optimize strategies RWS and
PSA can quicken the procedure. It can be seen from experimental results that
AM method has low increasing speed of response time when data size scales
up. Thus, AM performs better on large size data than other methods. In future
work, we intend to improve AM method to query XML data in all directions
other than just along a path. Moreover, a more complete performance study will
be done to reveals the properties of schema-space query methods.
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Managing XML by the Nested Relational
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Abstract. We have established the Nested Relational Sequence Model
(NRSM), which is an extension of the Nested Relational Data Model
in order to handle XML data. The NRSM incorporates the value order,
the sibling order and the ancestor order. In this paper, we demonstrate
NRS operations by examples and illustrate how XML queries can be
formulated. We discuss the work related to implementing the NRSD
System and present our preliminary results concerning the use of the
system. We confirm the benefits of reducing the data size in NRSD.

1 Introduction

XML is becoming a standard format for representing and exchanging data on
the World-Wide-Web. With the growth of electronic commerce, the quantity
of XML documents on the Web has rapidly increased. To cope with the large
amount of XML documents, we need a DBMS that is efficient enough to handle
the storage, management and retrieval of XML documents. This depends on
establishing an effective data model in a formal manner. A data model also
serves as a foundation for future XML DBMSs development.

There are some inadequacies in the existing approaches for mapping XML
documents into common DBMSs. First, the hierarchical structure of XML does
not easily fit into the relational data model. Second, the complex nested tags
and multi-value features of XML documents cause the normalization problem.
This requires extra storage space and may even introduce errors when updating
the data. Third, in some existing approaches like [1, 2|, information about a
complex object is often scattered over many relations, leading to a non-trivial
correspondence between a real-world object and its database representation.
Fourth, handling orders in RDBMSs may lead to many additional columns for
each relation, thus, increasing the storage cost. Therefore, we have proposed the
Nested Relational Sequence Model (NRSM), which is an extension of the Nested
Relational Data Model (NRDM) [4, 8] in order to cater for the nesting structure
and node ordering of XML documents.

Like the NRDM, the NRSM supports composite and multi-valued attributes,
which are essential for representing hierarchically structured information such as
XML data. In the NRSM, XML data are stored in the NRS relations. The NRS
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relations are similar to the Nested Tables (NTs) of the NRDM, they contain
multiple rows and columns. The NRS relations inherit the desirable features
of the NTs, such as minimizing data redundancy and having more expressive
power; they are also extended to support ordering of XML data by using se-
quences. Since ordering is an important feature of XML, nested tuple sequences
are allowed in NRS relations.

Document”
U Document G Levelo
|
N s«ment/\»\ ;
3 }{, g student (= Levelt
S p S S
5 — N T— H Schema
s _— — H Level
E| program/ ™ name/k\\ E
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Fig. 1. The Merged Data Tree and NRS relation showing three types of orders

The NRSM incorporates three types of ordering as follows: (1) value order,
the order on data values; (2) sibling order, the order of tags which share the
same parent; and (3) ancestor order, the hierarchical order between parent and
child tags. Figure [0 portrays the three types of orders in a MDT: tuple 1 for
Peter Kim has the value order prior to tuple 2 for Ken Li, which in turn, has
the value order prior to tuple & for Sam Ho. In the schema level, the ancestor
order is from the top to the bottom, Document has the ancestor order prior to
student and student has the ancestor order prior to name and so on. On level 2
of the schema level, it shows the three children of student. The sibling order is
<program, name, sid>. Note that the sibling order only applies to the attributes
which share the same parent. On level 3, the attribute ~program has the sibling
order over @Qmode, but it does not have the sibling order over the attributes
firstname or lastname, since they have different parents.

An important feature in our model is that any XML data sharing the same
path expression can be collapsed into the same node and be regarded as a se-
quence of data elements. This shows the benefit of using nested data, which
eliminates a substantial amount of redundancy in XML documents.

The NRSM preserves the original structure of XML documents, in general,
they can be retrieved from NRS relations without loss of information. Descriptive
information such as comments and processing instructions can also be stored in
an NRS relation and are regarded as data nodes. The proposed method for
mapping between XML documents and NRS relations is straightforward enough



130 H.-L. Lau and W. Ng

to implement on top of many practical DBMSs such as Oracle. If an XML
document is not associated with a DTD, then we extract an approximated DTD
from the XML data to provide a basis for constructing the corresponding NRS
schema. A benefit resulting from this approach is that if several XML documents
of similar structures are combined into a single NRS relation, we are able to
generate an optimized DTD for them.

[

Root

Tag2

-Tag2| Tags
a b c L:> NRS Operations :D
¢ | o | f -

NRS Relation Data Tree

XML
Document

XML
Document

Data Tree NRS Relation

Fig. 2. Mapping an XML document to an NRS relation and retrieving under NRS
operations

Figure Pldemonstrates the mapping between an XML document and an NRS
relation. We represent the document as a merged data tree (MDT), where leaf
nodes are sequences of data values, called the data nodes, and non-leaf nodes are
the labels of the XML tags and attributes, called the label nodes.

XML documents are not necessarily associated with DTDs, therefore, two
simple and efficient algorithms to map XML documents into MDT's are proposed.
After we have mapped XML documents into a MDT, we can generate an NRS
relation. An NRS relation allows nesting of data and maintains the order of
the values. The XML semantics and the order of the document structure are
preserved in both MDTs and NRS relations. The mapping between MDTs and
NRS relations is reversible. After an XML document is transformed into its
corresponding NRS relation, we can apply a sequence of NRS operations on the
relation to formulate useful queries.

We introduce a set of operations called the NRS operations by examples. The
NRS operations are combinations of the refinements of existing relation algebra
together with some newly defined operations, such as the swap and rearrange
operations, to allow users to manipulate the structure and contents of the NRS
relations. An important feature of our query language is that it preserves the
nesting and ordering of original XML data in the output answer. The output
of NRS operations is always an order-preserving NRS relation, which can be
converted back to XML with our proposed retrieval algorithm. The details of
the NRS operations can be found in [5, 6]. Herein, our discussion is to focus on
the issue of how to implement a database system based on the NRSM. It is a
middleware which acts between the user and the DBMSs based on the NRSM
as the data model in order to help the user perform queries on the XML data.

The rest of the chapter is organized as follows: Section 2 discusses the storage
and retrieval of XML data in the NRSM. Section 3 highlights the main features
of NRS operations with examples. Section 4 describes the architecture of the
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implementation of the NRS database system (NRSD System) and presents the
preliminary experimental results. Finally, we give our conclusions in Section 5.

2 Storing and Retrieving XML Data in NRSM

Throughout this section, the XML document and DTD shown in Figure 3 are
used to illustrate some concepts developed in the NRSM. This XML document
contains information about the professors in a university. Each professor (prof)
comprises information about his department (dept), name (name) and student
(stud). Each student is given a student id (sid) for identification and they can
take any number of courses (course) during their studies.

<{ELEMENT people{prof+)>

<IELEMENT prof{dept, pname), stud*> <course>c670</course>

<IELEMENT dept{(#PCDATA)> y </SfiUd>

<!ELEMENT priame(#PCDATA)> f’riiif

<IELEMENT stud(#PCDATA, course*)> <proi> ‘
<dept>EE</dept>

<IATTLIST stud sid CDATA #REQUIRED:>

| re@i#POL \ <phame>Sun</pname>
<IELEMENT course(#PCDATA)> —atud SIa"208 A i/ s

<stud sid="915">Lou
<CouUrse>cB70</course>

</stud>

<stud sid="611">Ray
<CoLrses>c830</course>
<COLIrse>C334</courses

<pecple>
<profs
<dept>CS</dept>
<pname>Kim</pname>
<stud sid="588">Jerry
<COUrse>c870</courses

</stud> Py ‘:'!S: ud>
<stud sid="142">Lam p‘;ﬂg’;ﬁi
< >

<CouUrse>c334</courses>

Fig. 3. The sample DTD (sample.dtd) and XML (sample.xml)

We now give the definition of a merged data tree, which is essentially a tree
representation of an XML document in the NRSM.

Definition 1 Merged Data Tree A merged data tree (MDT), T is defined as
T =<r,D,L >, where r is the root, D is a set of data nodes and L is a set of
label nodes.

By representing XML documents as MDTs, XML data that share the same path
expression can be merged together and stored under the same label node, and
thus, eliminating a substantial amount of redundancy. It also preserves the value,
sibling and ancestor orders of XML data. Figures @{(a) shows a MDT, T, which
corresponds to the DTD and the XML document shown in Figure[3. The root
node of T is the node people at Level 0, the level value of nodes increments from
the top to the bottom as shown in Figure @(a). Circles are used to represent
label nodes, while rectangles are used to represent data nodes. From now on we

W

simplify “< a >” (a sequence having one atomic value) as “a”.
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Fig. 4. The (a) MDT and (b) NRS relation for sample.xml and sample.dtd

Definition 2 (Nested Relational Sequence Relation) An Nested Rela-
tional Sequence Relation (an NRS Relation), R, is defined by R =< N, S,0 >,
where N, S and O denotes the name, the schema and the occurrence of R re-
spectively. S = {ay,as, ...,a;} is equal to a set of attributes, a;. O = {t1,ta,....t; }
is equal to a sequence of tuples, t; over S. We use the notation Ola;] =
{t1]a:], tz[ail, ..., t;[a;]} to represent a sequence of atomic value in O which is
corresponding to the attribute a;.

Figure @(b) shows the table which represents an NRS relation, which is cor-
responding to the DTD and the XML document in Figure [3. The name N for
this NRS relation is people, it is the same as the top-level element of the sample
XML document. The upper part of the table is the schema S and the lower
part of the table is the occurrences O. Compared with an XML document, the
schema can be viewed as a sequence of labels of XML elements and attributes,
while the occurrences can be viewed as a sequence of data values.

In the NRSM, three kinds of orderings are maintained; they are the wvalue,
sibling and ancestor orders. The value order is the order of tuples in the occur-
rence level. It follows the sequence of data in the original XML document from
top to bottom. For example in Figure Elb), we can check that ¢; Kim has a
value order prior to to Sun”.

Both the sibling order and the ancestor order are the orders of attributes
at the schema level. The sibling order is the order of attributes under the same
parent from left to right. In XML documents, the sibling order is equivalent to
the order of tags at the same nesting level with the same parent. If tag A appears
before tag B in an XML document, A comes before B in the sibling order. In
Figure Bl b), under the attribute prof-+, the attribute "(dept, pname) has the
sibling order prior to the attribute studx*. For the child attribute of studx, their
sibling order is < ~stud, coursex, Qsid >.

The ancestor order is the hierarchical order between the parent and child
attributes at the schema level. The parent attribute are prior to their child at-
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tributes in terms of the ancestor order. Ancestor order represents the hierarchical
order of the nested tags in XML documents. This order is essential to XML data,
especially for locating a tag using path expression. For example, in Figure H[b),
we have to write the path expression “/people/prof+ /stud* /coursex” to locate
the tag course but not the path expression “/people/stud * [prof + [coursex”.

In XML documents, tags are organized in a hierarchical manner and they are
allowed to be nested to any level. The nesting tags represent the parent-child
relationships. Since tags are allowed to share the same label, these multi-valued
data are represented as a sequence of data under the same column of the NRS
relation. In the NRSM, nesting of data is allowed within another sequence, each
item in the sequence can be another sequence of data. For example, in the sample
XML document in Figure Bl each prof may supervise several stud and each stud
may take several course. In other words, a prof may have a sequence of stud,
in which, another sequences of course are contained. In Figured(b), the course
taken by the stud of prof “Kim” is represented as the sequence <c670, <c334,
c¢670>>. This sequence contains another sequence <c334, c670>, because the
stud “Lam” has taken two courses.

Within the NRSM, we are able to transform a MDT into an NRS relation and
vice versa [5, 6]. The XML semantics and the order of the document structure are
preserved in both MDTs and NRS relations, and the mapping between MDT's
and NRS relations is reversible. After an XML document is transformed into its
corresponding NRS relation, we can then apply a sequence of NRS operations,
such as nest and unnest operations on the relations to manipulate the XML data.
Figure flb) shows the NRS relations corresponding to the MDTs in Figure[d|(a).
For details of the mapping, the reader can refer to [5, 6].

3 NRS Operations and Running Examples

We define a set of algebraic operations on NRSM [5, 6], which is employed to
formulate a query over an NRS relation. These operations enable users to retrieve
XML information from NRS relations. The output result of these operations is
an NRS relation, taking one or more NRS relations as input. These operations
are introduced in [5, 6]. We now use some examples to show how to perform
queries using NRS operations. In this section, the example queries are operating
on the sample NRS relation as shown in Figure [4(b). It is the NRS relation
corresponding to the XML document and its DTD as shown in Figures 3.

(Q1) List the names of the students who are taking the course “c670”.
This query can be expressed in XQuery as follows:

FOR $s IN document ("sample.xml")//people/prof/stud
WHERE $s/course = "c670"
RETURN $s/text().

We first transform the XML document “sample.zml” and its DTD into the
corresponding NRS relation, R, which has been shown in Figure E(b). Then we
perform the following sequence of operations:
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L. S 4 Tpeopie/prof /stud(2)
2. T« U/stucl/cou'rse:“0670’7 (S)
3. R'r‘esult — 7'l'/stud/wstud(T)

For the sake of clarity, we use the temporary NRS relations, S and T, for
storing the results at each step. In the first step, we perform a projection on
“people/prof /stud’ over R. Then we perform the selection according to the
condition “/stud/course = “c670”” over S. Finally, we perform a projection on
“/stud/ stud” over T, which generates the required results R,.csui¢. The tempo-
rary NRS relations S and T for this query are shown in Figure[H.

< sutd” T sutd” rR sutd”
© ] ~stud | course” | @sid © 1 ~stud | course” | @sid | et T | ~stud
Jerry o670 588 Jderry <670 588 Jarry
c334 . - c334 . Lam
bam g 142 bam —gpmg—] 142 To0
Au - 298 Lou o670 a15
Lou ch/0 915
630 N
Ray kT 611

Fig. 5. Generated NRS relations for answering the query Q1

We then transform the resulting NRS relation by using its corresponding
DTD. The conformed XML document can be represented as follows:

<!ELEMENT stud (#PCDATA)>
<stud>Jerry</stud>
<stud>Lam</stud>
<stud>Lou</stud>

(Q2) Create a new XML document with the format given below, where
X is the number of professors, Y is the number of students in the
department and Z the name of the department:

<university>
<dept numProf="X" numStud="Y">Z</dept>
</university>

First, we create a new NRS relation named university with the given schema
university (dept (~dept, @numProf, @numStud)) using the operation New(W).
Then we insert the value of dept corresponding to the dept of R. Each dept has
two attributes, numeProf and numStud. Thus, we use the aggregate function
“Count(s)” to find out the number of professors and students in the dept. The
operations are shown below and the corresponding NRS relations are shown in
Figure [d

1. S« H'J(universii&y(dept(Ndept,@numProf,@numStud)));
2. 8 69(univcrsity/de;r)it/Ndept:R/;oeople/prof/de;oiﬁ)(S);
For each data value under “university/dept/” :
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3. Rresult < EB(university/d(—:pt/@nurnP'r‘of:g(/p(—:opl(—:/prof/pname)(T))7
university/dept/@numStud=S(/people/prof/stud/~stud)(T)) (S/) ’
where T' = O(R/people/prof/dept=university/dept) (R)

S: university s7 university ' university
dept depi dept
~dept T WnnmProf | @numSiud ~depl T @numpral | numsiud ~depl [ @RumPraf | @numsiud
CS [ 1 2
EE EE 1 3

Fig. 6. Generated NRS relations for the query Q2.

The resulting NRS relation and its corresponding DTD and XML document
can be represented as follows:

<university>
<dept numProf="1" numStud="2">CS</dept>
<dept numProf="1" numStud="3">EE</dept>
</university>

4 Implementation of the NRSD System

In this section, we discuss the architecture, the interface design and other imple-
mentational details of the NRSD System and then we give some experimental
results to illustrate that the system is desirable.

NREM Client NRSM Server
/"" ”””””””””” N
quering _ NFS oparations / store
YML document ML datatios | NRS datahase
Query NRS Oracle
display Modulator Transiormer DEMS
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, output result S L data tree losd
NRS database

Fig. 7. The architecture of the NRSD System.

The NRSM model is deployed by adopting the usual client-server strategy.
Figure [ shows the architecture of the NRSD System. The system acts as a
middleware between the users and the DBMS. The server is responsible for
translating MDTs into NRS relations, which are managed by the underlying
Oracle DBMS [14]. The client is responsible for (1) translating the output re-
sults of NRS operations into XML documents in order to answer querying from
users and (2) dealing with the requests of different XML display formats and
providing guidance for users when imposing queries. There are three main com-
ponents in the NRSD System: (1) the Query Guidance and Display Facilities
(QGDF), (2) the Query Modulator (QM), and (3) the NRS Transformer (NT).
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The QGDF is responsible for handling the interaction and display facilities of
the NRSD System. It provides a simple and user-friendly interface to help users
perform queries on the XML data. The QM translates the queries and controls
the mapping between XML documents and MDTs. The NT unit performs the
mapping between MDTs into the NRS relations. The main function of the NT is
to map an NRS relation into its corresponding set of relations in the underlying
Oracle DBMS. The flow of a query follows the steps listed below:

1. Before starting a query, the relational tables stored in Oracle DBMS are
transformed into a MDT by the NT and send to the QM.

2. The QM passes the MDT to the QGDF. The QGDF constructs the content

of the interface and displays the MDT to the user.

The system is ready for users to initiate a query.

4. For each NRS operation that the user performs, the QGDF collects the
required parameters from the user interface and sends them to the QM.

5. The QM updates the MDT and communicates with the NT about the up-
dated data. Finally, the QM returns the querying result to the QGDF for
display.

6. Step 4 is repeated if the user requests to perform another NRS operation.

@

Tree Panal

NRS
Operations

[

5]
L ‘\*-‘ Relation

Panal

Taxt Fiald

Fig. 8. The interface of the NRSD System.

We have implemented the NRSM client interface by using Java™ 2 Plat-
form Standard Edition v1.4.0 [11] and Simple API for XML (SAX) [3] to help
users initiate XML queries. The SAX parser provides an event-driven and serial-
access mechanism for accessing XML documents. We choose SAX as an XML
parser in the NRSD System because of its high speed and less memory-intensive
mechanism when parsing an XML document. We depict the user interface of the
Query Guidance in Figure Bl The interface consists of three main components:
(1) alist of NRS operations on the left, (2) a main panel in the middle, and (3) a
text field at the bottom. In the main panel, there are two tabs which allow users
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to change between the view of the NRS relation and the corresponding XML
document. The main panel is divided into two halves: the upper half is the tree
panel, which is an area displaying the nesting structure of the NRS relation; the
lower half is the relation panel, which is an area showing the data of each column.
In the tree panel, different symbols are used to represent different types of tags.
For example, the symbol “¢” denotes an element, the symbol “@Q” denotes an
attribute and the symbol “t” denotes text data. Aided by the interface given by
Figure[® we are able to initiate a query described by the following steps.

1. Select the NRS Relation tag from the main panel.

2. Identify the schema of the column from the tree panel. Then the relation
panel displays the corresponding part of the NRS relation.

3. Select the attribute in the relation panel. The path of the selected sub-schema
is displayed in the text field on the bottom of the interface.

4. Finally, click on a NRS operation button in the list in order to perform the

query.

DBMS supports object data types such as a collections of objects and nested
tables [10]. These object data types are useful for deploying an NRS relation,
since they can support ordered collections of structured objects from the imple-
mentation point of view. The object types provided by Oracle8i are similar to
the class mechanism supported by Java and C++. The following example shows
how an object type is specified in order to implement the prof+ object in our
sample NRS relation:

1. CREATE TYPE DeptPname AS OBJECT
(

dept VARCHAR(10),

pname VARCHAR(20)

)

2. CREATE TYPE Courses AS VARRAY(99) OF VARCHAR(4);
3. CREATE TYPE Student AS OBJECT

(

stud  VARCHAR(20),

course Courses,

sid VARCHAR (3)

)3

4 CREATE TYPE Prof AS O0BJECT
(

dp DeptPname

stud Student,

)3

5. CREATE TYPE Prof_Table AS TABLE OF Prof;
6. CREATE TABLE people
(
professor Prof_Tables
) NESTED TABLE professor STORE AS professor_table;
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In the statements 1-4, a new type courses is created instead of just using
VARCHAR, since course* in the NRS relation may be an empty sequence. In
the statements 5 - 6, we create a storage table professor_table, which is associated
with the nested table column professor. The column serves as the storage for all
the corresponding nested data.

We have been running some experiments using real life data on the NRSD
System in order to show the effectiveness of the system. All queries are con-
ducted on a Pentium III 550MHz computer with 256 Mb RAM and 30Gb hard
disk. For the input source, we borrow parts of the XML document from the Dig-
ital Bibliography & Library Project (DBLP) [9]. The DBLP maintains a server
that provides bibliographic information on major computer science journals and
proceedings. In the DBLP XML document, the maximum number of child tags
per element is twelve and the deepest nesting level is four. In the experiment,
we test the NRSD System by loading XML documents of different size. Table [II
shows the results of our experiment. We can see that the table spaces required
for storing the XML documents is approximately 85% of the original size of the
documents. With the growth of size, the number of tables and size of schema
become steady. It is due to the fact that NRSM collapses data of the same tags
label into the same data nodes, resulting in very minimal redundancy.

Table 1. Experimental results of the NRSD System with different XML document
sizes.

Size of NRS|Number of all|Table space including|Input XML|Percentage of
schemas tables in Oracle|schema and table over-|file size|table space re-
(bytes) DBMS heads (kilobytes) (kilobytes)  |quired
414 23 1,987 2,404 82.65%
1368 61 8,159 9,318 87.56%
1380 63 12,399 14,251 87.00%
1404 66 16,722 18,817 88.87%
1425 67 24,076 28.791 83.62%

The result of size reduction is obtained without performing any compression
on the database, this can serve as a starting point for further XML data com-
pression. Note that one fundamental difference between using NRS relations and
imposing usual XML compression is that we are able to query in NRSM based
on a set of algebraic operations, which is difficult to perform in a compressed
domain. We are improving the grouping algorithm and trying to further decrease
the table space for storing XML data of NRS relations in the NRSD System.
The benefit of data size reduction is useful for exporting the XML data from
one database system to another.

5 Conclusions

We introduced the NRSM and demonstrated with examples how to formulate
XML queries in terms of NRS operations. We have discussed the implementa-
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tional issues of the NRSD System which uses Java and SAX API on top of the
Oracle8i. We also presented the design of an interface using Java Swing Classes
to guide the user to initiate queries. The NRSD System is a middleware system
between the users and the underlying relational DBMS, it allows users to per-
form queries and operate on the structure of the XML data. The preliminary
results shows that the table space required for storing XML data with the NRSD
System is significantly less than the size of the original XML documents, which
is mainly due to the fact that NRSM eliminates the redundant data from the
XML documents.

We are further improving the NRSM in several areas. First, as the results
of our experiments are obtained without any compression on data, we believe
that a compression algorithm can be applied to the NRSM such that the storage
size can be further reduced but we still preserve the querying facilities. Second,
we are improving the grouping algorithm on data nodes which have the same
labels. Third, we are working on the translation of XQuery into NRS opera-
tions. Finally, we are still carrying out experiments concerning querying over
the NRS databases, we then will be more clear about the performance of the
NRS operations in the NRSD System.
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Abstract. Normalizing the design of XML Schemas is important in the data
integration with predefined integrated content. As the essential of XML
schemas, XML element tree are introduced to represent all the possible data
structure of the same type XML documents. The strategy of declaring elements
is proposed. It is depicted that a general picture of XML element tree consistent
with Keys to identify any part of such a tree.

1 Introduction

As the standard data exchange format on the Web, XML is often used in data
integration recent years. Data integrations mainly have two typical scenarios. One is
with dazzling free-evolved web sites as the data sources and tries to categorize and
integrate the information. The other is with the relatively stable data sources, such as
the databases or authoritative Web sites, and tries to integrate the distributed
information in a certain domain. As the document structures, XML schemas are
required in both cases. They are extracted from the sources in the former and usually
provided a priori in the later. Some researches have been carried out on extracting and
aggregating XML schemas from the sources [1][2]. Meanwhile, as suggested in [3]
the need for database-like functionality to efficiently provide and access data through
the Web, it is in great demand to focus on normalizing the XML schemas consistent
with the identity constraints during the design of data integration in the second
scenario. Because the identity constraints are indispensable when assembling the data
from different sources belonging to one object, and checking the consistency of the
schemas and constraints is an expensive task [4]. As far as we know, there is little
work done on this topic.

There are several proposals for XML schema, such as DTD [5], XML Schema [6],
UCM [7], etc. But after all, an XML schema is a node-labeled tree. In order to
concentrate on the tree-structure and leave behind the implementation details, we use
XML Element Tree to describe XML schema. It is easy to be transformed into other
schema languages. Here we emphasize the relation between XML element tree and
XML Schema.

! This work is supported by the Natural Key Fundamental Research and Development Plan
(973) of China under grant G1999032705.
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A well-designed XML element tree of electronic medical record shows in Fig.1,
which is used to integrate the medical records of persons involved in health insurance
from certain hospitals. It can be declared valid Keys on any part of the tree. These
constraints are especially useful when assembling the records from different hospital
for an individual. We discuss the normalization of XML element tree below.

The rest of this paper is organized as follows. Section 2 defines the grammar of
XML element tree. Section 3 proposes the strategies of declaring elements. With Key
as the example of the identity constraints in [6], Section 4 discusses a general picture
of XML element tree consistent with Keys to identify any part of it.

MedicalRecord—PatientName

|__PatientSSN
|__PatientGender
|__Episodes—+Episode—AdmissionDateTime
|__Hospital
|__Department
|__Doctor
|__DiagnosisSummary
|__ % TestOrder—TestNO
|__TestName
|__TestDateTime
|__Result
|__TestUnit

Fig. 1. An Example of XML Element Tree

2 The Grammar of XML Element Tree

Derived from XML graph model in [8], an XML Element Tree is a node-labeled
rooted tree to represent the data structure of the same type XML documents. It is
denoted as 7=(V, E), in which V is a set of nodes for the elements and E is a set of
edges denoting parent-child or sibling relationships between the elements. An XML
element tree must matches the following production for Logic_Tree in Fig.2. The
counterpart of grammar graph is shown in Fig.3 and an example in Fig.1. Compared
with the tree model in XPath [9], it consists only of element nodes except other types
that help little to the document structure. Attribute node is a special one that will be
discussed in section 3.1. The root of an XML element tree is not abstract but a real
node standing for the XML document element. It can be treated in the same way with
other nodes. Data type is not defined in XML element tree.

Three kinds of constructors, sequence, choice and all, are defined in [6]. Let S
denote a set of element candidates. Exclusive choice of S means that there is one and
only one member of S that can be instantiated in an XML document. Common choice
of S means that every member of S may occur no more than once in any order in an
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XML document. In XML Schema, choice does the exclusive choice and all does the
common choice. In XML element tree, the concatenations and frequency marks
accomplish the same restriction. Sibling_Concatenation is a natural expression for
sequence. Frequency mark *?° and Sibling_Concatenation do common choice. No
exclusive choice can be expressed. Thus, when translating an XML element tree into

XML Schema, more rigorous instructions for constructing need to be declared.

Note:

Element_With_Frequency :: =
Frequency_Mark :: =7’ |
Child_ Concatenation :: = '—
Sibling_Concatenation :: ="'l__
Root :: ='<' Name '>'

Logic_Tree :: = Root { Sub_Tree }

1.'"? 'notes O or 1, '«' O or more and '+' 1 or more.

(D
Sub_Tree :: = Child_Concatenation Element_With_Frequency
{ Sibling_Concatenation Element_With_Frequency }
{ Sub_Tree } 2)
[ Frequency_Mark ] Element 3)
w71+ 4)
: (5
' (6)
@)
Element :: ='<' Name >'| '<''&' Name ">' 8)

2. The production for Name is the same as that in [1], so it is omitted here.

Fig. 2. The Productions for XML Element Tree

| XML element tree

—>[SubTree] >

S

_—

~ 1
“1 Element
@

Fig. 3. The Grammar Graph of XML Element Tree
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3 Declaring Element Appropriately

XML is favorable for data exchange because it is can express the profuse semantics. It
is nearly free to define element except for a few reserved words. Here are some
strategies for declaring elements in a well-designed XML element tree.

3.1 Element vs. Attribute

XML allows an element to have attributes. From the technical view, element can
accomplish all the functions of attribute, while attribute looks more compact and neat
[10] compared with sub-element. So, if a data item may be involved in a query about
the integrated data, it should be declared as an element in XML element tree. If it is
never required as integrated data, it needn’t be represented in XML element tree for it
is used in the implementation.

3.2 Element Type

There are two kinds of element type in [5]. In an XML element tree, a non-reference
leaf element has special mixed content that is a character data block and has no sub-
elements. The type of reference leaf element is described in the original declaration.
In common mixed content, the sequence of the character data blocks and sub-
elements interspersed among them is crucial and meaningful. None of the separated
data block can be selected directly through path expression [9]. Therefore, an internal
node must have element content. So that, each character data block in the integration
can be referred to by the name of the tag surrounded it.

3.3 Leaf Element

Because of the internal nodes in XML element tree having element contents, leaf
elements are the minimal units to filter and contain data. The name and content of a
leaf element makes up a pair that denotes a 1:1 mapping from semantics to structure.
Let X denote the name and Y the content, the mapping is is(X)<Y.

If a data item has atomic semantics, it may be taken as the minimal query target
on which no sub-query can be constructed. This definition is expressed in a practical
way to avoid describing what is ‘semantics’ in the abstract. Atomic value is the
minimal structural granularity of a data item, which is borrowed from First Normal
Form in relational database theory [11].

A leaf element has atomic value. But this cannot guarantee it has the atomic
semantics. The data block of leaf content may be divided into several sub-strings.
Each can be taken as a smaller query target under a new name other than the leaf
element name. In such a case there is a n:1 mapping from semantics to structure
between the names of the possible query targets and the content of the leaf element.
Let X, denote the name of a query target based on such a sub-string, that is is(X)<>Y=
X, is(X)(—)substringXi(Y). Predication substringxi() stands for the dividing mode to
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produce the sub-string named X, The semantic granularity of the leaf element is
thought to be too coarse to grasp the precise meanings of the content. So leaf elements
should be refined to have both atomic value and atomic semantics at the same time.

That is is(X)e>Y=> 23 X, , is(X)>substring (Y)).

4 Keys and XML Element Tree

The identity constraints are indispensable to the integrated data. It is with the
identifiers that the data from heterogeneous sources can be assembled precisely into
the integrated objects for the users to query about. XML Schema has three types of
identity constraints. We take Key as example to discuss the well-designed XML
element tree content with the identity constraints.

4.1 The Characteristic of the Nodes in a Key

A Key comprises the key node set and target node set in [6]. According to the
validation rules for Keys in [6], the characteristic of the nodes in a Key are discussed
in an XML element tree. This is expected to help normalize a well-designed XML
element tree content with the identity constraints.

Let T denote an XML element tree. 7=(V, E). T can be also looked as a poset, on
the understanding that every edge in E stands for a parent-child relationship between
two nodes in V. For a Key defined in [6], let a node set V" denote the key node set
and V" the target node set.

Theorem 1. For a Key, each node in V"’ must be leaves in 7. Let v denote a node
in T, /. the appearance frequency of v. Vv(ve V' =f =1).

Let a node V"' denote the least upper bound of V' and V""", According to XPath [9],
when the nodes in V' are evaluated with a related target node in V'"*" as the content

target

VF

node, the involved part of T is the subtree 7., of T with V" as the root. The

P ey
branches of TS;b are those ones that each has at least one node either belonging to v

or V' in the path from v down to a leaf. Taken that the nodes in V*” and

V%" are non-reference element nodes and every level relative Key [12] in a Key is
unary, we get Theorem 2.

Theorem 2. Let a node v € V' and v € V% Let [vmrge’, 128 ) denote
the node set whose members are the nodes in the path from VU o VP IE Ve
and v’ are not the same node, V% € lvwrgel,vp) and Vv’ ¢ lvwrgel, vp); or else
[vmrget,vp ) is empty. Define lvkey Ve ) ditto. A Key is valid, when all the

followings are true:

MWW (Vv (ve lvkey,v”)% f=D).
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() For every V! in VR gp e v )£®,  then
VV”(V”E lvmrget’ vp)_> fv” < 1) , or else Y =y , there is no restriction

on fvmrger .
Proof: Because Vv’ = LUB(V"”" Uvmreet)

includes all the target nodes and key nodes.

mb is the minimal subtree that

(1) Giving a proof by contradiction. Assume that in a valid Key, for a P ,

o key . p —
he lv vV )(fv,, =0)v(f.>1). Incase that f, =0, a subtree T" with

P
v® as the root, may be null in a certain instance of TS;b . Then V' may not be

evaluated and the complete key-sequence cannot be produced. In case that fv“ >1,

v . . . L vF
T, may have multiple instances in a certain instance of 7, and each has an

. key key . . . vP .
instance of V. v may have multiple values in such an instance of T, . It is

illegal to make a key-sequence. The assumption is false.

(2) Giving a proof by contradiction in case that lvmrge’, v )i @ . Assume that in

a valid Key, for a v*" v’ € [erget, v )(fv,, >1). A subtree T L With VP as

the root may have multiple instances in a certain Tmb instance that has a key-

]
sequence. Each T‘Vb instance includes at least one instance of V*“. Thus the

multiple V' "** instances in the Tmb instance have to share one key-sequence. The
assumption is false.
In case that lvmrge’,vp ): @D v =y”.  The subtree including

V% degenerates into a node V'*" and then T, comprises all the paths from

ke
“to v’ . Thus there is no restriction on f warger + O

4.2 An XML Element Tree Consistent with Keys

An XML element tree consistent with Keys is such a tree on which valid Keys can be
declared to identify any part of it.

Theorem 3. Let Vv, denote an internal node in 7', f, =0 or f, >1.If v, isa
target node in a valid Key, there is a complete fixed subtree, in which the appearance

frequency of each node is 1 except the root, in 7" with v, as the root.

Proof: Let Tsub denote the maximum subtree in 7 with v, as the root and Vl“)y

the key nodes set of the Key with Vv, as the target node. Let
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v/ =LUB ({v.}U Vv]:ey). According to Theorem 2, V¥ and v, are the same node
and all the nodes in V' are in 7" . Let V' denote a node in V*". Assume that
for the target node V. in a valid key, there does not exist such a complete fixed
subtree 7/ in T, T”** < T"*” . Then there must exist a path from v** to v* in
Tvi”b , which includes at least one node v’”°, f,..=0 or f .. =1.1In both case, v,
cannot be a target node in a valid Key. So there must exist va ted c Tv‘iub and all the
members of V' are leaves of 7./’ . o

For Key, in T, if its key nodes set V'’ is given and the corresponding target
nodes set Vimrgez includes all of the possible target nodes that can be constrained by

—target

VI V¥ is the full target nodes set Vl.ﬁ‘”

L 4

Let node v, = LUB(V' UV "y e (V' UV~ For a given

constrained by V' of Key ..

Vikey , there is at most one node with the appearance frequency greater than 1 in the

V full —target

L

. ykey li-targe b . . .
in V' UV s et T denote the maximum subtree in T with v, as the

. If the node exists, it is V;. Construct a subtree Tfey with all of the nodes

1

root. TJQ‘V - Tvs_"b cT. Key, is just effective in va(ey , because it is a relative Key
. . . . ull— .
[12]. Namely, Key can only identify the instances of the nodes in Vl.ﬁ‘ 5 n a
iven instance of the parent of V.. If there is a node V,_, in TS‘”b , f. >1and v,
g p i i+l v Vil i+1
is other than V., it should declare Key.,, on the maximum subtree T with v,
i y1+l Vit i+1

. . . . . b .
as the root, to identify Vv, , instances in a given Tvm instance. If several XML

documents based on the same XML element tree 1 are involved in one data
integrating process, each document should be identified respectively. Therefore, even
if the root of T is designed to appear only once, T need have a complete fixed
subtree that includes a key node set to identify the instances of 7 . Due to the
relativity of Key, each element instance in an XML document based on 7T is
identified externally by the combination of the Keys encountered in the path from the
root of T to the node itself.

As aresult, for a well-designed XML element tree, the root and every internal node
with appearance frequency great than 1 should have a complete fixed subtree that has
some leaves comprising a potential key node set. So that, it is capable to declare Keys
for the root and every internal node in XML Schema in order to absolutely identify
any part of an XML document based on the XML element tree.
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5 Conclusion

For the data integration using XML with predefined integrated content and relatively
stable data sources, normalizing the design of XML schemas is important, which
leads to well-designed schemas facilitating the implementation and execution of the
application. XML element tree are introduced to represent all the possible data
structures of the same type XML documents in data integration. As the essential of
XML document schema, they can be easily transformed into schemas using any XML
schema proposal. Our work is focus on normalizing the design of XML element tree.
The strategy of declaring elements is proposed. The identity constraints are
indispensable in data integration. We depict a general picture of XML element tree
consistent with Keys to identify any part of it.

The normalized design of XML element tree have helped us successfully
developed several prototypes and applications, such as XYS and TSI. They needs
further design principles if considering the query processing and optimizing. These
topics are for the future work with the development of XML query languages.

Acknowledgement. Dr. Yang Lianghuai gave valuable comments on this paper.
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Abstract. Recently, a new class of data-intensive application becomes
widely recognized where data is modeled best as transient open-end
streams rather than persistent tables on disk. It leads to a new surge
of research interest called data streams. However, most of the reported
works are concentrated on structural data, such as bit-sequences, and
seldom focus on unstructural data, such as textual documents. In this
paper, we propose an efficient classification approach for classifying high-
speed text streams. The proposed approach is based on sketches such that
it is able to classify the streams efficiently by scanning them only once,
meanwhile consuming a small bounded of memory in both model main-
tenance and operation. Extensive experiments using benchmarks and a
real-life news article collection are conducted. The encouraging results
indicated that our proposed approach is highly feasible.

1 Introduction

In the rapid growth of Web-technology, information becomes ever more perva-
sive and important. A new class of data-intensive application becomes widely
recognized where data is modeled best as transient open-end streams rather than
persistent tables on disk. As a result, it leads to a new surge of research interest
called data streams. As data streams are open-end in nature and are huge in
volume, it is impossible to: 1) hold the entire data streams in memory for anal-
ysis; and 2) store on disk as fast processing is desired. A feasible solution is to
reduce the number of data scans down to one with bounded memory space.

In this paper, we focus on text streams classification. We propose a novel
text stream classification, called MC (Match-and-Classify), by extending our
previous work on text classification[5]. This approach is based on maintaining
two kinds of sketches: 1) class sketch; and 2) document sketch. The text streams
classification is a multi-label classification that assigns a document to multiple
classes, whereas our previous work deals with only single-label text classification.

Extensive experiments are conducted using two benchmarks and a real-life
news article collection. The quality (accuracy) and efficiency (CPU/memory)

G. Dong et al. (Eds.): WAIM 2003, LNCS 2762, pp. 148160, 2003.
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Table 1. Symbols and their meanings

[Symbol[Meaning ]

fi Feature 7

fix Feature 7 in z, z € {d, k}

lq The number of features in z, z € {d, k}

N The number of documents in k

N The total number of classes

nfid Frequency of f; in d

dfi i The number of documents containing f; in k
C; The set of classes containing feature f;

Wi, The relative importance of f; in z, z € {d, k}
Wiy The weight of f; in y, y € {d, k}

of MC are compared with some of the existing text classification approaches. It
shows that MC achieves high accuracy and exhibits low CPU cost and low mem-
ory consumption. The order sensitivity, model updating, as well as the significant
of document sketches and class sketches are also studies.

2 Text Streams Classification

Text streams classification is a kind of text classification but with some unique
characteristics added:

1. The documents queued in a stream is infinite.

2. It requires continuously model maintenance. As the concepts of the doc-
uments in the streams may change from time to time, model updating is
necessary for maintaining a high quality classifier.

3. Only limited memory space is provided to rebuild the classifier and operate
the system. For space efficiency, the number of scan on the documents must
be few. For time efficiency, both updating and operation must be conducted
very fast.

Note that the first issue causes the last two. However, the last two issues are
conflict. In traditional text classification, rebuilding a classifier requires feature
selection and/or feature weighting, which implies a large number of data scans
over the documents archived (high computational cost and large memory).

3 Similarity-Based Text Streams Classification

Defining two kinds of sketches: class sketch and document sketch. A class (docu-
ment) sketch is an approximator for the class (incoming document). Let d and &k
be a document and a class, respectively; d and k be the corresponding document
sketch and class sketch, respectively. A high similarity between k; and d; indi-
cates that d; should belongs to k;. Hence, the quality and efficiency of MC relies
on how the sketches approximate the distinctive features. For fast performance,
the information in a sketch should be minimized. In MC, the information in a
sketch only includes the features appearing in the documents archived.
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3.1 Sketches and Text Streams Classification

Table [1l shows a list of symbols and their meanings. The class sketch and docu-
ment sketch are:

(Z = <(f1,da wl,d)v (fQ,d7 wQ,d)7 ey (fld7d7 wld7d)>
k - <(f1,k‘7 Wl,k)y (fQ,ka WQ,k)v cee (flk,k7 Wlk,k)>
Given d and k, their similarity are measured by Jaccard coefficient:

ZZEd(wZ a-W; k)
Zie&wid + Zied WiQ,k - Zzed(wl a Wik)

Jaccard coefficient is chosen because it expresses the degree of overlapping be-
tween d and k as the proportion of overlapping between them. It provides both
intuitive and practical fitness to our model.

Given N predefined classes, ki, ks, - -+, ky, MC first computes d on d. By
following Equation (), MC sorts all class sketches such that S (az ki) > S(d, kj)

S(d. k) = (1)

for i < j. Finally, MC determines the top class sketches, ki, ko, -+ kg, such
that E(k: ) < BE(kiyq) for i < K and E(kg) > E(kg41), where
- 1 .- .-
B(ki) = 5(5(d, ki)? = S(d, kiy1)?) (2)
and classifies d into ki, ko, - , ki.

3.2 Class Sketch Generation

The weight W; , for f; in k is computed as follows:

3)

WC2 C’C2
Wi =Aly - <\/§ L )

\/WC? +CC?

Here, v/2 is used for normalization such that 0 < Wi < 1. WC; i, the Within-
Class Coefficient, is used to measure the relative importance of f; within k:

logy (dfi . +1)

Wik = logy (Ny, + 1)

(4)
WC; i, reflects the fact that features appearing frequently within a class is critical
in term of classification. In Equation (@), both numerator and denominator are
logarithmic, as the frequency of a feature appearing over many documents is
rare. Similar finding is also reported in[7].

C(}, the Cross-Class Coeflicient, is used to measure the relative importance
of f; among all classes:

cC; = T -log — (5)
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where o = (Zszl WC; )/ (maxgec, {WC;x}). 1/log(N) is used for normaliza-
tion such that 0 < CC; < 1.

Note that « gives a ratio between ) W, ;, for all classes k that contain f;
and the maximum of WC; . Hence, > is used to gather the total importance of
a feature across all classes, and the maximum is used to average the summation
value. If a feature is regarded as important in many classes, then this feature is
obviously not important for classification.

CC; gives a global view across classes. Suppose that there are two features,
fi and f;, where f; appears in m classes and f; appears in n classes. There are
two cases:

— Case-1 (m > n): Obviously, f; provides far more precious information for
text classification than f;. In other words, a feature is more valuable if its
occurrence is skewed.

— Case-2 (m = n): In this case, we argue that it is not realistic to weight the
importance of a feature, f;, by simply counting the number of classes that
fi appears, as in[17]. We assign a higher weight to the feature in which more
documents in a class contains it.

AlI;, the Average-Importance Coefficient, is used to measure the average im-
portance of f; 4 over all individual documents in k:

Bi,k
Wik ’
Al . = 2 6
K <dfi,k> (6)

Wik = sz‘,d (7)
dek
~ logy(nfia+1)
Wid = —
’ 10g2<ld + 1)

Note that a feature appears n times does not imply that it is n times more
important[4J613], we therefore take a logarithmic relationship rather than a
linear relationship. The term within the bracket is to average the weights of f;
among all documents in k. The average estimator, 3; , is used to determine the
suitability of this average:

1

= Twen,

9)
For instance, given two features: f; and f;, such that f; appears in most docu-
ments but f; appears in a few documents. It is more confident to declare that
the average of f; is more likely to reflect the true status of it than that of f;.

Unlike WC; , and CC; which are designed at class level, AI; ; handles the
importance of a feature within an individual document. It is introduced to reduce
the discrepancy among weights, and increase the recall and precision of the
model.

As for memory consumption, MC only needs to keep df; » and w; j in memory.
Also, we can easily maintain the model to reflect the new features in the text
stream.
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3.3 Document Sketch Generation

When handling text streams, we need to figure out the feature importance. This
is usually done by considering the features’ distribution within the incoming
document. In practice, we may need to deal with a text stream in a document
basis (one document at a time). Thus, the sample size is insufficient. Document
sketch is proposed to estimate the true significance of features in an incoming
document:

N . \B
- (S "
D ok dfik

Al is the average weights of f; over all classes, which is similar to Equation (9):
= 1
L 1+ WC;
IOgQ(Zszl dfir +1)
10g2(2§:1 Ni +1)

However, only the above is insufficient. We cannot assume that every incoming
document that contains f; shares the same distribution. In other words, there are
some risks in using Equation (I0). Thus, a geometric distribution is formulated:

r nft,d
Ri( 1>><< nfl) (13)
L+nf; L+nf;

Wz’ = ﬁl X nde (14)

(11)

W, =

(12)

Finally, w; 4 in d is computed by combining Equation (I0) to (T4):

wia = w! ;™ < AL (15)

4 Related Work

In this section, we re-examine two well-known text classification approaches:
Naive Bayes (NB) and Support Vectors Machine (SVM).

NB is a probabilistic-base algorithm that computes the posterior probability
of an unseen document given a particular class[9[T0]. The merit of it lies on
little consumption of computational resources. Its building cost is linear with
the size of the training set[3]12], and its operation cost is also low. Based on
the independent assumption of words, it only stores the probabilities of the
features appearing in each class[I4]. Consequently, it is possible to update the
model continuously and incrementally. However, NB requires significant text
preprocessing, such as feature selection[IT], or else its quality will be poor. Note
that feature selection needs to scan all of the features in each document from
scratch during model updating.
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SVM is based on statistical learning theory for solving two-class pattern
recognition problem|[16]. It attempts to generate a decision hyperplane that max-
imizes the margin between the positive and the negative examples in a training
set using quadratic programming approach|2]. Based on our knowledge, SVM
is the best algorithm in terms of accuracy[1J819]. However, the building cost is
quadratic with the size of the training set[2]. Also, SVM requires feature weight-
ing or else it performance degrades[8]. These make SVM not much appropriate
for text stream classification.

4.1 Memory Consumption

Let n be the number of documents; m be the average number of features in
a document; ¢ be the total number of classes. Furthermore, all features are
digitalized.

For NB, each class needs to store the document frequency and the total term
frequency for each feature. The memory consumption for a feature in a class is
12 bytes (4 for feature, 4 for document frequency, and 4 for term frequency).
Recall that a feature may appear in multiple classes. The total memory for NB
is about double of 12 x m X c.

For SVM, each feature is associated with a weight. A corpus requires 8 xm xn
byte to be stored. For building a classifier, a matrix is needed that requires
additional 4 x n? byte. Hence, it requires ¢ x (8 x m x n + 4 x n?) bytes.

For MC, only a small bounded memory is needed. For each feature, it stores
a weight and the document frequency (total 8 bytes). Thus, about 12 x m x ¢
bytes is needed, which is about half of NB in the worst case scenario. Note that
MC is not a binary classifier, such that the space would reduced significantly.

5 Experimental Evaluations

All of the experiments were conducted on a Sun Blade-1000 workstation with
512MB physical memory and a 750MHz Ultra-SPARC-III CPU running Solaris
2.8. All features are stemmed, in which punctuation marks, stop-words, numbers,
web page addresses and email addresses are ignored.

For measuring the quality of classification, recall, precision and F1l-measure
are used[I8]. In the following, we use M-X and m-X to denote macro-values and
micro-values respectively, where X belongs to recall, precision or F1.

5.1 Data Sets

Two benchmarks and a news collection received from Reuters (News-Collection)
are used for testing. Table[2 summarized them.

— Reuters-21578: We take the ModApte-split and select the classes that have
at least one document for training and testing. There are 9,128 documents
assigned to one class and 1,660 documents assigned to multiple classes. This
corpus is highly skewed. Figure [1l summarized its distribution.
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Fig. 1. Document distribution. (a) Highly skewed. (b) Evenly distributed. (c) Slightly
skewed. (d)-(f) Number of documents in multiple classes

Table 2. A summary of the corpora used.

[Dataset “Training[Testing[Classes [ Features]
Reuters-21578 7,769 3,019 90 13,270
Newsgroup-20 14,694 1,633 20 25,245
News-Collection|| 280,000 70,000 38| 206,897

— Newsgroup-20: There are 13,126 documents assigned to one class and
3,201 documents assigned to multiple classes. The documents are evenly
distributed among different classes. Figure [I] summarized its distribution.

— News-Collection: A very large set of news articles archived through
Reuters directly from October 2000 to October 2002. Our task is to assign
the news articles to the Morgan Stanley Capital International (MSCI) code.
Note that Reuters has already classified these articles into the corresponding
classes. Figure [ summarized its distribution.

5.2 Implementations

For NB, the Multinomial Mixture model is used[I1J19]. Features are selected
using information gain (IG) and are chosen based on m—F1. Recall that classifier
updating requires re-selecting the features by calculating IG again, which takes
most of the computational cost.

For SVM, we use the package SVM'9"* (http://svmlight.joachims.org).
The weight of each feature is calculated by tf - idf scheme and are normalized to
unit length[I3]. The classifier is updated base on the newly received documents
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Fig. 2. Classification efficiency. (a), (b) and (c) show the accuracy in terms of m-F1;
(d), (e) and (f) show the CPU time; (g), (h) and (i) show the memory consumption.

and the previously learned support vectors[I5]. The classifier updating requires
re-calculating the feature weights, which leads to a significant overhead.

MC is implemented using Java (300 lines implementation). Neither feature
selection nor weighing is necessary. Thus, no other extra operations are necessary
in classifier updating.

5.3 Text Stream Classification Quality

Documents are divided into n equal-sized batches. Classifiers are built using the
first batch, and evaluate using the second batch. Then, we update the classifier
using the second batches, and evaluate it using the third batch, and so on so
forth.

Table Bl shows the average accuracy for each of the three algorithms where
n = 10. The accuracy of MC is similar to that of SVM, and is superior to that of
NB. In particular, MC performs significantly well in terms of recall (M-R and m-
R). Although MC does not outperform SVM in terms of accuracy, its low CPU
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Table 3. Results of text stream classification

[ [[Method[[ m-P[m-R[m-F1]|M-P[M-R[M-F1]

Reuters-21578 [[SVM 0.840]0.789| 0.824]0.543|0.609| 0.569
MC 0.800]0.831| 0.815/0.557|0.721] 0.628
NB 0.741]0.799] 0.767]0.336]0.524] 0.406
Newsgroup-28 [[SVM 0.722]0.625| 0.685[0.694[0.619| 0.667
MC 0.693]0.643| 0.667|0.694/0.609| 0.678
NB 0.632]0.585] 0.597|0.633|0.623| 0.620
News-Collection|[SVM 0.633]0.582| 0.604|0.526|0.478| 0.502
MC 0.539]0.668] 0.587(0.485(0.502| 0.497
NB 0.603]0.489] 0.556]0.4930.367| 0.378

Table 4. Result of large batch testing

[ [[Method[[ m-P[m-R[m-F1]M-P[M-R[M-F1]

Reuters-21578 [[SVM 0.912]0.802] 0.857(0.533[0.479] 0.505
MC 0.807[0.851] 0.828[0.498[0.650| 0.564
NB 0.776]0.751] 0.763[0.401[0.378] 0.381
Newsgroup-20 [[SVM 0.882]0.617| 0.726|0.873|0.618| 0.724
MC 0.721]0.669] 0.694]0.722[0.686] 0.703
NB 0.671]0.608] 0.638[0.670[0.639] 0.655
News-Collection||SVM 0.658]0.632] 0.643|0.518[0.495| 0.503
MC 0.540[0.671] 0.5910.406[0.579] 0.487
NB 0.603]0.489] 0.536]0.583[0.335] 0.425

cost in both the classifier updating and operation makes it highly recommended
for text stream classification.

Figure 2 (a), (b) and (c) show the m-F1 of the three algorithms whenever
a new batch arrives. For all of the algorithms, m-F1 increases from the first
batch and become saturated after 4-5 batches. This is because the classifiers
obtain a relatively sufficient samples from the corpus. In all cases, NB always
performs inferior to the other two. The accuracy of MC and SVM are similar.
M-F1 shows the similar behaviors, but are omitted due to the limit of space.
Figure 2 (d), (e) and (f) show the CPU cost (including both classifier rebuilding
and preprocessing costs) using the three data sets. Note that MC outperforms
both NB and SVM, significantly. Figure ] (g), (h) and (i) show the estimated

memory consumption using the estimation given in previous section.

5.4 Large Batch Testing

In this section, we take the whole dataset as a single large batch. In other words,
we assume a large number of documents come together in a very small time
window. Table [ and Figure B summarized the results. Note that CPU cost
includes preprocessing cost and maintenance cost.

5.5 MC Analysis

Four detailed analysis are conducted: a) the accuracy of different components in
class sketches; b) the significant of the average estimator in document sketch; ¢)
the classifier rebuilding necessity; d) the sensitivity to documents arrival order.
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Table 5. Experiment setup. Table 6. Results of the testing.

[Exp. No.[usc WCiwk[usc CCi[usc AIMC] [Exp. No.[Rcutcrs—21578“Ncwsgroup—QO]

T v ™ > [m-F1[ M-F1 [[m-F1] M-F1 |
2 X N X 1 0.007| 0.391 ||0.005| 0.234
3 N V/ X 2 0.028| 0.200 [|0.018| 0.125
4 N Vv + 3 0.745| 0.350 [|0.514| 0.459
5 X X v/ 4 0.815| 0.515 [[0.604| 0.640
6 X X + 5 0.780| 0.375 [|0.584| 0.578
7 v/ X v/ 6 0.699| 0.318 [[0.510| 0.513
8 X v/ v/ 7 0.775| 0.374 [|0.531| 0.578
9 Vi \/ v/ 8 0.686| 0.350 [[0.482| 0.508
9 0.828| 0.564 ||0.694| 0.703

Class Sketch. Nine experiments are conducted (Table 5) to examine the sig-
nificance of WC; ,, CC; and Al j. + indicates that Al; j is used without 3; j.

Table 6 shows the results using Reuters-21578 and Newsgroup-20. Exp. 9,
which includes all of the coefficients, performs the best. Using either W j, or
CC; (Exp. 1 and Exp. 2 ) gives an unsatisfactory results. A combination of
them yields a significant improvement (Exp. 3). Ignoring the average estimator
(Exp.6) yields an inferior result.

Table 7. Document sketch testing

[ Exp. [Reuters-21578[[Newsgroup-20][News-Collection]|
[ [m-FI] M-F1 |[[m-Fi] M-F1 |[m-F1] M-F1 |
WithEi 0.828| 0.564 [{0.694| 0.703 |/0.591 0.487
IlOBi 0.803| 0.552 |[|0.673] 0.682 |/0.562 0.470

Document Sketch. In our model, a document sketch is influenced by the
entire feature distribution. Table [7] shows the necessity of the influence. “with
Bi” denotes that Bi is used, whereas ‘“no Bi” denotes that ﬁi is set to 1. The
results show that (3; plays an important role in text stream classification.

Classifier Rebuilding. Three different cases are tested:
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Table 8. Order sensitivity testing

JmP [ mR [m-F1| M-P | M-R | M-F1 |
0.716 ] 0.667 [ 0.691 | 0.713 | 0.681 | 0.696
0.710 | 0.662 | 0.689 | 0.724 | 0.687 | 0.705
0.714 | 0.673 | 0.693 | 0.710 | 0.685 | 0.697
0.718 | 0.668 | 0.692 | 0.717 | 0.683 | 0.700
0.719 | 0.663 | 0.690 | 0.719 | 0.678 | 0.698
0.740 | 0.675 | 0.706 | 0.740 | 0.697 | 0.718
0.710 | 0.665 | 0.687 | 0.713 | 0.683 | 0.698
0.731 | 0.677 | 0.703 | 0.736 | 0.693 | 0.714
0.732 | 0.678 | 0.704 | 0.729 | 0.694 | 0.711
10 0.712 | 0.657 | 0.684 | 0.715 | 0.675 | 0.694

[5-d.]0.0100]0.0069]0.0078]0.0104]0.0070]0.0083]

@OO\IG)CH»&CADN)»—‘OZ

Table 9. The accuracy of classifier rebuilding

[Exp.[ m-P [ m-R [m—Fl[ M-P [ M-R [M—Fl]
1 ]0.725/0.672]0.698]0.722[0.687|0.704
2 ]0.700[0.634]0.666|0.702|0.652|0.676
3 10.693]0.643|0.667]0.694|0.589|0.678

— Exp-1: Rebuild the classifier whenever a document arrives. Note that neither
NB nor SVM can handle it, as they have to perform expensive document
preprocessing.

— Exp-2: MC is rebuilt in a random manner. The size of each batch varies.
This experiment simulates the real-life situation such that the classifier needs
to be rebuilt in a certain time interval.

— Exp-3: MC is rebuilt such that the number of documents in a batch is fixed.

Table @ shows the results. The average accuracy of Exp-1 is the best. This
suggests that continuously classifier rebuilding will increase the accuracy of a
text stream classifier in a long term. The difference between Exp-2 and Exp-3,
in terms of the average accuracy, is not significant.

Order Sensitivity. We test whether MC is sensitive to the order of document
arrival using Newsgroup-20. We place all documents in a queue randomly and
repeat the testing as described above. We repeat the whole process 10 times and
report the average. Table [§ shows the results. Since the standard deviation is
small, we concluded that MC may not be sensitive to the order of document
arrival.

6 Conclusion and Future Work

In this paper, we proposed a novel text stream classification approach (MC).
MC does not need to generate any sophisticated models. The main advantages
of MC are: 1) it could achieve high accuracy; 2) model can be rebuilt efficiently
regardless the size of the batches; 3) only a small bounded memory is required;
4) no advance document preprocessing is necessary in any circumstances.
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As our future work, we will extend this research in several directions: 1) study

the timing at which the model should be rebuilt; 2) methods to automatically
remove unnecessary features; 3) the model resistance to noise; and 4) study the
possibility of combing text stream and data stream.

Acknowledgments. The work described in this paper was partially supported
by grants from the Research Grants Council of the Hong Kong Special Admin-
istrative Region, China (CUHK4229/01E, DAG01/02.EG14).
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Abstract. Along with single word query, phrase query is frequently used in
digital library. This paper proposes a new partition based hierarchical index
structure for efficient phrase query and a parallel algorithm based on the index
structure. In this scheme, a document is divided into several elements. The ele-
ments are distributed on several processors. In each processor, a hierarchical in-
verted index is built, by which single word and phrase queries can be answered
efficiently. This index structure and the partition make the postings lists shorter.
At the same time, integer compression technique is used more efficiently. Ex-
periments and analysis show that query evaluation time is significantly reduced.

1 Introduction

Most queries in digital library consist of simple lists of words. In our research, we get
the query logs from Excite. Statistical analysis on these query logs shows that there are
76 percent of the total 91189 queries include phrases. In phrase queries, 36 percent are
two-word queries, 22 percent are three-word queries and 11 percent are four-word
queries. The others are 31 percent. We can see from this analysis that phrase queries
are frequently used in digital library. So phrase query evaluation is a key issue in
digital library.

There are some indices for text retrieval that can support phrase queries. Justin Zo-
bel gave a detailed comparison of inverted files and signature files and demonstrated
that the former is superior to the later not only in query evaluation time but also in
space [1]. Inverted index is a general method for text retrieval [2], but the postings list
is very long. Some systems emit the stopping words, but makes a small number of
queries cannot be evaluated, while many more evaluate incorrectly [3].

There are a lot of integer compression techniques can be used in the postings
lists[4]. Elias gamma code is efficient for small integers but not suited to large inte-
gers. Elias delta codes are somewhat shorter than gamma codes for large integers, but
not suitable for small integers. Text compression techniques are combined with block
addressing [5]. Alistair Moffat etc. show that the CPU component of query response
time can be similarly reduced, at little cost in terms of storage, by the inclusion of an
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internal index in each compressed inverted list [6]. Falk Scholer etc. revisit the com-
pression of inverted lists of document postings, considering two approaches to im-
proving retrieval efficiency: better implementation and better choice of integer com-
pression schemes [7]. There are some distributed algorithms to build global inverted
files for very large text collections [8]. But there are no suitable distributed algorithms
to answer phrase queries in parallel computer.

Nextword index, which can index phrase directly, is proposed by Hugh E. Williams
and Justin Zobel [9]. The nextword index can efficiently evaluate two-word phrase
queries, but the size is large. Except that, nextword index can not efficiently support
phrase queries that contain more than two words. An optimization algorithm is given
for phrase querying with a nextword index [10]. It shows that careful consideration of
which words are evaluated in a query plan and optimization of the order of evaluation
of the plan can reduce query evaluation costs by more than a factor of five. But
nextword index processing is still not particularly efficient, as the nextwords must be
processed linearly and for rare firstwords the overhead of the additional layer of
structure may outweigh the benefits. And the size of the nextword index is huge as
usual. D.Bahle introduced new compaction techniques for nextword indexes, which
allow full resolution of phrase queries without false match checking [11]. The novel
techniques lead to significant savings in index size. But the drawback is that query
optimization is difficult. Combination of inverted index and nextword index can re-
duce both the size of the index and the query evaluation time. Dirk Bahle combines
the nextword index and the inverted index, which is a more efficient index structure to
support phrase query [12]. But more than two words queries are still not efficiently
supported.

This paper explores new techniques for efficient evaluation of phrase queries. This
scheme supports not only single word queries, but also equal or more than two words
phrase queries efficiently. A document is divided into several elements. The elements
are distributed on several processors. In each processor, a hierarchical inverted index
is built, by which 1 to 4-word phrase queries can be evaluated directly. This index
structure and the partition make the postings lists shorter. At the same time, integer
compression techniques can be used more efficiently. We explore the properties of
single word queries and phrase queries. Experiments and analysis show that query
evaluation time can be significantly reduced.

2 Preparations

2.1 Query Modes

In digital library, a query is a sequence of words. So how many words a query in-
cludes is very important for the index structure. Different index structure has different
efficiency to answer queries in digital library.

Statistics in SPIRE2001 [11] shows that 64 percent of the total 33286 phrase que-
ries are composed of two words. 24 percent are three words, 8 percent are four words
and less than 4 percent are equal or more than 5 words. In this statistics, all the 33286
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phrase queries are surrounded by quotation marks. Statistics in [12] gives the similar
information.

[11] and [12] account for only phrase queries that enclosed in quotes. Actually a
user gives a word list without quotes, but the user expects that the words are adjacent.
So, we get the Excite logs freely from the web and analyze the total 91189 queries.
Only 25 percent of the queries are one word queries. The other 75 percent of the que-
ries contain at least two words, which we call phrase queries without quotes. In these
queries, 27% are two-word queries, 16% are three-word queries and 8 % are four-
word queries. The total number of more than four words queries is about 24%. We can
see from this analysis that 1 to 4 words queries are often used in digital library. More
than 4 words queries are frequently used too. So in digital library, inverted index and
nextword index are not enough. Based on above statistics, a digital library should
efficiently support at least 1 to 4 words queries. More than four words queries should
be efficiently support too.

2.2 Introduction of Inverted Index and Nextword Index

Inverted index is a common method for text retrieval. It allows evaluation of single
word and phrase queries. An inverted index is a two-level structure. The upper level is
all the index words for the collection. The lower level is a set of postings lists, one per
index word. Following the notation of Zobel and Moffat [13], each posting is a triple
of the form: <d, f,, [0, . . ., 0,, > where d is the identifier of a document containing
word ¢, the frequency of ¢ in d is f, , and the o values are the positions in d at which ¢ is
observed. An example of inverted index is shown in Figure 1.

Vocabulary Posting list

| model |_|__.>| 53,<9.3.[3.8901>.......) |

| in |_|__>| 15,(<1,1,[100]><9.2,[6,39]>......) |
| new | 23S LSO LT |

| operation |_|__>| 23,(<4,2,[5.34]>,......) |

Fig. 1. An inverted index for a collection with a vocabulary of four words

The nextword index takes the middle ground by indexing pairs of words and, there-
fore, is particularly good at resolving phrase queries. A nextword index is a three-level
structure. The highest level is of the distinct index words in the collection, which we
call firstwords. At the middle level, for each firstword there is a data structure of
nextwords, which are the words observed to follow that firstword in the indexed text.
At the lowest level, for each nextword there is a postings list of the positions at which
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that firstword-nextword pair occurs. An example nextword index is shown in Figure 2.
For phrase queries of more than two words, multiple postings lists must be fetched
from the nextword index to resolve the query.

Vocabulary ; i Nextword lists Posting lists
in :I——P all 0 (<11, [12]>.<34,3,[23,34,111]>,<77,1,[29]>)

new __‘» 1,(<9,1,[6]>)

_’I 15,(<15,1,[100]>,<65,1,[1]>,<74,7,[23,43,54,67,78,119,188,203]>

‘ »| age -—-? 2,(<31,3,[21,41,91]>,<44,1,[34]>|
name | TP 305.<9.2,(7.180]>.<534,1,[256]>....... |

house __‘» 2,(<9,1,[432]>,<19,],[4]>)|

Fig. 2. A nextword index with two firstwords

2.3 Some Definitions

To explain the hierarchical index structure, the following definitions are given.

Definition 1. A document d is a sequence of words w,...... w,. A document can be
divided into several elements. Each word w, is labeled with an offset o,. Offsets are
positive integers.

Definition 2. An element is a sequence of word wi....... w,. An element is an inde-
pendent part of a document, such as a chapter of a book. We give each word in an
element a partial offset begin from 1. The partial offset in an element is smaller than
the global offset in a document.

Definition 3. The offsets oy,...... , 0, in document d are ordinal if 0; =i for 1 <i <
n.

Definition 4. A phrase p is a list of words s,...s;, which j>2. A term t is a word or a
phrase, that is ferm t is s;...s;, which j>1.

Definition 5. A guery is a sequence of terms ¢;...... t, for 1<i<m, m is the length of
the query, term #; is a list of words or phrases s';...s . When m=1, the answer of the
query is a set of documents S;, where a document w;...... w, in S, satisfies that for
some k >0, s'; = wy,; for I<i <j. When m>1, the answer of the query is a set of
documents S = S|~ . M Si, where Sy is the answer of the one term query 7, for 1<k
<m.

Definition 6. A query, whose length is equal or more than 5, has to be divided into
3 and 4 words queries to process. An optimized subquery is the optimized division
scheme to divide the more than 4 words phrase query to a sequence of 3 and 4-word
phrases and give the optimized evaluation order of the subqueries.
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Definition 7. A hierarchical index is a mapping from 1 to 4-word terms f;..f,, where
the 71<r<4, to postings lists. A postings list for 1-word or 2-word phrase is a set of
documents (d) while a list for 3 or 4-word phrase is a set of (d,B) pairs, where d is a
document identifier and B is a set of indicators. An indicator b describes an occur-
rence of the term f...f}, in d at position k, that is, an occurrence of f; = wy,;.;, for some
k where I <k <n and 1< i<t. An indicator i at position k in document d is elementary
if i = oy is an integer.

Definition 8. In a hierarchical index of elements, the position is a pair of element
number and partial offset in an element.

3 Hierarchical Inverted Index Structure

There are two problems in conventional index structure to efficiently support phrase
queries. The first is that to support phrase queries in conventional inverted index, the
position information must be stored, which makes the postings list very long. The
second is that to answer a phrase query, the postings lists of each word in the phrase
have to be merged, which takes a long time.

Statistical has shown that 1 and 2-word queries are most commonly proposed by
users. 3 and 4-word phrases are frequently used also. To support 1 to 4-word phrase
query efficiently, hierarchical index is proposed. In this index structure, position in-
formation need not be stored in the postings list of 1 to 2 word phrases. Thus the
length of the postings list is dramatically reduced and the efficiency is improved. At
the same time, the frequently used 1 to 4-word phrase queries can be answered di-
rectly without the merge operation, which reduces the query evaluation time also.

To answer more than 4 words queries there must be some positions stored. As we
all known, a long phrase appears less time than a short phrase. In another words, the
more words contained in a phrase, the shorter the postings list is. Statistics show that
the length of the postings list of 3-word phrases with position information is 1.32
times of that without position information. For 4-word phrases, the factor is 1.1. So we
store position information of 3 and 4 words phrase in the postings list. More than 4
words queries are answered by merging the 3 and 4 words lists.

The hierarchical index structure is shown in figure 3. The first level is a list of all
the distinct words in the document set. Each word in the first level has a list of second
words, which appears in the document set next to this word. The third level contains
all the next words for each first-second words pair in the document set. The forth level
contains all the next words for each 3-word phrase in the first three levels. We call the
four-level index the hierarchical index. Any single word, two-word phrase, three-word
phrase or four-word phrase in the document set can be found in the index structure.

Each word in the hierarchical index structure, except the words in the first level,
corresponds to a phrase, which is the words list from the root word to it. We call the
phrase path phrase. The root word is the word in the first level. For example, the word
“set” in the third level corresponds to the path phrase “in all set”. The word “in” is the
root word.
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Each word in the index has a pointer into a postings list. The postings lists of the
words in the first level and the path phrases corresponding to the words in the second
level store the file identifiers in which the word or phrase occurs and the in document
frequency. For each path phrase corresponding to the words in the third level and the
fourth level, the file identifiers, the in document frequency and the positions the path
phrase appear in each document is stored in the postings list. As we have seen in fig-
ure 3, the pointer pointing to the postings list is interleaved with the pointer into the
next words succeed the word or path phrase in first three levels.

First Second i Third Fourth
level level level level

l= e 3B.(1.34.77)

Posting list

Y 1 K
E new |Ji 1,(9)
all HE S 15.1.5.9.49.91,136,277,285,291,333,356,461 479,520,575)
e
= 15>
the 3 JH I >
N .| 2,(<31,3,[21,41,91]>,<44,1,[34]>)|

""" TH] file | $505,<92,[7,1801>,<534,1,12561>.......) |

there -=12,(<9,1,[432]>,<19,1,[4]>) |

T2
new 3
-l P age 0 | T
—————————— 32.(3,10)
N >

shire E L bank B
hOUS(E: thin _:>____=.|8,(<5,1,[19]>,<10,3,[1,14,97]> ....... )|
........... %’ 4] File| 13 1,(<9,1,[61>)

Fig. 3. Hierarchical inverted index structure

4 Document Partition and Distribution

There are still two problems of the hierarchical index. First, the index for 1to 4-word
is built, which makes the vocabulary of the index larger than that of original index
structure. Second, the longer the document is the larger the offset in the postings list
is. More space is used to store large number. This is also shortcoming of traditional
inverted index and nextword index. Two efficient ways on massive data processing is
compression and parallel processing. We partition each document into several ele-
ments. Then distribute these elements to several processors. All the processors work
parallel to answer a query. Distribution of the documents makes the vocabulary in
each processor smaller than the whole vocabulary of the hierarchical index. At the
same time, by partitioning the documents, the offsets in each element are smaller than
the offsets in a document. Elias gamma codes can work well and the compression rate
is improved.
As defined in the above definition, a document is expressed as follows:
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In next word indexes, the postings lists for phrases are typically short, because most
12 3 4 5 6 7 8 9 10 11 12 13 14
pairs only occur infrequently.
15 16 17 18
For example, the postings list for the firstword-nextword pair “the”. “who” is orders

19 20 21 22 232425 26 27 28 29 30 31 32
of magnitude smaller than the postings lists for these words in an inverted file. It follows
33 34 35 36 37 38 39 40 41 44 4345 45 46 47 48
that phrase query evaluation can be extremely fast.
49 50 51 52 5354 55 56

In every two lines, the first line is the sequence of the words in a document. The
second line is the absolute positions of the words in the document. We can see that the
absolute position of the term is increasing sequentially. In a long document this posi-
tion number will be very large.

Several compression techniques are often used in text retrieval. Elias codes and
Golomb codes are two of the most often used methods of integer coding. Elias code
includes Elias gamma code and Elias delta codes. Elias Gamma coding is efficient for
small integers but is not suited to large integers. For large integers, parameterized
Golomb codes or Elias delta code are more suitable. File partitioning divide one
document into several parts, which reduces the absolute position numbers. When Elias
Gamma codes are used, the rate of the compression is higher.

Element-based partition is used in this paper. Every document has its inherent
structure. As defined above, we call an integrated part of a document an element, such
as a chapter, a section, a paragraph etc. Element-based method divides a document
into several elements. The element-based partition technique avoids the page-spanning
problem. In this technique, a document is seen as the connection of several elements.
Each element is given a sequential number. In each element we record the absolute
position of each word within this element. Partial absolute position numbers in ele-
ment instead of whole absolute position numbers in document makes the position
number lesser. An example of the partial document is as follows. The above document
is partitioned into two elements.

In next word indexes, the postings lists for phrases are typically short, because most
1 2 3 4 5 6 7 8 9 10 11 12 13 14
pairs only occur infrequently.
15 16 17 18
For example, the postings list for the firstword-nextword pair “the”. “who” is orders

1 2 3 4 56 7 8 9 10 11 12 13 14
of magnitude smaller than the postings lists for these words in an inverted file. It follows
15 16 17 18 19 20 21 22 23 24 2526 27 28 29 30
that phrase query evaluation can be extremely fast.
31 32 33 34 35 36 37 38

File partition can improve the compression rate of some integer coding. Element-
based file partition technique can support content and structure based query process-
ing, and do favor to define different rank to different elements. The definition of ele-
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ment shows that an element is an independent part of a document and the element-
based document partition is based on the structure of the document. Another benefit is
that if we distribute the elements to several processors, parallel processing becomes
possible.

By using element-based document partition technique, there are no adjacent words
in different elements. We use the round robin method to distribute the elements to
several processors. File distribution has the following advantages. The first, the post-
ings list of a word or a phrase in a processor is a subset of the whole postings list of
the word or phrase. So the length of the postings list is lesser and the query efficiency
is improved. The second, the absolute position number of a word or phrase in a docu-
ment is converted into the partial position number in an element. The position number
is smaller than original and the rate of the compression is improved. The third, the
compression method is different from the method used in [11]. The optimization tech-
niques can be used in this method. The fourth, the vocabulary in each processor is a
subset of the whole vocabulary. That is the vocabulary in each processor is smaller.
The times of I/O is less than original index structure and the quantity of the I/O data is
less than the original index structure too.

In each processor there is a hierarchical index. In the postings lists of each word in
each level, the partial in document frequency is stored.

5 Query Evaluation Algorithm

A query is expressed as a list of words and phrases. For single word query, the first
level of the vocabulary in each processor is searched parallel to find the query word. If
the word exists in the vocabulary, the postings list of the word is read from disk. All
the document identifiers contains the word are stored in a temporary structure along
with the partial in document frequency the word appears in the document. Then the
temporary structure in each processor, which has answers, is merged. The result of the
merge is sorted by in document frequency. The higher ones are returned to the user. 2
to 4-word phrase queries are answered similar with single word queries. Except that
when the first word of the query phrase is found in the first level of the vocabulary, the
next level of the hierarchical index must be continually searched to find if the query
phrase exist in the vocabulary. If the query phrase is found, the postings list of the
corresponding path phrase is read from disk and the document identifiers and the par-
tial in document frequencies are got. Then partial postings list in each processor is
merged to get the answer documents.

When the query contains more than 4-word phrase, the query phrase must be di-
vided into optimized subqueries, which contains 3-word phrase or 4-word phrases.
The division operation must take into account two rules. One is keeping the number of
merge operation least. The other is length of the postings list of the query phrase be
shortest. Each subquery is processed as 3 or 4-word phrase queries. These subqueries
are submitted to all the processors. Each processor processes each optimized subquery
sequentially to get the partial answers of the subquery. All the partial answers are
connected to get the final answers of the more than 4-word phrase query. When all the
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processors finished the subqueries and the connection operation, the answers in each
processor are joined, the false answers are deleted and the final answers of the query
are got.

When the user query contains more then one term, we treat each term as an inde-
pendent query. The intersection of the answer of each term query is the final answer of
the user query. The execution of the term query is as above.

The formal description of the parallel query evaluation algorithm is defined as fol-
lows:

Parallel Query evaluation algorithm

Input: a hierarchical index and a query ti..tp,, . Each t;
can be regarded as a sequence of optimized subqueries
st.sty, for 1< 1 < m, 1<1<4.
Output: a set of documents.

The result set R is set to Null;
For i=1 to m do ) )
The optimized subgqueries s*;..s’; for term t;, 1is sent
to each processor;
If 1<4
Each processor do parallel:
search the phrase in the hierarchical index in
this processor;
if found, the postings list is read from disk
to get the file identifiers and the partial in document
frequencies as the partial result and the partial re-
sult is returned;
if not found, NULL list is returned from the
processor.
If 1>4
Each processor do parallel: _
for each optimized subquery s*y in the
optimized order
search the optimized subgquery in the hier-
archical index in this processor;
if found the postings list is read from
disk to get the partial results;
if not found, NULL list is returned from
the processor;
connect the partial results of the optimized
subgueries in each processor as the final partial
results;
return the final partial result from the
processor;
merge the partial results from each processor as the
answer of the term t; and add the partial frequencies;
the answer of the term t; is intersect with set R to
get a new set R;
the set R is the final answer of the query ti..t,.
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6 Experiments and Analysis

To analysis the cost of storage space, we define the following symbols.
N _: the number of words in a document set.

w

Nf : the number of documents in the document set.

S, : the size of each word.

S, : the size of a pointer

S, : the size of each fid.

S,,, : the size of each offset.

L, : the average length of inverted lists for i-word phrase with offsets, for any i>j,
L<L,.

L’: the average length of inverted lists for i-word phrase without offsets, for any
i>j, L’ <L}.’.

n, : the number of next words of a i-word phrase, for any i>j, n<n,.
In our experiment, the values are set as table 1.

Table 1. Values of the symbols in our experiment

N, 60000 n, 188 L’ 255
N, 4980 n, 60 L, 14.2
S, 20 n, 4 L’ 10.8
S 4 L, 154698 L, 3.5
S, 4 L’ 2852 L’ 3.2
S .. 4 L, 822.3
Table 2. Size of first level and other levels in vocabulary
Size of the first | Size of other | The size of the postings list
level of the vo- | levels for one | of a word or a phrase
cabulary word in the first
level in the vo-
cabulary
Inverted 1.44M 0 619K
Nextword 1.68M 4.5K 11.4K,3.3K
Hierarchical 1.68M 6K 11.4K,1K,57byte, 14byte

In table2, we give the size of the first level, size of the other levels of a word in the
first level and the size of the postings list of a word or phrase. In nextword or hierar-
chical index, to answer a query, the first level of the vocabulary is searched first, then
next words of the corresponding word, then the next words of the corresponding
phrase, etc. So we can store the other levels of the vocabulary except the first level in
disk. It is read into memory when needed. The postings list is also stored in disk.
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When we find a word or a phrase in the user query, the postings list of the word or
phrase is read into memory.

We distribute the vocabulary and the postings list in 7, processors. In each proces-
sor, the size of the vocabulary is less than the whole vocabulary, while the postings list
is one of n, of the original size. To evaluate the cost of query, following symbols are
used.

: the time for hash a word in a bucket;

: the time for read a byte from disk;

: the time used to read a byte in memory;

T,,: the time used to find a block in disk.

For the time for disk I/O is much longer then the time for operation in memory,

Imsll

I/0

T

srauh

T,,and T is omitted sometimes. The query evaluation time is shown in table 3.
Table 3. Query evaluation time of phrase queries
1-word 2-word 3-word 4-word n-word
query query query query query(n>4)
In- T\wk+ Z*T\uzk+ 3*( seat T 4*( seet T n (T\u:k+ TI/O*LI)
verted L*T,, 2*L*T,, T,*L) T,*L)
Next- T . + 2% + 4T +2% 4*T  +2% n*T  +

seek seek seek seek seek

word | L*T,, | (L#n)*T,, *(n+L) | T, *n+L,) [n/2 b1

149

*(n,+L,)

1/0

Hierar- | T+ 24T (L, | 3¥T, 4T, *( | 4%T +T, *n, | n*T  +lnd BT, *

seek seek seek /0 seek o /0

. T
chical L’*T,, +n)*T, nq+n+L) +nq+n,+L) n+nq+n+L)

144

This table shows that both single word query and phrase query, hierarchical index is
better than the other two index structure. See 1-word query first. Experiments show
that L,>L,’, so hierarchical index structure has the same efficiency as nextword index
structure, which is better than traditional inverted index. For L, >L,’>L,>L,” >L >L/
>L>L,, n,>n,>n, and experiments show that L>n+L,, L>n+n,+L,, L>n+n+n+L,
for phrase queries, hierarchical index is better than traditional inverted index and the
nextword index. When we partition the documents into elements and distribute the
elements into several processors, the query efficiency is better.

7 Conclusion

This paper has shown that phrase query is frequently used in digital library. Efficiently
query evaluation of phrase query is an important problem. We propose a new hierar-
chical index structure to efficiently evaluate phrase queries and a parallel algorithm
based on document partition. Using this structure, 1 to 4 words phrase queries can be
answered directly. For more than 4 word queries, the query evaluation time is shorter
than original inverted index and nextword index.
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We partition a document into several elements and distribute the elements into sev-
eral processors. Thus parallelization and compression is used, which improve the
query efficiency more. This partition based hierarchical index can be expanded to
content and structure based query. The elements can be a title, abstract, a chapter, a
section or other interested parts. So element-based query can be efficiently supported
in this index structure.
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Abstract. A genetic semi-supervised fuzzy clustering algorithm is pro-
posed, which can learn text classifier from labeled and unlabeled docu-
ments. Labeled documents are used to guide the evolution process of each
chromosome, which is fuzzy partition on unlabeled documents. The fit-
ness of each chromosome is evaluated with a combination of fuzzy within
cluster variance of unlabeled documents and misclassification error of la-
beled documents. The structure of the clusters obtained can be used to
classify future new documents. Experimental results show that the pro-
posed approach can improve text classi-fication accuracy significantly,
compared to text classifiers trained with a small number of labeled doc-
uments only. Also, this approach performs at least as well as the similar
approach — EM with Naive Bayes

1 Introduction

There is a great need to design efficient content-based retrieval, searching and
filtering for the huge and unstructured online repositories on the internet. Au-
tomated Text Classification[1], which can automatically assign documents to
pre-defined classes according to their text contents, has become a key technique
to accomplish these tasks.

Various supervised learning methods have been applied to construct text clas-
sifiers from a priori labeled documents, e.g.,Naive Bayes[2]and SVM[3]. However,
for complex learning tasks, providing sufficiently large set of labeled training ex-
amples becomes prohibitive.

Compared to labeled documents, unlabeled documents are usually easier to
obtain, with the help of some tools like Digital Library, Crawler Programs, and
Searching Engine. Therefore, it is reasonable to learn text classifier from both
labeled and unlabeled documents. This learning paradigm is usually referred
as semi-supervised learning, and some previous approaches have been proposed
to implement it, e.g., co-training[4], EM with Naive Bayes[5] and transductive
SVMI6].

While the approaches above attempt to feed unlabeled data to supervised
learners, some other approaches consider incorporating labeled data into unsu-
pervised learning, e.g., partially supervised fuzzy clustering|7] and ssFCM]8].

G. Dong et al. (Eds.): WAIM 2003, LNCS 2762, pp. 173-[180, 2003.
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For learning text classifier from labeled and unlabeled documents, this paper
proposes a semi-supervised fuzzy clustering algorithm based on GA[9]. By min-
imizing a combination of fuzzy within cluster variance on unlabeled documents
and misclassification error of labeled documents using GA, it attempts to find an
optimal fuzzy partition on unlabeled documents. The structure of the clusters
obtained can be used to classify a future new document.

The remaining of the paper is organized as follows. Section 2 gives the prob-
lem definition. In section 3, major components of our algorithm are introduced,
and the overall algorithm itself — Genetic Semi-Supervised Fuzzy Clustering
(GSSFC) is described. Section 4 illustrates how to classify a new document with
the aid of the results obtained by GSSFC. Experimental results and discussion
are given in Section 5. Finally, section 6 concludes the paper.

2 Problem Definition

We are provided with a small number of labeled documents and a large number
of unlabeled documents. Using Vector Space Model, all the labeled and unlabeled
documents can be denoted in a matrix form:

! ! u U
X= ;,_U;,_", =X ux- (1)
labeled unlabeled

Here, [ indicates the designation labeled documents, andu, as a superscript, indi-
cates the designation unlabeled documents. (In other context, u may indicate the
name of a membership function or value appropriately, when it doesn’t appear
as a superscript.) Moreover, n; = | X!|, n, = | X¥|, and n = | X| = n; + n.

A matrix representation of a fuzzy c-partition of X induced by equation (1)
has the form:

U r U T
’U,l ul Ul ut ut

lll l12 llnl 11 12 - 1n,,
u u u

Uy Upg - Uy, uy Uy ... Uy,

U= (2)

l l l u u u

ucl UC2 ’LLcnl Ucl Uc2 Ucnu

Here, the fuzzy values of the column vectors in U'! are assigned by domain
experts after a careful investigation on X'. In general, for 1 <i <e¢, 1 < h < ny,
1 < j < ny, equation (2) should satisfy the following conditions:

uly, € [0,1], Zizl ul, =1, ul €[0,1], Z@»:l uly =1 (3)

The goal of the problem is to construct, using X, a text classifier. Our basic
idea is to find a fuzzy c-partition on X%, which can minimize fuzzy within
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cluster variance of unlabeled documents and misclassification error of labeled
documents, and then, use the structure of the clusters obtained to classify future
new documents.

Misclassification Error of Labeled Documents

In order to get good generalization performance, the text classifier to be con-
structed should minimize the misclassification error of labeled documents. We
will use the variance of the fuzzy memberships of labeled documents to mea-
sure the misclassification error. In detail, given a fuzzy c-partition on X, the ¢
cluster centers v1, vs, ..., v, can be computed as follows:

m u
_ >l (uf) " @ + 2oy (ufh) "

b1 (uﬁk)m + 2y (ug)™ 7

Fori=1,2,...,¢c,and j =1, 2, ..., n;, the fuzzy memberships of labeled
documents can be re-computed as follows:

. 2/(m—1)7 1
N 5
i = |2 <Hw§ ol ®)

h=1

v; 1<i<c (4)

Accordingly, the misclassification error of labeled documents, denoted as E, can

. . ’ . .
be measured as a weighted sum of variance between uéj and uéj, with weights

equal to Ha:é — 'vi| 2, that is,
NN [ 1\ . 2
EZZZ(“ij‘“ij) 5 — v (6)
j=11i=1

Fuzzy within Cluster Variance of Unlabeled Documents

Although minimizing misclassification error of labeled documents is necessary
for the text classifier to get good generalization ability, it is not sufficient, as
minimizing misclassification error of a small labeled documents only would very
likely lead to the problem of so-called over-fitting.

Fuzzy within cluster variance is a well-known measurement of cluster quality
in fuzzy clustering, which is defined as:

(U V)=S0 ()™ ot — v (7)

j=1i=1

Here, m is treated as the parameter controlling the fuzziness of the clusters,
m > 1. We can see that minimizing fuzzy within cluster variance is equal to
maximizing the similarity of documents within the same cluster. Thus, we argue
that fuzzy within cluster variance of unlabeled documents can play the role of
capacity control[10] in our problem.

Based on equation (7) and (6), we can clarify our objective function as follows:
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FU V) =Jn+a-B 8)

Here, a > 0 is a positive regularization parameter, which maintains a balance
between fuzzy within cluster variance of unlabeled documents and misclassifica-
tion error of labeled documents. The choice of o depends very much on the
number of labeled documents and unlabeled documents. To ensure that the im-
pact of the labeled documents is not ignored, the value of a should produce
approximately equal weighting of the two terms in equation (8). This suggests
that a should be proportional to the rate n,/ n;.

At this time, our problem has been converted to minimization of the objective
function in equation(8). In this paper, we use GA to resolve this optimization
problem, because GA uses population-wide search instead of a point-search,
and the transition rules of it are stochastic instead of deterministic. So, the
probability of reaching a false peak is much less than that in other conventional
optimization methods.

3 Genetic Semi-supervised Fuzzy Clustering (GSSFC)

In this section, major components of GA overall algorithm itself are described.

3.1 Major Components of GA

e Representation and Its Initialization
In our algorithm, U"s, whose form are illustrated in equation (2), play the role
of chromosomes. U"s are initialized randomly.
e Fitness Function
The fitness function being used is the objective function in equation (8).
e Selection
A roulette wheel selection method[9] is used for selecting population members
to reproduce. Each member of the population gets a percentage of the roulette
wheel based on its fitness.
e Crossover
Suppose P, is the probability of crossover, then (P.b) chromosomes will undergo
the crossover operation in the following steps:

Step 1. Generate a random real number r., r. €[0,1], for the given kth
chromosome.

Step 2. Select the given kth chromosome for crossover if r, < P,.

Step 3. Repeat Steps 1 and 2 fork = 1, ... , b, and produce (P.b) parents,
averagely.

Step 4. For each pair of parents, for example, U%! and U%?, the crossover
operation on U*and U“2will produce two children U*(tDand U012 as fol-
lows:

l]u(b+1) — Uul + 2 Uu27 Uu(b+2) — 2 l]u2 + ot Uul (9)

where ¢; + ¢3 = 1 and ¢; €[0,1] is a random real number.
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e Mutation

Mutation is usually defined as a change in a single bit in a solution vector. This
would correspond to a change of one element u;;of a chromosome U™ in our
problem.

3.2 Overall Algorithm

The overall algorithm is given in Table 1.

Table 1. Genetic Semi-Supervised Fuzzy Clustering Algorithm

Inputs: X', the set of labeled documents; X%, the set of unlabeled documents;
U! a fuzzy c-partition on X'.

Output: U" a fuzzy c-partition on X" a fuzzy c-partition on X and ¢ cluster
centers v1, v2, ..., V.

Choose parameters: m > 1, the degree of fuzziness; b, the population size;
maz_gen, the number of generations; Pc, the probability of crossover; Pm, the
probability of mutation; «,the regularization parameter in fitness function.
STEP 1 Initialize

Initialize U" randomly and set gen = 0.

STEP2 Evaluation

For:=1,2, ..., c, compute the current cluster center v; using equation (4).

Fori=1,2,...,¢c,and j =1, 2, ..., nl, compute the new fuzzy membership
ui; for labeled document xé with respect to cluster ¢, using equation (5).

For k=1, 2, ..., b, compute fuzzy within cluster variance J¥, for U“* using

equation (7), compute misclassification error E* for U"* using equation (6), and
compute the fitness f* for U using equation (8).
STEP3 Selection

For k =1, 2, ..., b, generate a random real number r, €[0,1], and if f*~!
<rs < fk, then select U™*.
STEP4 Crossover

For k=1, 2, ..., b/2, generate a randome number r. €[0,1], and if r. < P,
then perform the crossover on the Ith and mth chromosomes, which are randomly
selected.
STEP5 Mutation

For k =1,2,...,b,and j = 1, 2, ..., n,, generate a randome number
rm €[0,1], and if r,, < P, then generate new elements in the jth column of the
kth chromosome;
STEP6 Termination

If gen < max_gen, then let gen = gen +1 and go to STEP 2. Otherwise,
the algorithm stops.

4 Classification with the Aid of Results of GSSFC

The structure of the clusters learned above reflects the natural structure of
the documents collection, so it can be used to classify future new documents.
In detail, given a new document x, and the c cluster centers vy, vs, ..., v,
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obtained with GSSFC, the fuzzy membership of x, with respect to class i, u;can
be computed in the similar way as in equation (5):

[~ (w0
“"[Z<nmvh|) ] 1o

h=1

Thus, x is assigned to c¢ classes, with corresponding fuzzy memberships u, us,
..., U. respectively.

In some applications, the need is to assign « to exactly one of ¢ classes. For
this purpose, some defuzzify methods, for example, so-called Maximum Mem-
bership Rule (MMR) can be used. In detail,  can be assigned to class ¢, where

i= arg max(up).
h=1,2,...c

5 Experimental Setup and Results

In out experiments, Naive Bayes classifier (NBC)[2] is used as a basic classifier,
which is trained using labeled documents only. Also, we will compare our method
to the approach proposed by Nigam[5], namely EM with Naive Bayes.

Benchmark Documents Collection 1

20-Newsgroups dataset consists of Usenet articles collected by K. Lang[11]
from 20 different newsgroups. The task is to classify an article into the one
newsgroup (of twenty) to which it was posted. From the original data set, three
different data sets are created. The labeled set contains a total of 6000 documents
(300 documents per class). We create a set of unlabeled set of 10000 documents
(500 documents per class). The remaining 4000 documents (200 documents per
class) form the subset of test documents. Different numbers of labeled documents
are extracted from the labeled set with uniform distribution of documents over
the 20 classes. The use of each size of labeled set comprises a new trial of the
experiments below.

Each document is presented as a TFIDF weighted word frequency vector and
then be normalized.

Benchmark Documents Collection 2

The second dataset WebKB[12] contains web pages gathered from computer
science departments at four universities. The task is to classify a web page into
the appropriate one of the four classes: course, faculty, student and project.
Documents not in one of these classes are deleted. After removing documents
which contain the relocation command for the browser, this leaves 4183 exam-
ples. We create four test sets, each containing all the documents from one of the
four complete computer science departments. For each test set, an unlabeled set
of 2500 pages is formed by randomly selecting from the remaining web pages.
Labeled sets are formed by the same method as in 20-Newsgroups. Stemming
and stop-word removal are not used. As with the 20-Newsgroups, each document
is presented as a TFIDF weighted word frequency vector, and then normalized.
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Parameters in GSSFC are selected as follows: The degree of fuzziness m = 2;
the maximum generation maz_gen = 2000; population size b = 50; the probability
of crossover P, = 0.7; the probability of mutation P, = 0.1.

Figure 1 shows the classification accuracy of NBC (no unlabeled docu-
ments), the classifier constructed through GSSFC and EM with NBC on 20-
Newsgroups and WebKB respectively. The vertical axis indicates average clas-
sification accuracy on test sets, and the horizontal axis indicates the amount of
labeled documents on a log scale.

o
@

[ On WebKb ot
/'77’./'/ 1

///“/ ?:

3 —=—NBC -
—e—GSSFC 1

°
3

—s—NBC
—e— GSSFC
—4—EM with NBC

Classification Accuracy
o o
)
Classification Accuracy

S o oo oo 9o o
L NS TR VS R SO e N e ]

04L | F —A—EMwith NBC| -
10 100 ' 100 1000
Number of Labeled Documents Number of Labeled Documents

Fig. 1. Classification Accuracy

Naive Bayes classifier provides an idea of the performance of a base classi-
fier, if no unlabeled documents are used. The corresponding curves in Figure 1
show that, by increasing the number of labeled documents from low to high,
a significant improvement in accuracy is got. These results support the justice
and necessity to find methods to learn classifier from unlabeled documents in
addition to labeled documents, when labeled documents are sparse.

The classifier constructed through GSSFC performs significantly better than
traditional Naive Bayes classifier. For example, with 200 labeled documents (10
documents per class), the former reaches an accuracy of 41.3%, while the latter
reaches 60.5%. This presents a 19.2% gain in classification accuracy.

Another way to view these results is to consider how unlabeled documents
can reduce the need for labeled documents. For example, with 20-Newsgroups,
for NBC to reach 70% classification accuracy, more than 2000 labeled docu-
ments are needed, while only less than 800 labeled documents for GSSFC. This
indicates that incorporating a mall number of labeled documents into a large
number of unlabeled documents can help constructing a better classifier than
that constructed using a mall number of labeled documents alone. The essential
reason is that, although unlabeled documents do not provide class label infor-
mation, but they can provide much structural information of the feature space
of the particular problem. It is this information that helps us attaining a better
classifier, when labeled documents are sparse.

As for GSSFC and EM with Naive Bayes, the fomer performs at least as well
as the latter.
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6 Conclusion

In summary, we have proposed a genetic semi-supervised fuzzy clustering algo-
rithm, which can learn text classifier from both labeled and unlabeled documents.
Experiments are carried out on two separated benchmark document collections.
The results indicated that, by combining both labeled and unlabeled documents
in the training process, the proposed algorithm can learn a better text classifier
than traditional inductive text classifier learners, for instance Naive Bayes, when
labeled documents are sparse. Also, GSSFC performs at least as well as EM with
Naive Bayes. GSSFC is an effective way to construct text classifiers from labeled
and unlabeled documents.
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Abstract. Text classification based on Rough Sets theory is an effective
method for the automatic document classification problem. However, the
computing multiple reducts is a problem in this method. When the num-
ber of training document is large, it takes much time and large memory
for the computation. It is very hard to be applied in the real application
system. In this paper, we propose an effective way of data partition, to
solve the above problem. It reduces the computing time of generating
reducts and maintains the classification accuracy. This paper describes
our approach and experimental result.

1 Introduction

As the volume of information available on the Internet and corporative intranets
continues to increase, there is a growing need for tools finding, filtering, and man-
aging these resources. The purpose of text classification is to classify text docu-
ments into classes automatically based on their contents, and therefore plays an
important role in many information management tasks. A number of statistical
text learning algorithms and machine learning techniques have been applied to
text classification. These text classification algorithms have been used to auto-
matically catalog news articles [1] and web pages [2], learn the reading interests
of users [3], and sort electronic mails [4].

However, a non-trivial obstacle in good text classification is the high dimen-
sionality of the data. Rough Sets theory introduced by Pawlak [5] is a non-
statistical methodology for data analysis. It can be used to alleviate this situ-
ation. In [9], we proposed the RSAR-M which is an effective text classification
system based on Rough Sets theory. When classifying new documents according
to this systems, a minimum set of keywords called reduct is used. However when
the number of training documents increases, the number of dimensions of words
processed increases. As a result, the large computing time and large memory
are needed to generate multiple reducts. Moreover there is a case where it is
impossible to compute because a required memory is insufficient. It is very hard
to be applied in the real application system.

G. Dong et al. (Eds.): WAIM 2003, LNCS 2762, pp. 181188, 2003.
© Springer-Verlag Berlin Heidelberg 2003
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In this paper, we propose an effective method which can reduce the com-
puting time and decrease the amount of memory for generating reducts by data
partition. Our new method can generate multiple reducts quickly and effectively
when compared with the previous system. It was verified that the method can
maintain the high classification accuracy.

The remainder of this paper is organized as follows: Section 2 introduces
the basic concept of Rough Sets theory, and text classification based on Rough
sets. Section 3 provides a description of the proposed system. Section 4 describes
experimental results. A short conclusion is given in the final section.

2 Rough Sets and Text Classification

2.1 Rough Sets

Information Systems. An information system is composed of a 4-tuple as
follows:

S=<U,QV,f>

where U is the closed universe, a finite nonempty set of N objects (21, z2, ..., xn),
Q is a finite nonempty set of n features {q1,q2,...,qn},V = quQ Vg, where V,
is a domain(value) of the feature ¢, and f : U x @ — V is the total decision
function called the information such that f(z,q) € V, for every ¢ € Q, z € U.

Any subset P of @) determines a binary relation on U, which will be called an
indiscernibility relation denoted by IN P(P), and defined as follows: xIpy if and
only if f(z,a) = f(y,a) for every a € P. Obviously INP(P) is an equivalence
relation. The family of all equivalence classes of INP(P) will be denoted by
U/INP(P) or simply U/P; an equivalence class of INP(P) containing x will
be denoted by P(x) or [z],.

Reduct. Reduct is a fundamental concept of rough sets. A reduct is the essential
part of an information system that can discern all objects discernible by the
original information system.

Let ¢ € Q. A feature ¢ is dispensable in S, if IND(Q — q) = IND(Q);
otherwise feature q is indispensable in S.

If ¢ is an indispensable feature, deleting it from S will cause S to be incon-
sistent. Otherwise, ¢ can be deleted from S.

The set R C @ of feature will be called a reduct of Q, it IND(R) = IND(Q)
and all features of R are indispensable in S. We denoted it as RED(Q) or
RED(S).

Reduct is the minimal subset of condition features  with respect to decision
features D, none of the features of any minimal subsets can be eliminated without
affecting the essential information. These minimal subsets can discern decision
classes with the same discriminating power as the entire condition features.

The set of all indispensable from the set Q) is called CORFE of () and denoted
by CORE(Q):

CORE(Q) =NRED(Q)
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2.2 Text Classification Based on Rough Sets

A non-trivial obstacle in good text classification is the high dimensionality of
the data. Rough Sets theory can be used to alleviate this situation [7]. A. Chou-
choulas and Q. Shen proposed a Rough Set Attribute Reduction method (RSAR)
for text classification that tests E-mail messages. Given corpora of documents
and a set of examples of classified documents, the technique can quickly locate
a minimal set of co-ordinate keywords to classify new documents. As a result,
it dramatically reduces the dimensionality of the keyword space. The resulting
set of keywords of rule is typically small enough to be understood by a human.
This simplifies the creation of knowledge-based IF /IR sys-tems, speeds up their
operation, and allows easy editing of the rule bases employed. But we can see
that with the increasing number of categories, its accuracy becomes to be an
unacceptable level, from the experimental results of RSAR in [7]. In [9], we pro-
posed the RSAR-M which is an effective text classification based on Rough Sets,
as shown in Figure[ll

[ Document 1 j [ Documenth L I Document n

A 4 \4 v

| Document Set

Attribute Reductions Generation 4—( High Dimensionality Dataset |

Multiple Attribute Reducts H Decision Rule |

Fig. 1. Data flow through the system RSAR-M

3 Partition for Text Classification

RSAR-M in [9] is an very effective text classification system. It can get the high
classification accuracy. However, here is one problem in this method, that is
the computing of the multiple reducts. When the number of training documents
increases, the number of dimensions of words processed increases. As a result,
the large computing time and large memory are needed to generate multiple
reducts. It is very difficult to use RSR-M to the real application system. In this
section, we propose two effective methods to improve the performance of RSAR-
M. Using the document partition or attribute partition, the new system can
generate reducts quickly and effectively, and can maintain the high classification
accuracy.
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3.1 Document Partition for Text Classification

Figure Bl shows a data flow through the new system. We call this system Doc-
uments Partition RSAR-M System(DP-RSAR-M). The DP-RSAR-M generates
multiple reducts as follows. First, the DP-RSAR-M divides a document set into
several document subsets. Then, it uses each document subset to generate mul-
tiple reducts. In the stage of partition, to avoid the deviation in the number of
classes in each subset, DP-RSAR-M uses the uniform partition for each class. In
order to use the different knowledge as many as possible, DP-RSAR-M generates
new reducts using the information on reducts already generated. By this means,
the same attribute is not included in the different reducts in DP-RSAR-M.

’ Document Set ‘

Uniform Partition Based on Document Class

’ Document Subset 1 ‘ ’ Document Subset 2 ‘ ’ Document Subset n ‘

| j— —1

Keyword Acquisition
| .o |
m Generating Reducts Generating Reducts

Keyword Acquisition

! !

’ Multiple Reducts 1 ‘ ’ Multiple Reducts 2 ‘ ’ Multiple Reducts n ‘

} ! }

’ Multiple Attribute Reductions ‘

}

’ Decision Rule ‘

Fig. 2. Data flow through the system DP-RSAR-M

3.2 Attribute Partition for Text Classification

The high dimensionality of keywords is the reason of reducts computing problem.
If we divide the high dimensionality keywords into some keywords subsets, and
generate multiple reductions uslng the keywords subsets, then the compting
time of generating reductions will be reduced. This section use the attribute
partition to improve the performance of RSAR-M.

Figure Bl shows data flow through the new system. We call this system At-
tribute Partition RSAR-M System(AP-RSAR-M). The AP-RSAR-M generates
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’ Document Set ‘

|

Keyword Acquisition

!

’ High Dimensionality Dataset ‘

! ! !

’ Attribute Subset 1 ‘ ’ Attribute Subset 1 ‘ ’ Attribute Subset 1 ‘

| |

enerating Reductions il Generating Reductionsjii Sl Generating Reductions|

’ Multiple Reducts 1 ‘ ’ Multiple Reducts 1 ‘ ’ Multiple Reducts 1 ‘

! ! !

’ Multiple Attribute Reductions ‘

}

’ Decision Rule ‘

Fig. 3. Data flow through the system AP-RSAR-M

multiple reducts as follows. First, the AP-RSAR-M divides the high dimension-
ality keywords into several keywords subsets. Then, it generates multiple reducts
using each keywords subset.

Compared with DP-RSAR-M, the reduction generated by DP-RSAR-M is
not a real reduction of the original system, it is a real reduct of subset system,
but just a candidate of reduct of the original system. In the case of AP-RSAR-M,
the reduction is a real reduct of the original system.

4 Experiments and Results

For evaluating the efficiency of our new systems, we compared them with the
RSAR-M in the multiple reducts computing time and classification accuracy.
The Reuters collection is used in our experiment, which is publicly available
at http://www.research. att.com/ lewis/reuters21578.html. Documents in the
Reuters collection were collected from Reuters newswire in 1987. To divide the
collection into a training and a test set, the modified Apte(“ModApte”) split
has been most frequently used. It is also used in our experiment. 135 different
classes have been assigned to the Reuters documents. Fifteen different classes of
the Reuters collection are used in our experiment. Table [[] shows the number of
training and test data which were used in our experiment.

Fig. @ shows the experimental result of computing time. The “2-categories”
shows the data includes gnp and cocoa, The “3-categories” shows the data
includes gnp, cocoa and cpi, and so on. “RSAR-M(1)” means the RSAR-M
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Table 1. The number of training and test documents

class [training test

gnp 49 34
cocoa 41 15
cpi 45 26
jobs 32 18
copper 31 17
reserves 30 14

grain 38 134
rubber 29 12
ipi 27 10
iron-steel| 26 12
veg-oil 19 37
alum 29 20

tin 17 12
nat-gas 22 29
bop 15 28
—%-RSAR-M(1) RSAR-M(5) —— DP-RSAR-M(5-1)

—— DP-RSAR-M(5-2) —6— AP-RSAR-M(5-1)
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Fig. 4. Comparison of Reduct Computing Times(Sec.)

which generates one reduct without documents partition. “RSAR-M(5)” means

the RSAR-M which generates five reducts without documents partition. “DP-
RSAR-M(5-1)” means the DP-RSAR-M which divides a document set into five
document subsets, and each document subset generates one reduct. That is,
“DP-RSAR-M(5-1)” generates five reducts in total. “DP-RSAR-M(5-2)” means
the DP-RSAR-M which divides a document set into five document subsets, and
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each document subset generates two reducts. That is, “DP-RSAR-M(5-2)” gen-
erates ten reducts in total. “AP-RSAR-M(5-1)” means the AP-RSAR-M which
divides the high dimensionality keywords into five keywords subsets, and each
keywords subset generates one reduct.

As can be see from Fig. ] the computing times of “DP-RSAR-M(5-1)” , “DP-
RSAR-M(5-2)” and “AP-RSAR-M(5-1)” is much shorter than “RSAR-M(5)”.
Especially, the computing times of “DP-RSAR-M(5-1)” and “DP-RSAR-M(5-
2)” is shorter than “RSAR-M(1)”.

—%-RSAR-M(1) RSAR-M(5) DP-RSAR-M(5-1)
—— DP-RSAR-M(5-2) —e— AP-RSAR-M(5-1)

Reduct Computing Times(S)
o

2 3 4 5 6 7 8 9 10 11 12 13 14 15

Number of Categories

Fig. 5. Comparison of Classification Accuracy

Fig. Bl shows the experimental results of classification accuracy. As it can be
seen, “DP-RSAR-M(5-2)” and “AP-RSAR-M(5-1)” achieves the high accuracy
as “RSAR-M(5)”. “DP-RSAR-M(5-1)" gets the higher accuracy than “RSAR-
M(1)”.

The above experiment results show that our new systems can reduce the
computing time of reducts generation greatly and maintain the high classification

accuracy. The data partition is an effective method to improve the performance
of RSAR-M system.

5 Conclusion

This paper proposes an effective method to solve the above problem which im-
proves the performance of RSAR-M. It uses data partition to reduce the modle.
The first method is the document partition. In the Documents Partition RSAR-
M System, it divides a document set into several document subsets firstly. Then,
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it uses each document subset to generates multiple reducts. The second way is
the keywords partition. In the Attribute Partition RSAR-M sysytem, it divides
the high dimensionality keywords into several keywords subsets firstly. Then, it
uses each keywords subset to generate multiple reducts. The experimental results
show that the data partition is an effective method to improve the performance
of RSAR-M. The new system in this paper can get the multiple reducts quickly
and maintain the high classification accuracy. As a result, it is efficient and
robust text classifier, and can be used in the really application.
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Abstract. Emerging patterns (EPs) are itemsets whose supports
change significantly from one class to another. It has been shown that
they are very powerful distinguishable features and they are very use-
ful for constructing accurate classifiers. Previous EP mining approaches
often produce a large number of EPs, which makes it very difficult to
choose interesting ones manually. Usually, a post-processing filter step
is applied for selecting interesting EPs based on some interestingness
measures.

In this paper, we first generalize the interestingness measures for EPs,
including the minimum support, the minimum growth rate, the subset
relationship between EPs and the correlation based on common statis-
tical measures such as chi-squared value. We then develop an efficient
algorithm for mining only those interesting EPs, where the chi-squared
test is used as heuristic to prune the search space. The experimental
results show that our algorithm maintains efficiency even at low supports
on data that is large, dense and has high dimensionality. They also show
that the heuristic is admissible, because only unimportant EPs with low
supports are ignored. Our work based on EPs for classification confirms
that the discovered interesting EPs are excellent candidates for building
accurate classifiers.

Keywords: Emerging patterns, measures of interestingness, classifica-
tion, data mining

1 Introduction

Classification is an important data mining problem. Given a training database
of records, each tagged with a class label, the goal of classification is to build a
concise model that can be used to predict the class label of future, unlabelled
records. Many classification models have been proposed in the literature [14].
Recently a new type of knowledge patterns, called emerging patterns (EPs),
was proposed by Dong and Li [4] for discovering distinctions inherently present
between different classes of data. EPs are defined as multivariate features (i.e.,
itemsets) whose supports (or frequencies) change significantly from one class to
another. The concept of emerging patterns is very suitable for serving as a classi-
fication model. By aggregating the differentiating power of EPs, the constructed
classification systems [SJIOJITIGI7] are usually more accurate than other exist-
ing state-of-the-art classifiers. The idea of emerging patterns is also applied in

G. Dong et al. (Eds.): WAIM 2003, LNCS 2762, pp. 189-201], 2003.
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bioinformatics successfully, from the discovery of gene structure features to the
classification of gene expression profiles [12/]9].

A major difficulty involved in the use of EP is how to efficiently mine those
EPs which are useful for classification, because it has been recognised that an
EP mining algorithm can generate a large number of EPs, most of which are
actually of no interest for modelling or classification purpose. Being able to mine
only useful EPs is important, since it can save mining of many unnecessary EPs
and identifying interesting ones from a huge number of EPs.

What makes emerging patterns interesting? The measures of interestingness
are divided into objective measures - those that depend only on the structure of a
pattern and the underlying data used in the discovery process, and the subjective
measures - those that also depend on the class of users who examine the pattern
[15]. We define interestingness of an EP in objective terms. An EP is interesting,
if it (1) has minimum support; (2) has minimum growth rate; (3) has larger
growth rate than its subset; (4) highly correlated according to common statistical
measures such as chi-square value. The first condition ensures an EP is not noise
by imposing a minimum coverage on the training dataset; the second requires
an EP has sharp discriminating power; the third regards those “minimal” EPs
as interesting, because if any subset of an EP has larger growth rate, the EP
itself is not so useful for classification; generally speaking, the last states that
an EP is interesting, if the distribution (namely, the supports in two contrasting
classes) of its subset is significantly different from that of the EP itself, where
the difference is measured by the x?-test [2]. Experiments show that the set of
interesting EPs is orders of magnitude smaller than the set of general EPs. In
the case that a user wants to use EPs for classification, the subjective measure
of EPs can be defined as their usefulness. To evaluate objective interesting EPs
against the subjective measure, we have built classifiers using those EPs. High
accuracy on benchmark datasets from the UCI Machine Learning Repository [3]
shows that mining EPs using our method can result in high quality EPs with
the most differentiating power.

The task of mining EPs is very difficult for large, dense and high-dimensional
datasets, because the number of patterns present in the datasets may be expo-
nential in the worst case. What is worse, the Apriori anti-monotone property,
which is very effective for pruning search space, does not apply to emerging pat-
tern mining. It is because if a pattern with k items is not an EP, its super-pattern
with (k + 1) or more items may or may not be an EP.

Recently, the merits of a pattern growth method such as FP-growth [§],
have been recognized in the frequent pattern mining. We can use FP-growth to
mine EPs: we first find frequent itemsets in one data class for a given support
threshold, and then check the support of these itemsets against the other class.
Itemsets satisfying the four interestingness measures are interesting EPs. There
are several difficulties with this approach: (1) a very large number of frequent
patterns will be generated when the support is low; (2) a lot of frequent patterns
in one class turn out not to be EPs since they are also frequent in the other class;
(3) it selects interesting EPs as post-analysis.
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To overcome these difficulties, we propose Interesting Emerging Pattern
Miner (iEPMiner) for efficiently extracting only the interesting emerging pat-
terns. iEPMiner uses a tree structure to store the raw data. It recursively parti-
tions the database into sub-database according to the patterns found and search
for local patterns to assemble longer global one. iEPMiner operates directly on
the data contained in the tree, i.e., no new nodes are inserted into the original
tree and no nodes are removed from it during the mining process. The major
operations of mining are counting and link adjusting, which are usually inexpen-
sive.

The problem of mining EPs can be seen as to search through the power set
of the set of all items for itemsets that are EPs. With low minimum settings
on support and growth rate, the candidate interesting EPs embedded in a high-
dimensional database are often too numerous to check efficiently. We push the
interestingness measures into the pattern growth to reduce the search space. We
also use the y2-test as heuristic to further prune the search space. The heuristic
is admissible because (1) it greatly improves the efficiency of mining; (2) only
EPs with the lowest supports are lost. Experiments show that iEPMiner achieves
high efficiency on large high-dimensional database with low support and growth
rate, and successfully mines the top 90% interesting EPs.

1.1 Related Work

Dong and Li [4] introduced the concept of emerging patterns and they also
proposed the notion of borders as a means for concisely describing emerging
patterns. They formalised the notion of set intervals, defined as collections S
of sets that are interval closed - if X and Z are in S and Y is a set such that
X CY C Z,then Y isin S. The collection of emerging patterns discovered from
different classes of data, which is typically very large, can be represented by bor-
ders, defined as the pair of the sets of the minimal itemsets and of the maximal
ones, which are usually much smaller. A suite of algorithms, which manipulates
only borders of two collections, were proposed for mining emerging patterns.
However, they depend on border finding algorithms such as Max-Miner [1]. In
fact, the task of mining maximal frequent patterns is very difficult, especially
when the minimum support is low (e.g. 5% or even 0.1%). For example, for
the UCI Connect-4 dataset, the Max-Miner, one of the most efficient previously
known algorithm for finding maximal frequent itemsets, needs more than three
hours when minimum support is 10%. Furthermore, the process of extracting
the embodied EPs with supports and growth rates from the borders and select-
ing the interesting one is very time-consuming. In contrast, our algorithm mine
interesting EPs directly from the raw data.

ConsEPMiner [16] mines EPs satisfying several constraints including growth-
rate improvement constraint. It follows an Apriori level-wise, candidate
generation-and-test approach. It is still not efficient when the minimum sup-
port is low. For the UCI Connect-4 dataset, ConsEPMiner needs about 6 hours
when support is 3%. In comparison, our algorithm can finish in less than 10
minutes, with little loss of interesting patterns.
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Recent work in [13] proposed to use “shadow patterns” to measure the inter-
estingness of minimal JEPs. Shadow patterns are those immediate subsets of a
minimal JEP. If the growth rates of these shadow patterns are on average around
small numbers like 1 or 2, compared with the infinite growth rate of the JEP, it
is regarded as adversely interesting, because the JEP is “unexpected” and the
conflict may reveal some new insights into the correlation of the features. Their
interestingness measure is a specific case of our correlation measure, since the
level of adversity can be detected by y2-test. They do post-analysis of mined
JEPs, while we push the interestingness measures into the mining process.

2 Interesting Measures of Emerging Patterns

Suppose a data object obj = (a1,as---a,) follows the schema (A4;,As---A4,,),
where Ay, Ay -+ - A, are called attributes. Attributes can be categorical or con-
tinuous. For a categorical attributes, all the possible values are mapped to a set
of consecutive positive integers. For a continuous attributes, its value range is
discretized into intervals, and the intervals are also mapped to consecutive pos-
itive integers. By doing so, a raw set of data objects is encoded into the binary
transaction database. We call each (attribute, integer-value) pair an item.

Let I denote the set of all items in the encoding dataset D. A set X of
items is also called an itemset, which is defined as a subset of I. We say any
instance S contains an itemset X, if X C S. The support of an itemset X in
a dataset D, suppp(X), is countp(X)/|D|, where countp(X) is the number of
instances in D containing X. Assume two data classes Dy and Ds, the growth
rate of an itemset X in favour of Dy is defined as GrowthRate(X) = GR(X) =
suppp, (X)/suppp, (X) (where GR(X) = 0, if suppp,(X) = suppp,(X) = 0;
GR(X) = oo, if suppp,(X) > 0 and suppp, (X) = 0). An Emerging Pattern Y
favouring D5 is an itemset whose growth rate from D to Dy is at least p(p > 1).
The support of Y in Ds, denoted as supp(Y'), is called the support of the EP.

2.1 Interesting Emerging Patterns

We formally define the objective interestingness of an EP. An EP, X, is inter-
esting, if

supp(X) > &, where £ is a minimum support threshold;

GR(X) > p, where p is a minimum growth rate threshold;

VY € X,GR(Y) < GR(X).

IX|=1or |X|>1ANMY C XA|Y|=I|X|-1Achi(X,Y) > n), where
7 = 3.84 is a minimum chi-value threshold and chi(X,Y") is computed using
the following contingency table [2].

= Lo

X Y > row
D, countp, (X) countp, (Y) countp, (X) + countp, (Y)
D, countp,(X) countp, (Y) countp, (X) + countp,(Y)
>~ column|count p, 4+ p,(X)|countp, + p, (Y )|count p, + p,(X) + countp, +p, (Y)
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The first condition ensures an EP has minimum coverage on the training dataset;
the second requires an EP has sharp discriminating power; the third explores
the subset relationship of EPs, i.e., interesting EPs are not “subsumed” by their
subsets; the last states that for any immediate subset of an interesting EP with
length more than 1, its support distribution in both classes are significantly
different from that of the EP itself. One can use other statistical measures such
as the entropy gain, the gini index and the correlation coefficient in place of chi-
square value. The bigger the value, the more confident we are to say that their
distributions are different. We choose 3.84 as the minimum chi-value threshold,
since it gives us 95% confidence, which is enough in many real life applications.
If a length-k EP’s distribution is significantly different from that of any of its
length-(k — 1) subsets, it shows that adding one item from length-(k — 1) subsets
makes its behaviour on two classes quite different. It also means that those items
which make up of the EP, are highly correlated.

We give an example to see how contingency tests are performed in the pro-
cess of mining. Let X = {a,b,c},Y = {a,b}. Suppose |D;| = |D3| = 100 and
countp, (Y) = 80, countp,(Y) = 60, countp,(X) = 60, countp,(X) = 35,
then we have the following observed contingency table (left). For each pair
(i,4) € {D1,D2} x {X,Y}, we calculate the expectation under the assumption
of independence:

countp, +p,(j) x (count;(X) + count;(Y))

E' L =
+ countp,+p,(X) + countp,+p,(Y)

The results are shown in the following expected contingency table (right).

The observed contingency table The expected contingency table
Y| XD row Y| XD row
Dq| 80[60| 140 D1| 89]51 140
Do| 8535 120 Do| 76|44 120
> column|165(95| 260 > column|165(95] 260

The chi-square value is the normalised deviation of observation from expectation;

namely, o by
chi(X,Y)= > > Oy — By)” J; )
ie{D1,D2} je{X,Y} K

From the above two tables, the computed x? value is 5.405. Since 2 > 5.02 (at
97.5% significance level), we say that the distributions of X and Y are different
with a confidence of 97.5%, which is higher than the minimum of 95%.

2.2 Chi-Squared Pruning Heuristic

Our tree based algorithm mines EPs in a pattern growth manner. How do we
push the interestingness measures into mining? It is straightforward to push
the measure 1 and 2 into the pattern growth (see next section for details). But
it is hard to push the measure 3 and 4, because we may not have “seen” all
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the subsets of the current pattern. A heuristic is proposed to prune as early as
possible the search space, i.e., those patterns which are very likely turn out not
to satisfy condition 3 or 4. The heuristic is based on the following lemma.

Lemma 1. Let X,Y,Z be itemsets. Y = X U{i}, Z =Y U{j}, S = X U{j},
where i and j are items. If chi(X,Y) < n, P{i}|X)P{j}X) = P({i,j}IX),
and 1 = 3.84, then we have chi(S,Z) < n with least 95% confidence.

Proof. Since n = 3.84, chi(X,Y) < n < chi(X, X U{i}) < 3.84. We say i is

independent from X with at least 95% confidence. So we have P(X U {i}) =~
PX)P{i}). P({i3|X)P({7}X) = P({i,j}|X) <

P({i}UX) P({j}UX) _ P({i,j}UX) PWUX) _ P({ij}UX)
P P P W TR R TR

So P(XU{i,j}) ~ P(XU{j})P({i}), which means ¢ is independent from XU{j}.
Thus, we have chi(X U {j}, X U{j,i}) < 3.84 with at least 95% confidence.

The lemma has an assumption: P({i}|X)P({j}|X) = P({i, j}|X). Although
it is not true for all the cases in real datasets, experiments show that for most
cases we have P({i}|X)P({j}|X) =~ P({i,j}|X), which is good enough for min-
ing interesting EPs. When chi(X,Y) < n = 3.84, from the lemma, Z definitely
will not be interesting since it does not satisfy condition 4. Our mining method
can stop growing Y immediately to avoid searching and generating unnecessary
candidate patterns.

The x2-test (chi() function) can be used as an effective heuristic for pruning
search space. By pruning long patterns as soon as possible, we usually obtain a
relatively small set of EPs. One pass over the set of EPs can select the interesting
EPs according to the four interestingness measures. In contrast, if iEPMiner does
not use the heuristic, it needs to search a huge space, which produces a lot of
uninteresting patterns first and discards them later. Experiments show that the
x2-test heuristic makes iEPMiner more efficient by an order of magnitude. We
also investigate what patterns the heuristic search may lose. Detailed analysis
over many datasets from the UCI Machine Learning Repository and high accu-
racy of the classifiers based on our mined interesting EPs confirm that it loses
only unimportant EPs. So the y2-test pruning heuristic is admissible, although
it is non-monotone.

3 Mining Interesting Emerging Patterns

3.1 Pattern Tree

Without loss of generality, we use lexicographic order as a partial order on the
set of all items, denoted as <.
Definition 1. A Pattern Tree (P-tree) is a tree structure defined below.

1. It consists of one root, a set of item prefiz subtrees as the children of the
root, and a header table.
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2. Each node in the item prefiz subtrees consists of four fields: item-name,
countp,, countp, and node-link, where item-name registers which item this
node represents, countp, registers the number of transactions in Di repre-
sented by the portion of the path reaching this node, countp, registers such
number in Do, and node-link links to the next node in the P-tree carrying
the same item or null if there is none.

3. Each entry in the header table consists of three fields: (1) item-name; (2)
head of node-link, which points to the first node in the P-tree carrying the
item; (8) totalp,,the sum of all countp, in the item’s corresponding node-
link; (4) totalp,,the sum of all countp, in such node-link.

4. The tree is ordered: if a node M is the parent of a node N, and item i and
7 appear in M and N respectively, then i < j.

Note that nodes with the same item-name are linked in sequence via node-
link, which facilitates tree traversal. Unlike the FP-tree [8], the P-tree is only
traversable top-down (from root to leaves), i.e., there is no pointer from child to
parent nodes. The construction of the P-tree can be found in [6]. The P-tree of
the example dataset from Figure [I]is shown in Figure[2.

D, Do Header table  pead of —
a c d ela b item countl count2 node-links oo
w2 2 [E[E[E - [RZ[of_[eorT)  JaferT
a e b 2 2 o T ! ~_ L7
© 2 2 Ui [0 [ErA0l [Ehe)  EerT  [rord
b alblc|d a 2 2 ‘ ) ‘ [elTTo) A |
e 3 F e o ! LT o o
b|c|d|e dle “[@[[0] [e[or1] [E[ifer )
i 1
En

[0] @ 0]
Fig.1. A dataset I
containing 2 classes

Fig. 2. The P-tree of the example dataset
as an example

/{\}\

7\\ b’\\ 1 :
e a‘d ae b’c\ jd be c‘d ce de

b c a d abe a‘cd ace ade cd bce bde cde

abcd abce abde acde bcde

abcde

Fig. 3. A complete set enumeration tree over I, with items lexically ordered

3.2 Using P-Tree to Mine Interesting Emerging Patterns

We show the ideas of mining by using the tree shown in Figure[. Let £ =1 be a
minimum support threshold, and p = 2 a minimum growth rate threshold. Let
us examine the mining process based on the constructed tree shown in Figure
Basically, we have to calculate the supports in both D and D5 for the power set
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of I ={a,b,c,d,e} and then check each itemset against the four interestingness
measures. We use the set enumeration tree shown in Figure [l as the conceptual
framework to explore the itemset space. The itemsets are “generated” in the
specific order: first visit the node, then visit the right and left subtree. Namely,
the itemsets are considered in the following order:

— {e}

- {d}a {d7e}

— A{c}, {c¢, e}, {c,d}, {c,d, e}

— {b}, {b,e}, {b,d}, {b,d, e}, {b,c}, {b,c,e}, {b,c,d}, {b,c,d, e}

— {a}, {a,e}, {a,d}, {a,d,e}, {a,c}, {a,c,e}, {a,c,d}, {a,c,d, e}, {a,b},
{a,b,e}, {a,b,d}, {a,b,d, e}, {a,b,c}, {a,b,c, e}, {a,b,c,d}, {a,b,c,d, e}

For e, we get its counts in both classes from the head table, denoted as [e:3; 2]
(the two numbers after “” indicate the supports in D; and Ds, respectively).
{e} is not an EP since its growth rate 1.5 < p.

For d, we have [d:2;2]. {d} is not an EP. We try to grow {d} via concatenation
of e with it. e’s counts in both classes change from [e:3; 2] to [e:2; 1], when only
those e co-occurring with d are counted. This can be done by going through d’s
node-links and visit those d’s subtrees. We simply refer the process to recounting
e under {d}, which is frequently used in the following. Note that the other two
e are not counted since they are not in such subtrees. Then we get [d:2;2, e:2; 1],
where {d, e} is an EP of growth rate 2.

Header table -
head of root

item countl count2 node-links

a 2 2 Tt “---Jalz[2] .---®[2J0] _[cJoO]T] [d[o[T1]

b 2 2 -t < K ~_ "

c 2 2 [N ~ ’

S . ----_ [er110] [®Tol2] [eli[o] [e[T[0] [e[O[T] [e[O[T]
N \ ’ ’

e 2 1 Rl v ‘ !

N
[[@EM7o] [eTo[T] [d[1]0]
N .

| ‘

|
[e]1

. .
1 il I
[0] [dfo]t] [e[1]O]

Fig. 4. The P-tree after adjusting the node-links and counts of d and e under ¢

For ¢, we have [¢:2;2]. {c} is not an EP. Now we have e and d to concate-
nate with c¢. The P-tree after the node-links and counts of e and d are adjusted
is shown in Figure [d. We try e first. After recounting e under {c}, we obtain
[¢:2;2, e:2; 1], where {c,e} is an EP of growth rate 2. We then try d. After re-
counting d under {c}, we obtain [c4:2; 2, d:2; 1], where {c¢,d} is an EP of growth
rate 2. Because {c, d} has supports in D; and D, quite different from {c}, it may
produce interesting patterns to further grow {c, d} by adding e. After recounting
e under {C,d7 we obtain [¢:2;2,d:2; 1, e:2;0], where {c,d,e} is an EP of infinite

! Since only those d under ¢ are linked by its node-links, it is easy to go through d’s
node-links looking for e.
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growth rate. Usually, an EP with infinite growth rate is called a JEP(Jumping
EP).

For b, we have [b:2; 2]. {b} is not an EP. Now we have e, d and ¢ to concatenate
with b. We try e first. After recounting e under {b}, we obtain [b:2;2,e:2;0],
where {b,e} is a JEP. We try d next. After recounting d under {b}, we obtain
[b:2; 2, d:1; 1]. Because the support distributions of {b,d} and {b} are the same,
it is very unlikely that we can get interesting EPs by further growing {b,d}.
In fact, {b,d, e} with support counts 1 and 0 in Dy and Do, is not interesting
since its subset {b, e} is also a JEP. It can be seen that our chi-squared heuristic
effectively prunes a lot of uninteresting patterns from consideration. We then try
c. After recounting ¢ under {b}, we obtain [b:2; 2, ¢:1; 1]. For the same reason, we
do not further grow {b, c}.

For a, we have [a:2;2]. {a} is not an EP. Now we have e, d, ¢ and b to
concatenate with a. We try e first. After recounting e under {a}, we obtain
[a:2;2,e:1;0], where {a,e} is a JEP. We try d next. After recounting d under
{a}, we obtain [a:2; 2, d:1; 1]. For the above reason, we do not further grow {a, d}.
We then try c. After recounting ¢ under {a}, we obtain [a:2;2, ¢:1;1]. Again we
do not further grow {a,c}. Lastly, we try b. After recounting b under {a}, we
obtain [a:2; 2, b:0; 2], where {a, b} is a JEP. We do not further grow a JEP, since
supersets of a JEP is not interesting.

;; assume I = {1,---,N} Procedure mine-subtree(3) {
jandl1<--- <N Let k& be the last item of 3;
Procedure iEP-Miner(root) { for all items which appear in &’s subtrees,
for i = N downto 1 do { adjust their node-links and accumulate counts;
B={i}; for j = N downto k+1 do {
if is-iIEP(3), then output 8; vy=pUj;
mine-subtree(); if is-iIEP(y), then output it;
if chi(v, ) > 7, mine-subtree(y);
prune uninteresting EPs; }
} }

Fig. 5. iEP-Miner pseudo-code

3.3 iEP-Miner

The high-level description of iEP-Miner is given in Figure[d. The main procedure
iEP-Miner takes the root of the P-tree as input and performs the mining solely
in the P-tree. The procedure mine-subtree() is called recursively. It always tries
to grow the current pattern 8 by adding a new item. The function is-iEP()
checks whether an itemset satisfies the interestingness measure 1, 2 and 4. The
chi-squared pruning heuristic, the test “chi(y,3) > 1", is used to prune a huge
number of patterns which are definitely uninteresting. The set of the generated
candidate interesting EPs is relatively small, and one pass over the set can filter
out those which does not satisfies the interestingness measure 3. The final set is
our defined interesting EPs.
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4 Performance Study

We now report a performance evaluation of iEP-Miner. We carried out experi-
ments on many datasets from the UCI Machine Learning Repository, and all of
them exhibited significant improvement in performance. For lack of space, we
only present the results on the following large, high-dimensional datasets.

’Dataset \Records\Avg. Record Width|No. of Binary items

adult 45,225 15 154
connect-4%| 61,108 43 128
mushroom 8124 23 121

All experiments were conducted on a Dell PowerEdge 2500 (Dual P3 1GHz
CPU, 2G RAM) running Solaris 8/x86, shared by many users of the University
of Melbourne.
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(a) Mushroom (p = 1000) (b) Connect-4 (p = 2)

Fig. 6. Scalability with support threshold

The interestingness of emerging patterns is determined by three parameters,
where £ is a minimum support threshold, p is a minimum growth rate threshold
and 7 is a minimum chi-square value threshold. The scalability of iEP-Miner
with support threshold is shown in Figure Gl

Table 1. The effectiveness of the chi-squared pruning heuristic

l# of EP searched adult Connect4[mushr00m
without heuristic (6,977,123(16,525,078| 4,373,265
with heuristic 191,765| 369,443 89,624
Ratio 36.4 44.7 48.8

To show the effectiveness of the chi-squared pruning heuristic, we investigate
how many candidate EPs we need to “look at” before interesting EPs are gen-
erated. The results are shown in Table [Il It can be seen that a huge amount

of search space is pruned because our heuristic stops early growing many un-
promising branches.
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Table 2. Comparison between general EPs and interesting EPs

ADULT (¢ = 0%, p = 10000, maximum length = 11)
| [ 0-1%][ 1-2%[2-3%]3-4%[4-5%][5-6%]6-8%[8-100%]  0-100%]

all EPs 10,490,845|4,366| 963| 255| 126/ 51| 16 0/10,496,622
all iEPs 10,072 92| 20 9 6 3 4 0 10,206
mined iEPs 9,239 83| 19 9 6 3 4 0 9,363
Ratio 1,041.6| 47.5| 48.2| 28.3| 21 17 4 1 1,028.5
missing iEPs 8.3%|9.8%| 5% 0 0 0 0 0 8.3%

CONNECT-4 (¢ = 1%, p = 2, maximum length = 10)
| [ 1-2%]  2-4%|  4-6%[ 6-10%]10-40%[40-100%]  0-100%]

all EPs 13,837,899(5,938,079(1,372,383|729,788|242,461 0]22,120,610
all iEPs 2,064 2,130 747 487 407 0 5,835
mined iEPs 1,940 1,993 712 487 407 0 5,539
Ratio 6704.4] 2787.8| 1837.2| 1498.5| 595.7 1 3791
missing iEPs 6% 6.4% 4.7% 0 0 0 5.1%

MUSHROOM (¢ = 0%, p = 10000, maximum length = 6)
[ | 0-2%[ 2-4%[ 4-7%][7-10%]10-30%]30-70%][70-100%[ 0-100%]

all EPs 8,113,592|312,120(123,256|18,861| 44,480 2,015 0(8,614,333
all iEPs 1,032 546 360| 175 416 72 0 2,606
mined iEPs 1,002 536 360| 175 416 72 0 2,526
Ratio 7862| 571.6| 342.4| 107.8| 106.9 30 1 3312
missing iEPs 2.9%| 1.8% 0 0 0 0 0 3.1%

In order to have some ideas of what proportion of EPs are interesting, we
compare the set of “all EPs” (satisfying the support and growth rate threshold
only, and their maximum length is no more than the maximum length of all
interesting EPs), “all iEPs” (satisfying the four interestingness measures) and
“mined iEPs” (satisfying the four interestingness measures, but not complete due
to the heuristic) in terms of their distributions in support intervals. The results
are shown in Table 2| The ratio is the number of “all EPs” in the specified
interval divided by that of “all iEPs”. The last row gives the percent of missing
iEPs over “all iEPs” due to heuristic searching. We highlight some interesting
points:

— The set of all interesting EPs is 1000-3000 times smaller than the set of all
general EPs.

— The ratios decreases from left to right, which means that our interestingness
measures eliminate a large number of EPs with low supports, while tend to
keep EPs with higher supports. This is desirable and reasonable, since EPs
with higher supports are definitely more preferable for classification given
the same growth rate. On the other hand, an EPs with high support does not
necessarily mean that it is useful, since its subset may have higher support.

— We stress that the set of our mined interesting EPs is very close to the set
of true interesting EPs: they are exactly the same at high support; only at
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very low support, some interesting EPs are ignored. The chi-squared pruning
heuristic is very effective since the top 90% interesting EPs are discovered
by our algorithm.

5 Conclusions

In this paper, we have proposed four objective interestingness measures for EPs
and developed an efficient algorithm, iEPMiner, for mining only the interesting
EPs based on a tree data structure. The chi-squared pruning heuristic is used
to mine EPs by growing only promising branches. This achieved considerable
performance gains: the heuristic makes iEPMiner orders of magnitude faster.
Although it gives up the completeness of interesting EPs, the heuristic always
discovers the top 90% interesting EPs, which are sufficient to build high accurate
classifiers in many real life applications.
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Abstract. Many data mining applications require clustering of large amount of
data. Most clustering algorithms, however, do not work and efficiently when
facing such kind of dataset. This paper presents an approach to boost one of the
most prominent density-based algorithms, called DENCLUE. We show analyti-
cally that the method of adjusted mean approximation on the grid is not only a
powerful tool to relieve the burden of heavy computation and memory usage,
but also a close proximity of the original algorithm. An adjusted mean ap-
proximation based clustering algorithm called DENCLUE-M is constructed
which exploits more advantages from the grid partition mechanism. Results of
experiments also demonstrate promising performance of this approach.

1 Introduction

With the fast progress of information technology, the amount of data stored in data-
base has increased sharply. Although various clustering algorithms were constructed,
few of them show preferable efficiency when dealing with large dataset with huge
number of high dimensional data items. This common awareness has attracted re-
searchers to find ways of scaling up the clustering methods to large datasets [1,2].
Ideally, an approach of boosting an algorithm should reduce the algorithm’s memory
usage and computation complexity remarkably while still keep desirable clustering
accuracy. This is the standpoint of this article in dealing with the scaling problem.

1.1 Related Work

There are many clustering algorithms developed from different approaches, such as
Hierarchical, Model- and Optimization-Based, Density-Based or Hybrid. Among
them a spectrum of well-known algorithms are grid-based. Generally, the term grid-
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02KJB520012.
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based implies an algorithm uses a certain scheme to partition the data space into a set
of hypercubes (we call them grids here after for convenient), such as equi-width, equi-
depth, adaptive or optimal-grid partition of the data space [1],[2]. With the partition-
ing mechanism, an algorithm holds information of the data points scanned from data-
bases into the grids, performs data retrieval, aggregates statistical values of the data
on the grid level [3,4,5,6]. Grid-based approach also enables an algorithm to manage
the dataset in an effective manner, such as storing the data points in K" -tree or X -
tree [3,7,9], which is very efficient for storage and fast retrieval. The most prominent
representatives of the grid-based algorithms are GridClustering [3], Wavecluster [4],
CLIQUE [5], STING [6] and DENCLUE [7].

DENCLUE is a highly commented algorithm that employs grid-partition mecha-
nism for data object handling and retrieving. However, with a close look into the al-
gorithm, we find that it is still improvable for even better achievement by taking into
account of the mean value (we call it the “gravity center” here after) of the data points
in the grids. By imbedding a grid-level mean approximation scheme, the revised algo-
rithm can break the bottleneck of the core memory. In addition, the approximation
scheme greatly relieves the burden of complicated pointwise computation with minor
loss of clustering accuracy.

1.2 Our Contribution

We demonstrate why and how the gravity center of the points in a grid can play an
important role in data clustering. We analyze the error introduced by mean approxi-
mation on the grids and study the behavior of the relative error on a statistical base.
We show that mean approximation can be adjusted to close approximate the point-to-
point computation of the density values. Based on this line of consideration, we con-
struct a clustering algorithm and design several experiments to reveal the performance
of the algorithm.

2 A Fast Overview of DENCLUE Algorithm

Firstly, we need a fast overview of the DENCLUE (DENsity-based CLUSstEring) al-
gorithm developed by Hinneburg ef al. The definitions and ideas it introduced are es-
sential for us to forward our results.

2.1 Definitions in DENCLUE

LetA={A,A,...,A,} be a set of domains under the Euclidean space, and §=
A XA x..xA be the minimum bounding hyper-rectangle of the data space. The in-
put D is a set of k -dimensional data objectsinSand IDI=N.

Definition 1. (Influence Function) The influence function of a data objectqe D is a
function f] : D — Ry, such that Npe D, fJ(p)= f3(q,p).
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The influence functions can be square wave function, Gauss function, etc. An in-
fluence function has the property: fJ(p,)= fi(p,) iff dist(q,p,) <dist(q,p,)[8]. In
_d(p.g)?
this paper, we simply choose the Gaussian influence function f/, . (p)=e 202 for all
of our discussion.
Definition 2. (Density Function) Given dataset D, the density function of the data

N _d(p.q,‘)2

N
space S is defined as: 2, (p)= fo. (p)=De 22 ,VpeS§.
i=1 i=1

Definition 3. (Density Attractor) A point p*e S is called a density attractor if and

only if p*is a local maximum of the density function. A point pe D is said to be den-

sity-attracted to a density-attractor p*if there exist a series of points
VP (x™)

- ,i=1,...,s. Where
IVFP(xHyl

p=p°...p°eD,d(p’,p¥)<e, such that p' =p~'+4-

VFP(p) = ﬁ(p,- —p)fP(p) is the gradient of the density function at point p .
i=1

Definition 4. A center-defined cluster (wrt to o0, ) for a density attractor p* is a
subset Cc D, withpeCbeing density attracted by p*and f°(p*)=&.
Points pe D are called outliers if they are density-attracted by a local maxi-
mum p, *with f°(p,*)<&. An arbitrary-shape cluster (wrt to o,E) for the set of
density attractors X is a subset C < D, where

1.Vpe C,Ap*e X : fP(p*) =&, p is density attracted to p* and

2.¥p,*,p,*e C,3 apath P c F* from p,* to p,* with¥pe P: f°(p)<é.

The clusters and the members of a cluster can vary depending on the parame-
teroand & . A detailed discussion on how to choose proper parameters to achieve
satisfactory clustering patterns of the dataset is given in [7].

2.2 Implementation Issues of DENCLUE

Based on the above ideas, DENCLUE employs the following strategies to fulfil its
clustering algorithm.
Partition the data spaceS into grids with equal width2c0in each of the
k dimension and maps all the data points into proper grids. Further, the populated
grids are mapped to a set of one-dimensional keys for fast allocation and retrieval.
Only grids that are highly populated are considered (with N, >& ). Those highly

populated grids are connected depending on their neighboring contiguity to construct
a grids map. The grids map with the points contained in it is the final dataset for the
clustering, while the points in the sparse grids are ignored as outliers.

Practically, DENCLUE uses local density and gradient to approximate the global
density and gradient by considering the influence of nearby points exactly whereas
neglecting those laying farther then the distance threshold o,,,, = Ao . In the clustering

procedure, a hill-climbing algorithm guided by the gradient is used to determine a
point’s density attractor and thus the cluster it belongs.
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2.3 Comments

As addressed in section 1.1, DENCLUE inherits advantages both from grid partition
and density consideration. It has a firm mathematical foundation and generalizes other
clustering methods, such as DBSCAN, k-Means clusters. The algorithm is stable with
respect to outliers and capable of finding arbitrarily shaped clusters. While no clus-
tering algorithm could have less than O(N)complexity, the runtime of DENCLUE
scales sub-linearly with O(Nlog N) .

However, the algorithm is still improvable for more efficiency or for larger da-
tasets. Firstly, DENCLUE need to hold all of the original data to fulfil its clustering
procedure. Thus, its behavior depends on the memory availability. For a large dataset
that cannot fit into the main memory, swap in and swap out of the data objects can
degrades its behavior sharply. Secondly, for each data object of the dataset, the algo-
rithm has to compute its local density value by summing up all the influences of
nearby objects with a point wise manner, whether those points are crowded together
or distributed sparsely. It pays no attention to the statistical information of the grids
around a data object. This negligence also complicates the algorithm markedly.

3 Mean Approximation and Error Adjustment

3.1 Key Ideas of Our Approach

The key idea of our paper is to take more advantages from the grid mechanism. We
first take an overview of the basic considerations that inspired us to develop the ad-
justed mean approximation algorithm.

Because of the skewness of the dataset, the densities of the occupied grids are dif-
ferent. For a given threshold £ as in Definition 4, we can prove that all the objects in a

“dense-enough ” grid must belong to the same cluster. Thus, we can assign all points
in such kind of “dense-enough” grids to certain clusters and free them from memory
before the clustering procedure start. Instead, we keep a set of aggregate values about
such kind of grid for the clustering phase.

The clustering procedure only handles the data objects not in “dense-enough”
grids. But, dislike the method employed in DENCLUE which computes an object’s
density value by point-to-point summing up the influences from all of the data ob-
jects, our method computes an object’s density function by a grid-to-point manner.
For each data object, only one visit to each grid is enough to fulfill the approximated
density computation, regardless how many points in the grid. Clearly, mean approxi-
mation can inevitably result in sacrifice of accuracy to the algorithm. However, we
can prove that the error is well adjustable.

To fulfill our formal deduction, we need to assume that all the objects within a sin-
gle grid distribute uniformly. We argue this local uniformity assumption is reasonable
because, practically, the data space is always partitioned with a properly small edge-
width.
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3.2 Definitions and Main Results

Definition 5. (Gravity Center of the Grid) LetC be a grid occupied by Nc data
points p, = (x,,....x,),i=1,..,N_, the gravity center Gc ofC is defined by:

Ne
GC—(XM ,XA)—( ZXH, ’N zxik )

Nc = c i=l
Definition 6. Let C be a grid with gravity center Gc.¥qe D, the influence and the
mean influence of C on to q is defined by:
N N, _dar)’ - _d(g.G)?
FY@=3f"@=3e 7, TU@=Ne fU@=Ne T

Theorem 1. Let & be the threshold as defined in Definition 4 and Ao the edge-width
of the grids. For a gridC such that N¢ =& ¢"*/2 then all the points in  C must be-
long to the same cluster.

Proof. Since the length of the longest diagonal of a Ao -width grid is Jkicina k-
dimensional data space, thus, Vp,qeC , d(p,q) < \/2/10. Therefore Vpe C, we have:

fP =T LPDZ TSP 2 Neof (Ao 2E e = £
Let p *be the density attractor for p . Since f2(p*) is the local maximum of the
density function, therefore, f°(p*)> f”(p)=& . Thus p is a member point of the clus-
ter attracted by p*. Let p’e C and p’# p , p’is attracted by attractor p, * . From Defini-
tion 3, p’, p must belong to the same cluster because the density value at each point
of Cis large than & .

The following theorems deal with error estimation of f ¢(q) with relate to
f €(g) on a data point.
Theorem 2. Let C ={(x1,x2,...x:) |-+ A0 < x; <L Ao} be the k -dimensional grid cen-
tered at the origin of the data space S, P={pi, p2,...p.} be the partial set of da-
taset D uniformly occupying C and q = (y1,y2,...,yx)€ S be an arbitrary data point

inS. We denote by Err(4,n,k) —%(f;(‘” the relative error of f €(q) with relate to

yi2

f€(q). Then Err(A,k)= Lim Err(A,n,k)= 1— (—) H(F( —)—F(-4-)e =l

n—

Proof. With the pre-assumption that the data pomts distribute uniformly within
grid C, the gravity center of the n data objects must be the origino . By the definition
of Err(A,n,k) , we have

-d%(0,)f26* _ 3 e—dz(p,-,q)/Zo‘z

. . ne -1
LimErr(A,n,k) = Lim —
. e ne~ 4’ ©-9)/20
0.0, )
S By L amn—
n—eo n i=1

Again, with the property of uniformly distribution of the points in C , we can get
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& (xj-yjr?

Limﬂ Se ol o[ J ettty = [ J e P 7 dxdn

n—ee n i=1
k % _(Xj:\'j)
HJ' e dx; .
j=1 5
Thus
1 & _zﬂw:‘,q) _Gjvi)? ok , .
Lim—$e 2 = )k HJ*e 20 ;= (—)5H<F(4 D -F(4-4).
n—eo i=1 =1 "f
Therefore

2
Err(A,k)= Lim Err(A,n,k)= 1— (—) H(F(‘ Ly-F(-4-L)e 207
Corollary 1. For any dimension k and any q S , we have Lim Err(A,k)=0 .
A0
Proof. Since
.2
.o\ 2 y P -
Lim—=(F(4 =)= F(=3-g)e ™"

-0

Therefore Lim Err(A,k)=0 .

A-0
Clearly, for any fixed value of 4 and k , the values of both f “(q) and f€(q) de-
crease to 0 quickly as the point ¢ moving away from the cube C . On the other hand,
if g is at the gravity center of the data objects in grid C (i.e., ¢ =0 ), then we have the
following important corollary.
Corollary 2. Letg=0and A= k™ .0, B >0, where k is the dimension of the dataset,
then

\Y

Lim Err(A,k) = Lim Err(a k™ k) =

k—eo k—>eo

A

|
R
™™™
I
I S

1
SRS
kS

Proof. Since 1 >0, thus 2F(4)-1=

|
o
S
—

=1
Ifg=0,A=ak?, then
ak“ﬁ

_Wamerd)-nt _ (

-B —
Err(ak™ k) = 1 = ak,ﬂj .

r2
e 2di) =1-hnk).

For the function h(k) —( J e T dt) , we have
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M 2
2 =
e —ﬁln7+lnj. e 2dt
Lim__Inh(k) = Lim 0
—o0 7=0
14
0, B>1/2
A2 _ya26-1 4 p2, 4p-1
—Lim “ICBCEDY” e Ty )20 o2

y—0 16(1 —4 2 2B
6(1+p3)—4a By e, B<1/2

By now, it is easy to see that the theorem holds true with trivial deduction.

Corollary 2 depicts that if the width of the hypercube is chosen properly in relation
with the dimension k , then the maximum of relative error Err(A,k) decreases steadily
to zero (A=ak”,8>1/2) or asymptotically close to a constant value (A=ak™”,
£ =1/2) as the dimension of the dataset getting higher. This property enables us to

construct stable approximation of f€(g) byf ¢(q) regardless the dimension of the
dataset.

Even though the results of theorem 2 and its corollaries only hold true under the
“ideal” situation where the data points are uniformly distributed in grids, they are still
valuable for us to approximate the value of f €(g) using f (¢) when the points in
grids are arbitrarily distributed. Our experiment (see Section 6) validated the puniness
of accuracy loss of the adjusted mean approximation. Below, we generalize the above
results to any pair of hypercube C and point ¢ as expressed in Theorem 3. We omit the
proof for the reason of space limitation.

Theorem 3. Let MBRc ={(x1,x2,....x:) | X' < x; <x? X —x' < Ao} be the Mini-
mum Bounding Rectangle (MBR) spanned by the partial data set P c D in an arbi-
trary gridC. Let Gc = (xi,...,x; ) be the gravity center of P and q=(yi,y2,...yx)an
arbitrary data point in data space S . Then

(i=yj)?
( F(X?p :” - F (Xﬁ‘”‘;.vj e =

low

Lim Err(n,k) = 1— (2712

n—seo

I’L[ 1
o X —x

-yj)?

PPy cow_ .
(F(—)-F(-=")e 2 the adjustment factor

We call u = (27[)%]&[ !
j=1 xj“_l’P _xi_ow

for the value of f €(g) . Thus, the relation i f €(¢q) = f€(g) holds true under the ideal-
ized situation where the data point is uniformly distributed in MBRc of C .

4 DENCLUE-M: An Algorithm Applying Mean Approximation
on the Grids

4.1 Overview

Based on the results of section 3, we are ready to construct our mean approximated
algorithm of DENCLUE. This section outlines the main steps of DENCLUE-M. Here

the parameter 1=k""2.
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Grid Partition: In DENCLUE-M, the data space is partitioned with edge-width

o/yk in each dimension, where k is the dimension of the data space and o the pa-
rameter employed in the Gaussian influence function.

Data Scanning: In the data scanning phase, DENCLUE-M manages three groups of
aggregate values for each of the grids: the counter N, the gravity-center Gc and

the MBRc (i.e., the lower and upper bound values of the partial dataset inC).
DENCLUE-M drops all the points in a grid as soon as the value of N exceeds the

threshold addressed in Theorem 1 and links these points to a predefined cluster table.
Data Clustering: Similar mechanism as in DENCLUE is employed. The difference
of DENCLUE-M is that all the computations are mean approximation based. That is,

for each point ge D being clustered, we compute ¥ i f (q) instead of ¥ f(q., p) for
C

peD

the density value and 3 (X —q)u. f € (¢) instead of 3(p—q)f”(g) for the gradient at
C peD

point g .

4.2 The Algorithm of DENCLUE-M

Input: Dataset D , parameter o, &

Output: Cluster pattern of dataset D
Phase 1. Data Scanning and Information Gathering

Procedure scanning_and_Information_Gathering
{For each point g, do {
Maps g to a proper grid C, updates N., G. and MBR.;
If Nc<§&el’? then inserts g into the tree node
corresponding to C;
Else links g and all points in C to corresponding
Cluster
and frees all points in C, marks C as Dense; }}

Phase 2. Clustering

Procedure scanning and_Information_Gathering
{For each populated grid C not marked as Dense, do {
For each point g in C, do {

Computes the value of Yu, f°(g) and
C

%(X* —Pu.f(g) at

g and seeks its density attractor.

If Su. f(X")<¢é, marks g and all the points on
C

the
way of seeking X’ as outliers;
Else links g and all the points on the way of
seeking
X’ to the cluster attracted by X’'. }}}
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Remarks: (1) Localization of the algorithm can be implemented easily just as in
DENCLUE. (2) For each of the grids marked as Dense in data scanning phase, merge
all the contiguous grids and chooses the gravity center of the points in it as the density
attractor. By doing so, the hill climbing procedure can be done seamlessly among all
the populated grids.

5 The Complexity of DENCLUE-M

As discussed in [7], the clustering granularity of DENCLUE-M also depends on the
two thresholds & and o . Generally, the larger the value of £, the more the points

filtered out as outliers and the smaller the cluster patterns. On the other hand, for fixed
value of &, the larger the value of o, the bigger the influence of one point to the
other. Accordingly, the more the points linked to the clusters and less the outliers
found. We refer to [7] for detailed discussion on this aspect of the DENCLUE-M.
DENCLUE-M has an overall complexity of O(N +MM 05\/2 ), where N=IDI,
M is the total number of populated grids and M, the number of grids that have the

population under 5\/2 . In the scanning phase, handling all the N data points has the

complexity of O(N). In the clustering phase, only the Moé‘\/; points in M, grids need
to be handled. This phase needs at most M visit to all the populated grids to compute
the density value and gradient for each of the point. Thus, it has the complexity of
O(MMof\/Z) and the overall complexity of DENCLUE-M is O(N +MM0§\/Z). The
worst case happens when none grid has the population above Zj\/; , such that

M 0{,‘\/_ =N and the complexity of DENCLUE-M become O((M +1)N).

On the other hand, DENCLUE-M’s dynamical data releasing strategy enables the
algorithm to treat much larger dataset. In fact, the maximum memory usage for
DENCLUE-M to hold the data objects in “sparse” grids is O(M 05\/2 ), which is inde-
pendent to the scale of the dataset.

However, DENCLUE-M still has shortcomings in that: (1) It’s behavior still de-
pends on the proper choice of the parameters & and o . (2) For an extraordinary high
dimensional dataset that has hundreds of attributes, the partitioned data space may
have too many sparsely occupied grids for DENCLUE-M to cluster the dataset effec-
tively. However, High dimensionality challenges all the clustering algorithms that
need far more research effort [3,5].

6 Performance Results

To investigate how the mean approximation affects the density function, we designed
and ran three sets of experiments on synthetic and real world datasets.

The first experiment dealt with a 2-D dataset on the square[0,20]x[0,20], which
contained 400 data objects jointly generated by normal, Poisson and random genera-
tors (See Figure 1(a)). The square was partitioned with ¢ =0.5 on both dimensions.
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Figure 1(b) and 1(c) indicate the Gaussian density function of the origin dataset and
the mean approximated density function respectively. Doubtless, the right two figures
are almost identical over the square. We further clustered the dataset with both
DENCLUE and DENCLUE-M under same pairs of ¢ and o, the output cluster pat-
terns ware identical in all the runs. The results of this experiment prove the applica-
bility of our mean approximation approach.

(a) (b) (c)
Fig. 1. Mean Approximation on 2-D dataset. (a) Distribution of the objects. (b) Density func-
tion of the original dataset (i.e. Y., ., f(¢,p)). (c) Mean approximated density function (i.e.

Yon f@)

The second experiment evaluated the error introduced by mean approximation. A
single grid of Width=0.5 with varied dimensions ( k£ =2,10,50 respectively ) occupied by
different number of points ( N, ) along with a point from different distances