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Section I
Fundamental Concepts and Theories

Chapter I
E-Entrepreneurship: The Principles of Founding Electronic Ventures ................................................... 1
 Tobias Kollmann, University of Duisburg-Essen, Germany

The fundamental advantages of information technology in regard to efficiency and effectiveness assure 
that its diffusion in society and in most industries will continue. The constant and rapid development of 
Internet-related technologies in the accompanying net economy has inevitably had a significant influ-
ence on various possibilities for developing innovative online business concepts and realizing these by 
establishing entrepreneurial ventures. The term “e-entrepreneurship” respectively describes the act of 
founding new companies that generate revenue and profits independent from a physical value chain. 
With this in mind, this chapter focuses on the process of creating electronic customer value within the 
net economy as well as the success factors and development phases of electronic ventures. 

Chapter II
The Role of Government in E-Business Adoption ............................................................................... 16
 Barbara Roberts, The University of Southern Queensland, Australia
 Mark Toleman, The University of Southern Queensland, Australia

This chapter provides an analysis of the role of government in e-business adoption with empirical evi-
dence from Australia. It is shown that government influence is multifaceted. Governments champion 
e-business adoption for national economic gain; they provide the physical network on which much of 
e-business depends and increasingly provide e-government services to improve regulation and compli-
ance effectiveness. E-government in particular can act as a strong driver of organizational adoption for 
some types of e-business processes. The authors hope that further research by IS professionals will guide 
future e-business project directions by improving the understanding of government’s role in e-business 
adoption in practice, which in turn will improve theoretical understanding of how the benefits can best 
be maximized.
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Chapter III
The Role of Simulation in Business Process Reengineering ................................................................ 33
 Firas M. Alkhaldi , Arab Academy for Banking and Financial Sciences, Jordan
 Mohammad Olaimat, Arab Academy for Banking and Financial Sciences, Jordan
 Abdullah Abdali Rashed, Saba University, Yemen

This chapter discusses the importance of business process simulation, illustrating the relationship be-
tween business process reengineering (BPR) and change management and focusing on both the role 
of simulation in supporting BPR and the effect of simulation on business environment related skills, 
business management related skills, leadership related skills, employees empowering level, process im-
provement, ethical issues, and stakeholders’ management skills. This selection also discusses the value 
of simulation in implementing reengineering strategies, presents future challenges of business process 
simulation, and describes the limitations of simulation technology in reengineering business processes. 
Finally, it concludes with a discussion of the characteristics of successful simulation and simulation 
applications.

Chapter IV
Environmental Drivers of E-Business Strategies Among SMEs .......................................................... 59
 Alessandro Arbore, Bocconi University, Italy
 Andrea Ordanini, Bocconi University, Italy

In front of traditional interpretations of the digital gap based on endogenous conditions of the firms, 
this chapter intends to emphasize the importance that some external pressures may have on the e-busi-
ness strategy of small and medium enterprises (SMEs). The environmental factors analyzed here are 
market position, competitive intensity, and institutional pressures. SMEs have been grouped according 
to their level of e-business involvement, in relation to the number of e-business solutions adopted so 
far. A general conclusion is that different models seem to explain exclusion and involvement. Specifi-
cally, two factors among those analyzed reveal to be more suitable in explaining e-business exclusion. 
They are the size of a SME and a lack of institutional pressures to adopt. On the other hand, e-business 
involvement seems to be primarily prompted by a selective competitive environment and not by imita-
tive behaviors, as in the previous case.

Section II
Development and Design Methodologies

Chapter V
Conflicts, Compromises, and Political Decisions: Methodological Challenges 
of Enterprise-Wide E-Business Architecture Creation ......................................................................... 71
 Kari Smolander, Lappeenranta University of Technology, Finland
 Matti Rossi, Helsinki School of Economics, Finland

This chapter describes the architecture development process in an international ICT company, which is 
building a comprehensive e-business system for its customers. The implementation includes the inte-



gration of data and legacy systems from independent business units and the construction of a uniform 
Web-based customer interface. Research focuses on the creation of e-business architecture and observes 
that instead of guided by a prescribed method, the architecture emerges through somewhat non-deliber-
ate actions obliged by the situation and its constraints, conflicts, compromises, and political decisions. 
Conclusions are drawn from the observations and possibilities and weaknesses of the support that UML 
and RUP provide for the process are pointed out.

Chapter VI
Nazar Foods Company: Business Process Redesign Under Supply Chain Management Context ....... 94
 Vichuda Nui Polatoglu, Anadolu University, Turkey

This chapter presents the case study of the Nazar Group of Companies, which has been a leading pro-
ducer and distributor of cookies, crackers, cakes, chocolate, and other products in Turkey for more than 
40 years. This case describes the impact this group’s management had in making the companies more 
consumer-focused using supply chain management as a strategic framework. Descriptions of supporting 
business systems are summarized and the challenges and problems facing managers are presented.

ChapterVII
BROOD: Business Rules-Driven Object Oriented Design ................................................................. 108
 Pericles Loucopoulos, Loughborough University, UK
 Wan M.N. Wan Kadir, Universiti Teknologi Malaysia, Malaysia

A critical success factor for information systems is their ability to evolve as their environment changes. 
There is compelling evidence that the management of change in business policy can have a profound 
effect on an information system’s ability to evolve effectively and efficiently. For this to be successful, 
there is a need to represent business rules from the early requirements stage, expressed in user-under-
standable terms, to downstream system design components and maintain these throughout the lifecycle 
of the system. The BROOD approach, discussed in this chapter, aims to provide seamless traceability 
between requirements and system designs through the modeling of business rules and the successive 
transformations, using UML as the modeling framework.

Chapter VIII
Best Practice in Company Standardization ......................................................................................... 141
 Henk J. de Vries, Erasmus University, Rotterdam, The Netherlands
 Florens J. C. Slob, Van Gansewinkel Zuid-Holland, Vlaardingen, The Netherlands

This chapter describes a best practice model for standardization within companies, based on a process 
approach to the development of company standards. Per process, a best practice is developed based on 
an investigation within six multinational companies and a review of literature, if any. The findings are 
benchmarked against experiences in three comparable fields: IT management, quality management, 
and knowledge management. Though the number of company standards exceeds by far the number of 
external standards, they have been neglected in standardization research. The authors hope that standards 
practitioners will benefit from their study and that it will stimulate researchers to pay more attention to 
this topic.



Section III
Tools and Technologies

Chapter IX
Best Practice in Leveraging E-Business Technologies to Achieve Business Agility ......................... 164
 Ehap H. Sabri, University of Texas at Dallas, USA

This chapter explains the best practice in implementing e-business technologies to achieve business 
cost reduction and business agility. Although the benefits of implementing e-business technologies are 
clear, enterprises struggle in integrating e-business technologies into supply-chain operations. Within 
this selection, the author illustrates the strategic and operational impact of e-business technologies on 
supply chains and explains the performance benefits and challenges firms should expect in implementing 
these technologies. Also, the author provides the best-practice framework in leveraging e-business ap-
plications to support process improvements in order to eliminate non-value-added activities and provide 
real-time visibility and velocity for the supply chain. Finally, this chapter presents the future trends of 
using e-business in transformation programs.

Chapter X
Building Dynamic Business Process in P2P Semantic Web ............................................................... 186
 Timon C. Du, The Chinese University of Hong Kong, Hong Kong, China
 Eldon Y. Li, National Chengchi University, Taiwan & California Polytechnic State University, USA

Business process management systems such as the workflow management system and the enterprise 
application integration system manage process flow on a minute-by-minute basis in various application 
domains. In the conventional approach, the business process must be predefined before it is implemented. 
However, involving business users in the early stage of the design phase is neither efficient nor realistic 
in the dynamic business world. This chapter proposes a framework to implement a dynamic business 
process in the P2P Semantic Web, which provides the flexibility to dynamically alter business process 
and to take semantic data into consideration. 

Chapter XI
Patterns for Designing Agent-Based E-Business Systems .................................................................. 202
 Michael Weiss, Carleton University, Canada

Agents are rapidly emerging as a new paradigm for developing software applications. They are being 
used in an increasing variety of applications, ranging from relatively small systems such as assistants to 
large, open, mission-critical systems like electronic marketplaces. One of the most promising areas of 
applications for agent technology is e-business. This chapter describes a group of architectural patterns 
for agent-based e-business systems. These patterns relate to front-end e-business activities that involve 
interaction with the user, and delegation of user tasks to agents. Patterns capture well-proven, common 
solutions, and guide developers through the process of designing systems. This chapter should be of 
interest to designers of e-business systems using agent technology. The description of the patterns is 
followed by the case study of an online auction system to which the patterns have been applied.



Chapter XII
Performance Evaluation of Consumer Decision Support Systems ..................................................... 225
 Jiyong Zhang, Ecole Polytechnique Fédérale de Lausanne (EPFL), Switzerland
 Pearl Pu, Ecole Polytechnique Fédérale de Lausanne (EPFL), Switzerland

Consumer decision support systems (CDSSs) help online users make purchasing decisions in e-com-
merce Web sites. To more effectively compare the usefulness of the various functionalities and interface 
features of such systems, the authors of this chapter have developed a simulation environment for deci-
sion tasks of any scale and structure. A set of experiments carried out in such simulation environments 
showed that most CDSSs employed in current e-commerce Web sites are suboptimal. On the other hand, 
a hybrid decision strategy based on four existing ones was found to be more effective. This result is 
consistent with earlier findings in that some advanced tools do produce more accurate decisions while 
requiring a comparable amount of user effort. However, the simulation environment will enable the 
efficient comparison of more advanced tools, and indicate further opportunities for functionality and 
interface improvements.

Chapter XIII
E-Business Technologies in E-Market Literature ............................................................................... 244
 Nikos Manouselis, Agricultural University of Athens, Greece

E-business processes are implemented through existing, as well as novel technologies. This chapter fo-
cuses on the field of electronic markets (e-markets), and studies the technologies and solutions that are 
applied and proposed in this field. In particular, the chapter reviews e-market literature in order to identify 
which are the technological trends that have appeared in the e-markets field during the last decade. A 
conceptual model that allows for the classification of e-market research literature according to a number 
of technical topics is first introduced. Then, e-market literature is reviewed, and the technologies that 
seem to be attracting more research attention are identified. Representative contributions are discussed, 
and directions for future research are indicated. 

Section IV
Utilization and Application

Chapter XIV
Process-Oriented Assessment of Web Services .................................................................................. 269
 Jan-Hendrik Sewing, Siemens Management Consulting, Germany
 Michael Rosemann, Queensland University of Technology, Australia
 Marlon Dumas, Queensland University of Technology, Australia

Though Web services offer unique opportunities for the design of new business processes, the assessment 
of the potential impact of Web services is often reduced to technical aspects. This chapter proposes a 
four-phase methodology which facilitates the evaluation of the potential use of Web services in e-business 
systems both from a technical and from a strategic viewpoint. It is based on business process models, 
which are used to frame the adoption of Web services and to assess their impact on existing business 
processes. The application of this methodology is described using a procurement scenario.



Chapter XV
Application of Web Services in the Context of E-Procurement: An SME Foci ................................. 294
 Stanley Oliver, University of Bolton, UK
 Kiran Maringanti , University of Bolton, UK

This chapter highlights the importance of e-procurement and the barriers affecting its widespread adoption 
in the context of small and medium enterprises. The chapter takes a technical perspective and critically 
analyzes the importance of information systems in the procurement domain and the integration challenges 
faced by SMEs in today’s digitally networked economy. Next, the role of XML-based Web services in 
solving the integration challenges faced by SMEs is discussed. Subsequently, a procurement transfor-
mation framework enabled by Web services which provides a clear methodology of the way in which 
information systems should be introduced in the procurement domain is discussed. The chapter concludes 
by a discussion of the measures that must be undertaken by various stakeholders like the government 
and universities in increasing the awareness levels of SMEs to the latest e-business mechanisms.

Chapter XVI
E-Business Adoption in SMEs: Some Preliminary Findings 
from Electronic Components Industry ................................................................................................ 321
 Mark Xu, Portsmouth Business School, UK
 Ravni Rohatgi, Southampton, UK
 Yanqing Duan, University of Bedfordshire, UK

The lack of anticipated engagement in e-business by Small and Medium sized Enterprises (SMEs) is 
a rising concern to the UK government and service providers alike. This chapter uses the e-adoption 
model to examine the current practice of e-business technology adoption in SMEs and the driving forces 
for and against the adoption. Through interviews with 40 owner managers in the electronic components 
industry, the chapter reveals that most of the small firms in this industry are at the lower level of the “e-
adoption ladder”—predominantly using the Internet and e-mail. The e-adoption ladder model is modified 
by incorporating the influential factors identified within this study. The findings have many implications 
for researchers, service providers, and policy makers.

Chapter XVII
How Can Internet Service Providers Tap into the Potentially-Lucrative Small Business Market? .... 339
 Avinash Waikar, Southeastern Louisiana University, USA
 Minh Q. Huynh, Southeastern Louisiana University, USA

Small businesses need Internet service to be competitive, and their spending on IT activities continues 
to grow. How can Internet Service Providers tap into this potentially lucrative market? This chapter at-
tempts to identify Internet service features that are important to small businesses. Specifically, it used a 
survey method to explore the relationships between the importance of various features and organizational 
characteristics of small businesses, for example, size and type of business. The results show that the size 
of business affects the perceived importance placed on certain features, while the type of business does 
not. Implication of this finding for packaging Internet service is discussed.



Chapter XVIII
Process-Driven Business Integration Management for Collaboration Networks ............................... 356
 Dominik Vanderhaeghen, Institute for Information Systems (IWi) at the German Research Center  
	 	 for	Artificial	Intelligence	(DFKI),	Germany
	 Anja	Hofer,	Institute	for	Information	Systems	(IWi)	at	the	German	Research	Center	for	Artificial 
  Intelligence (DFKI), Germany
 Florian Kupsch, Institute for Information Systems (IWi) at the German Research Center for 
	 	 Artificial	Intelligence	(DFKI),	Germany

In this chapter, a framework for cross-enterprise business integration management addressing orga-
nizational and technical dimensions is developed. First, the authors identify basic characteristics of 
cross-organizational business processes whose complexity necessitates efficient and effective business 
integration management. Then, a holistic framework is created, consisting of a view concept for knowl-
edge management in collaboration networks, a three-tier architecture, and a process-oriented life-cycle 
model. The framework for business integration management offers the required methods to set up 
enterprise processes and ICT-support in collaboration networks. It proposes a management guideline 
for collaboration participants defining what, why, when, and how they might manage their business 
integration intra- and cross-organizationally.

Chapter XIX
Measurements in E-Business .............................................................................................................. 375
 Damon Aiken, Eastern Washington University, USA

This chapter is designed to answer two fundamental questions related to research on electronic surveys 
and measures. First, what are some of the major measures specifically related to e-business? Second, 
what makes Internet research methods different from off-line research methods? The chapter partly 
delineates what makes Internet research methods distinctive through its discussion and separation of 
the most common measures. This separation not only provides the framework for the chapter, but it 
distinguishes research for understanding the evolving e-consumer from measures related to the new 
paradigm for e-business strategy. In total, 17 different measures are discussed. The chapter concludes 
with a discussion of emerging issues in e-business metrics, and possibilities for future research.

Section V
Critical Issues

Chapter XX
E-Business in Developing Countries: A Comparison of China and India .......................................... 385
 Peter V. Raven, Seattle University, USA
 Xiaoqing Huang, Seattle University, USA
 Ben B. Kim, Seattle University, USA

The Internet has changed the way many companies do business, but has also tended to increase the dispar-
ity between firms in developed countries and those in developing countries. This chapter examines two 



large developing countries, China and India, in an attempt to understand their approaches to developing 
e-business. These approaches are based on a number of factors, including government initiatives and 
focus, infrastructure building, experience and understanding of business operations, and culture. China 
appears to be ahead of India in the mechanics and infrastructure, but India is ahead in e-readiness. While 
both countries are poised for rapidly increasing e-business, poverty and inequality between urban and 
rural connectivity must be resolved to really take advantage of e-business.

Chapter XXI
A Model of Information Security Governance for E-Business ........................................................... 404
 Dieter Fink, Edith Cowan University, Australia
 Tobias Huegle, Edith Cowan University, Australia
 Martin Dortschy, Institute of Electronic Business–University of Arts, Germany

This chapter identifies various levels of governance followed by a focus on the role of information 
technology (IT) governance with reference to information security for today’s electronic business (e-
business) environment. It outlines levels of enterprise, corporate, and business governance in relation 
to IT governance before integrating the latter with e-business security management. The emergence of 
and dependence on new technologies, like the Internet, have increased exposure of businesses to tech-
nology-originated threats and have created new requirements for security management and governance. 
The proposed model achieves the necessary integration through risk management in which the tensions 
between threat reduction and value generation activities have to be balanced

Chapter XXII
A Security Blueprint for E-Business Applications .............................................................................. 416
 Jun Du, Tianjin University, China
 Yuan-Yuan Jiao, Nankai University, China
 Jianxin (Roger) Jiao, Nanyang Technological University, Singapore

This chapter develops a security blueprint for an e-business environment taking advantage of the three-
tiered e-business architecture. This security blueprint suggests best practices in general. It involves (1) 
security control by layers — from physical access, to network communication, to operating systems, 
to applications, and (2) different stages of the management process, including planning, deployment, 
administration, and auditing. Also reported is a case study of the implementation of the proposed security 
blueprint in a Singapore multinational corporation. Such issues as security control analysis, management 
process analysis, and cost-benefits analysis are discussed in detail.

Chapter XXIII
E-Business Process Management and Intellectual Property: Issues and Implications ....................... 427
 Kathleen Mykytyn, Southern Illinois University, USA
 Peter Mykytyn, Southern Illinois University, USA

The emergence of e-business as a viable business model is unquestioned and global in its involvement 
and impact. Further, the value that intellectual property (IP) in the form of trademarks, copyrights, and 
patents plays in that medium of doing business impacts businesses, information technology (IT) profes-



sionals, academics responsible for IT coursework and programs, and, of course, the legal community. 
This chapter reviews these IP types with particular emphasis on their relationship and impact on e-busi-
ness. The chapter also provides appropriate recommendations for e-business in light of these IP issues, 
and identifies some possible future trends and research issues.

Chapter XXIV
E-Business Risk Management in Firms .............................................................................................. 448
 Ganesh Vaidyanathan, Indiana University South Bend, USA

In order to understand the different types of e-business risks, this chapter uses a framework focusing on 
five dimensions of e-businesses. This chapter examines e-business risk management in a broader context 
by integrating various functions within firms. Primary consideration is given to characteristics of the 
integrated supply chain functionalities of a firm and their associations with information technology (IT), 
business models of firms, business processes that have become important to e-business, services that 
have been interlocked into e-business, the relative importance of partnerships, trust, and the necessity 
of adaptation in managing the supply chain in order to attain competitive advantage. The purpose of this 
chapter is to understand how to identify and manage various online risks.

Section VI
Emerging Trends

Chapter XXV
Evaluating E-Business Leadership and its Links to Firm Performance ............................................ 471
 Jing Quan, Salisbury University, USA

Electronic business (e-business) has been popularly lauded as “new economy.” As a result, firms are 
prompted to invest heavily in e-business related activities such as supplier/procurement and online ex-
changes. Whether the investments have actually paid off for the firms remain largely unknown. Using 
the data on the top 100 e-business leaders compiled by InternetWeek, the leaders are compared with 
their comparable counterparts in terms of profitability and cost in both the short-run and long-run. It is 
found that while the leaders have superior performance based on most of the profitability measurements, 
such superiority is not observed when cost measurements are used. 

Chapter XXVI
Business Networking: The Technological Infrastructure Support ..................................................... 481
 Claudia-Melania Chituc, Faculty of Engineering of the University of Porto (FEUP), 
  INESC Porto, Portugal
 Américo Lopes Azevedo, Faculty of Engineering of the University of Porto (FEUP), 
  INESC Porto, Portugal

The rapid evolution of information and communication technologies, the changing client’s demands, 
and market conditions impelled enterprises to adapt their way of undertaking business, from traditional 
practices to e-business, and to participate in new forms of collaboration, such as networked organiza-



tions. The aim of this chapter is to underline the main issues, trends, and opportunities related to busi-
ness integration from a technological perspective, analyzing and discussing the most relevant business 
integration reference models, frameworks, standards, technologies, and supporting infrastructures, and 
to briefly present relevant research projects in the area of business networking. A special emphasis is 
made on frameworks such as ebXML and RosettaNet, and the importance of papiNet, BPLE4WS, and 
freebXML is underlined. 

Chapter XXVII
Outsourcing Non-Core Business Processes: An Exploratory Study .................................................. 499
 Adriana Romaniello, Universidad Rey Juan Carlos, Spain
 B. Dawn Medlin, Appalachian State University, USA

This chapter examines corporate performance effects when banks outsource noncore business processes. 
Additionally, the article proposes that knowledge management process plays a significant role in de-
termining the outcomes of outsourcing. Drawing from resource theory and knowledge management 
literature, the authors develop the concept of managerial outsourcing competence and then propose a 
conceptual model. 

Chapter XXVIII
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Prologue

AbstrAct

As attention to IT increases and society becomes more knowledge intensive, IT valuation will become a 
subject of great focus. New IT emerges rapidly as technological, societal, and competitive pressures push 
firms	to	transform	and	innovate	themselves.	New	IT	will	shape	our	daily	lives,	jobs	and	firm	structure,	
inter-firm	relationships,	and	the	industry	in	different	ways	from	what	it	has	been	so	far.	Because	of	the	
potential	benefits	and	costs	created	by	IT,	firms	need	to	carefully	assess	every	IT	opportunity	and	threat	
to ensure that their resources are spent judiciously. This paper reviews the existing IT value research 
from	IT	justification,	IT	valuation,	and	business	process	perspectives.	This	paper	also	provides	a	basis	
for enhancing our understanding of IT value creation and measurement, and maximizing the value of 
IT-based business systems. A future research direction is also discussed.

IntroductIon

Increased competition, customer-centered market, and IT advances have rapidly changed the ways firms 
operate their businesses. These changes have driven firms to cut costs, enhance product/service quality, 
and redesign their business processes. Knowledge-intensive business organizations are utilizing IT to 
create new knowledge, store knowledge, share information, and facilitate inter- and intra-organizational 
collaboration. The timing and magnitude of new technology adoption and process redesign have become 
more critical than before as most firms strive to gain and sustain their competitive advantage. 

In the past decade, e-commerce has revolutionized our society. E-commerce has created highly 
competitive market environments across all industries and contributed to the emergence of new business 
models and the demise of old business models. E-commerce pushed traditional firms to integrate e-com-
merce into the existing business models and to tightly digitize business processes. Leading click and 
mortar companies have tightly integrated front-end online order process systems with back-end support 
systems to minimize the discontinuity in the order fulfillment process. According to Jupiter Research 
(2006), the U.S. residents will increase their online spending for retail products and services at a 12% 
annual average through the end of 2010. Americans bought goods and services worth $81 billion from 
online retailers in 2005, and the online sales are expected to reach $144 billion in 2010. 

Business systems management is a process of identifying IT, developing information systems, and 
managing information systems infrastructure to achieve business objectives. In this era of e-commerce 
and digital economy, business systems get more attention from senior management as a potential weapon 
for their sustainability and competitive advantage. As the business environment gets more dynamic, 
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complex, and competitive, senior managers scrutinize the resource productivity more closely, and IT 
managers often compete with other functional managers to secure the required IT budget. As IT ad-
vances continue to open new opportunities and challenges for firms, the fundamental questions for IT 
managers to answer are whether IT can create a value that will justify its investment, and how the IT 
value can be measured. 

Despite preponderant interests from industries, IT valuation methods have not been fully established, 
and measuring IT value has been elusive for IT researchers and managers. Traditionally, accounting and 
financial methods have been widely used to assess the value of projects. Return on investment, net pres-
ent value, and payback period methods are classic in accounting and financial literature. However, the 
traditional accounting and financial methods have played a limited role in justifying the IT investment 
opportunities, because many of its benefits are non-quantifiable. Therefore, most studies have investigated 
ways of justifying and measuring IT business value beyond financial benefits (Lee, 2004). 

In the early 90s, because of intensive global competition and a decline in the US industry’s competi-
tiveness, business process reengineering (BPR) drew manager’s attention as a potential breakthrough for 
achieving competitiveness. The benefits obtained from BPR often cited in the literature include faster 
cycle time, reduced resource waste, improved productivity, enhanced customer service, and heightened 
competitive advantage.

Many studies reported that in managing business systems, BPR is one area where business strategy 
and IT have played a crucial role in generating potential value (Broadbent et al, 1999; Davenport, 1993; 
Hammer, 1990 & 2000; Ray et al., 2004). Some firms have reported significant productivity gains by 
integrating IT into their core business processes. Among successful examples of IT integration with BPR 
are Wal-Mart just-in-time inventory control systems with EDI and satellite network systems, Pfizer’s 
web-based new product document management systems, Frito Lay’s purchasing management systems 
with handheld scanning devices, and Dell Computer’s supply chain management systems with web-
based technologies. BPR has been further facilitated with ERP, CRM, and e-commerce applications 
(Ho, et al., 2004; Kotorov, 2003). 

In light of the ongoing debate on the measurement methods and tools for IT valuation, this study 
will give an overview of existing studies and present a future direction for researchers and practitioners. 
Our paper proceeds with a literature review in Section 2 and a future direction for IT valuation and BPR 
research in Section 3.

LIterAture revIew

Forrester research (Bartels, 2004) predicted that spending on IT goods, services, and staff will grow 
7% in 2005 and continue at a similar pace through 2008, which is slightly faster than overall economic 
growth. According to IDC (2007), worldwide end users spent $1.16 trillion on IT in 2006 and will in-
crease IT spending at a compound annual growth rate (CAGR) of 6.3% to reach $1.48 trillion in 2010. 
These statistics suggest that IT has become one of the most important cost drivers in business operations, 
thus IT investment deserves special attention from management. Large and small, many businesses have 
agreed that they should capitalize on business opportunities through the deployment of new IT such as 
e-business and m-commerce applications. On the other hand, another recent survey has sent alarming 
signals to IT professionals and researchers of a declining annual IT investment growth rate and a rapidly 
declining confidence of senior management in IT value (Martin, 2007).
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The main purpose of IT value research is to develop theories and measurement tools that will help 
managers apply knowledge gained from the research to make an investment decision and to enhance 
the IT value. The term ‘IT business value’ is commonly used to measure the organizational performance 
of IT, which includes cycle time reduction, productivity improvement, profitability improvement, cost 
reduction, customer surplus, competitive advantage, sustained competitive advantage, inventory reduc-
tion, market share, and other metrics of performance (Hitt and Brynjolfsson 1996; Mata, et al., 1995; 
Melville et al., 2004).

Definition of IT

Information Technology Association of America (ITAA) defined IT as “the study, design, development, 
implementation, support or management of computer-based information systems, particularly software 
applications and computer hardware (wikipedia, 2008).” Researchers in information systems area have 
developed diverse views of IT, extending a widely accepted view of IT which includes hardware, soft-
ware, supporting services, and infrastructure that are used to store, convert, process, retrieve, and securely 
transmit data and information. Observing that IT researchers have not engaged deeply in IT studies, 
Orlikowski and Iacono (2001) presented five conceptualizations of IT as a base for future theoretical 
research: (1) tool view, (2) proxy view, (3) ensemble view, (4) computational view, and (5) nominal 
view. The tool view regards IT as an engineered tool that does what its designers intended such as labor 
substitution, productivity, information processing, and social relations tools. In the proxy view, IT is 
conceptualized by one or a few key elements in common that are understood to represent the essential 
aspects or properties of IT which can be captured by individual perceptions of its usefulness or value, the 
diffusion rates, or dollars spent. The ensemble view focuses on the interaction of people and technology 
in both the development and use of IT. The research concerning this view regards IT as development 
project, development network, embedded systems, and structure. The computational view concentrates 
on the computational power of the IT and focuses on algorithm and systems development and testing as 
well as modeling and simulation. Finally, the nominal view invokes IT in name but not in fact. Examples 
of the nominal view include computer security and outsourcing practices. Understanding how IT has 
been conceptualized provides a firm foundation of IT business value research. The definition of IT sets 
the scope and granularity of IT valuation. IT value has been measured at different levels: individual, 
process, business unit, firm, network of firms, industry, and economy. Depending on the purpose and 
level of analysis, different metrics of IT value have been developed. In the following, two major IT 
valuation approaches are discussed: ex	ante	IT	justification and ex post IT valuation.

IT Valuation: Ex Ante IT Justification Methods 

While most studies have focused on the ex post evaluation of IT value, a number of studies have focused 
on ex ante IT project justification methods and specialized tools that can be used to predict and analyze 
IT investment benefits and costs. Most IT justification studies pointed out the limitations of traditional 
capital budgeting methods in measuring the true value of IT (Clemons, 1991; Kumar, 2004). Consequently, 
many IT investments are based upon “gut feelings” or “intuition,” rather than quantifiable criteria (Dos 
Santos, 1991). However, given the financial impacts of IT investments and tight budgetary constraints, 
it is essential for IT managers to clearly understand whether their investments are financially justifiable, 
and likely to yield sufficient benefits or fail. 

To investigate how organizations make IT investment decisions and how they should, Bacon (1992) 
conducted a survey of 80 major companies in four countries: the United States, Britain, Australia, and 
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New Zealand. He found that discounted cash flow (DCF) methods are the most widely used investment 
criteria for IT projects. The survey findings indicate that there exists a need to close a gap between 
practice and research, since many researchers do not recommend DCF methods, but practitioners prefer 
to use them most. 

On the other hand, a recent study of 130 senior executives from large companies that spend an av-
erage of $230 million annually revealed a strikingly different picture of IT investment practices from 
the above-mentioned Bacon’s study. This study reported that 51% of respondents have no process to 
evaluate IT investments against business strategy; 68% do not compare their IT projects’ benefits to 
original targets; 74% do not track financial metrics after making an investment decision; and 80% lack 
the necessary financial skills (Chabrow, 2003). The lack of necessary measurement and analysis skills 
by the senior executives potentially leads to misalignment of IT and business strategies, over- or under-
investment, inopportune investment, and eventually the lowered profit and productivity and decreased 
IT investments. The implications of this survey results are significant as the executives are the ultimate 
sponsor and champion of IT projects. In light of the significant lack of IT valuation knowledge by the 
senior executives, IT researchers and professionals urgently need to develop an education program to 
deliver executives the needed knowledge and skill sets.  

Clemons (1991) suggested that managers take into account such factors as tangible and intangible 
benefits and costs of undertaking the program, the risks of proceeding with the program, expected com-
petitive impact, and possible partnership with competitors. Business functions finance the IT projects, and 
the involvement of the relevant business functions in translating non-quantifiable benefits into monetary 
value was suggested by Tiernan and Peppard (2004). In addition to the above-mentioned IT justification 
approaches, more theoretical approaches based on option theory, game theory, and network effect have 
been proposed to gain insights into the elusive nature of the IT benefits.

Research on option theory-based investment emphasizes that companies must decide how to exploit 
various investment opportunities most effectively (Bardhan et al., 2004; Dixit and Pindyck, 1995; Dos 
Santos, 1991). These studies suggested that a company with an opportunity for project investment is 
holding something similar to a financial option: the company has the right, but not the obligation, to buy 
an asset before or at a future time of its choosing. The studies contended that the experience gained from 
initial investments could prove to be extremely valuable in the follow-on investments into other projects. 
However, appropriate option-based IT investment decisions require accurate estimation of key parameters, 
such as project risk and time to invest, which are still the most elusive part of the option theory. 

Game theory has been also applied to capture behaviors mathematically in IT investment decisions, 
where an organization’s success in making IT investments depends on the choices of others. Zhu and 
Weyant (2003) applied game theory to understand interdependencies of IT investment decisions among 
competing companies. They found decision dynamics more complicated, yet more interesting, when 
information asymmetry exists between firms. They also demonstrated that information asymmetry leads 
to different incentives and strategic behaviors in the IT adoption game. 

Network effect suggests that as the number of IT adopters/organizations in a network gets larger, 
benefits to the network participation increase. Network effect becomes significant after a certain criti-
cal mass is achieved as shown in social networking. The side-effects such as utility and benefits arising 
from network effect are known as network externalities. Kauffman et al. (2000) suggested that due to 
the network effect, a company’s technology adoption justification was influenced by the expected size 
of the shared network. Au and Kauffman (2003) showed the importance of expectations, as well as the 
network effect, on an IT investment decision. 

A wide range of other IT pre-investment justification methodologies have been developed by researchers 
and practitioners including: index and ranking methods (Sethi et al., 1993), business process simulation 
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(Lee, 2004), analytical hierarchical process (AHP) (Goh, 1997), balanced scorecard (Kaplan and Nor-
ton, 1992), IT portfolio management (Bardhan et al., 2004; Jeffery and Leliveld, 2004), business case 
(Ross and Breath, 2002), technology road-mapping (Groenveld, 1997), Activity Based Costing method 
(Peacock and Tanniru, 2005), and total value of ownership (Luftman and Muller, 2005). The challenge 
for IT managers is that the success of the translation of non-quantifiable benefits into financial metrics 
often depends on the choice of justification methods and the validity of the assumptions made. 

IT Valuation: Ex Post IT Valuation Methods

While ex ante IT justification studies suggested methodologies to predict IT value before investment oc-
curs, most IT value research has focused on the ex post IT valuation theory building based on empirical 
data analysis. However, empirical studies show mixed results, and point to the measurement difficul-
ties/errors as the sources of the inconsistent results (Brynjolfsson and Hitt, 1996; Floyd and Wooldridge, 
1990; Harris and Katz, 1991). Researchers attributed inconclusive results to imprecise data, time lag, 
and mismeasurements (Barua et al., 1995; Brynjolfsson and Hitt, 1996). Barua and Mukhopadhyay 
(2000) pointed out that the tasks of obtaining granular data on IT investments, assessing changes in IT 
functionality, and isolating effects on a value-based variable are barriers to the attribution of IT value. 
Brynjolfsson and Hitt (1998) suggested that the value of IT should be measured not only by cost savings, 
but also by improvements in quality, customer service, and new product development. Other sources 
of firm productivity include organizational characteristics (Wade and Hulland, 2004), process redesign 
(Ho, et al., 2004), workplace practices (Bharadwaj, 2000; Black and Lynch, 2001), and environment 
(Dewan and Kraemer, 2000). 

While many studies demonstrated the existence of positive returns on IT investment, their approaches 
provide limited insights into the value creating process of IT. Realizing the limitation of the traditional 
output-focused IT value measures, a number of studies focused on the development of IT valuation 
methods from process-oriented perspectives (Banker et al.1990; Barua et al., 1996; Kohli and Hoadley, 
2006). Mooney et al. (1996) argued that a process focus should enhance the validity of the IT value 
assessment and the ability to explain the technological features, process characteristics, organizational 
settings, and competitive environments conducive to producing IT business value. Synthesizing previous 
studies, Melville et al. (2004) defined IT value as the organizational performance impacts of informa-
tion technology at both the intermediate process level and the organization-wide level which comprises 
both efficiency impacts and competitive impacts. They suggested that the challenge of understanding 
IT value creation is addressed by the insights of multiple theoretical paradigms. 

Most recently, Kohli and Grover (2008) summarized findings of the prior IT value research with 
seven concise statements:  (1) IT does create value; (2) IT creates value under certain conditions; (3) 
IT-based value manifests itself in many ways; (4) IT-based value is not the same as IT-based competitive 
advantage; (5) IT-based value could be latent; (6) There are numerous factors mediating IT and value; 
(7) Causality for IT value is elusive. They further presented four major themes to understand how IT 
value is changing and what we must do to capture, measure, and demonstrate it: (1) IT-based co-creation 
of value, (2) IT embeddedness, (3) Information mindset, and (4) Value expansion.

Integration of BPR and IT 

BPR is defined as the fundamental rethinking and radical redesign of business processes to achieve 
dramatic improvements in firm performance. Process is defined as a set of related tasks performed to 
achieve business objectives. IT enables firms to redesign business processes, strengthen their customer 
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relationship management, integrate business functions, and develop a new business model (Hammer 
and Champy, 1993). 

BPR drew manager’s attention as a potential breakthrough for staving off competition and achiev-
ing strategic advantage in the early 90s. A recent study shows that about 87% of firms surveyed were 
either engaged in BPR projects or indicated their intention to embark on BPR projects in the next few 
years (Ranganathana and Dhaliwal, 2001). Realizing many BPR projects fell short of the expected 
payoffs, Attaran (2004) identified seven barriers to effective IT-enabled BPR implementations: (1) mis-
understanding of the concept; (2) misapplication of the term; (3) lack of proper strategy; (4) unrealistic 
objectives; (5) management failure to change; (6) failing to recognize the importance of people; (7) IS 
failure to change.

BPR has received much attention from researchers as well (Davenport, 1993; Davern and Kauff-
man, 2000; Hammer, 1990; Markus and Benjamin, 1997; Venkatraman, 1994; Whitman, 1996). These 
researchers have argued that IT and BPR together can create more cost-effective, agile, collaborative, 
and communicative process capability than BPR or IT alone. Information-intensive business organiza-
tions are utilizing IT to create new knowledge, manage existing knowledge, distribute information, and 
facilitate inter- and intra-organizational collaboration. IT makes it possible to achieve coordination-in-
tensive business processes in a way it was not possible before (Teng et al., 1994). 

The performance evaluation of BPR and justification for BPR is a primary concern of senior man-
agement. Senior management expects a high payoff from BPR, since it requires significant financial 
investments, dramatic process change, risk management, and organizational change. IT can fundamen-
tally change the ways in which business organizations interact with internal and external constituents, 
and therefore IT and BPR integration processes should take external business strategy and internal IT 
strategy into account. A few case studies attempted to identify metrics organizations use to measure the 
performance of IT-enabled BPR (Devaraj and Kohli, 2000; Kohli and Hoadley, 2006; Stiroh, 2001). 
However, drivers and inhibitors of IT integration of BPR have not still been well studied (Grovera et 
al, 1998) and reengineering projects have shown mixed results (Sarker and Lee, 1999). Thus, there is a 
need to develop a methodology that measures the degree of BPR and IT integration and evaluates the 
impacts of the integration on business value (Barua et al., 1996; Kohli and Hoadley, 2006). 

More recently, BPR crossed the boundaries of the business organization to include suppliers, partners, 
and customers into the process redesign mix. Champy (2002) calls this approach X-engineering. Com-
panies such as Cisco, Dell, Intel and Solectron are examples of successful X-engineering implementa-
tions. This new approach is a natural development as more companies begin to deploy the web-based 
inter-organization information systems, taking advantage of the web technology standards such as XML, 
web services, and Internet protocols. 

Future dIrectIon oF It vALuAtIon reseArch

While a larger body of researchers has focused on the measurement issues of IT strategic value or 
firm-level productivity, senior managers have been consistently interested in the practical IT evalua-
tion methodologies to financially justify IT investment. In time of economic downturns, they tend to 
be more conservative and risk-averse on IT spending. Recent surveys have sent alarming signals to IT 
professionals and researchers of a declining annual IT investment growth rate and diminishing roles 
of IT leaders (Martin, 2007). IT managers frustrated with the marginal benefits attempted to shift the 
responsibility of proving or securing value from IT investments to the internal business functions. It is 
time to critically review what we have learned and set a new direction for IT valuation research to turn 
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around the declining IT status in organizations, to regain the confidence of senior management, and to 
jump-start the sagging IT value creation and productivity. 

Our review reveals that a wide range of diverse views have been developing in the IT valuation and 
BPR studies. The existence of these diverse views strongly suggests that a single view is likely to provide 
only a limited understanding of how value is created. Most researchers agree that traditional budgeting 
and project evaluation methods are not enough to justify IT investments because these methods can 
not properly capture idiosyncratic IT values in novel contexts. Many studies indicate that operational, 
organizational, and strategic issues should be addressed when IT investments are justified. Since IT may 
fundamentally change the ways in which the business organization interacts with external constituents, 
we need to consider extended business processes in the evaluation process as well. 

While numerous studies attempted to address the complex problem of linking IT to organizational 
performance, the absence of a unified theoretical framework has led to a fractured research stream with 
many simultaneous but non-overlapping studies (Chan, 2000), and there is still a debate on the nature 
of IT business value and whether IT is capable of creating value (Kohli and Grover, 2008). IT valua-
tion research needs to deepen our understanding of the relationships between IT and value creations in 
many levels of organizations. Otherwise, the roles of our IT managers will continue to diminish and the 
significance of IS discipline will decrease further. To understand these relationships, we need to enrich 
our knowledge on what, when, where, how, and why these values are generated, and how we measure 
these values. More importantly, our research needs to move beyond the descriptive IT valuation studies 
to value maximizing IT prescription studies, the outcomes of which should be able to guide our IT pro-
fessionals to plan on what IT we need to invest; how much we need to invest; when we need to invest; 
and how we can enhance the values. To do so, we need to develop a unified framework of IT valuation 
that links business strategies and processes with a multi-perspective valuation model derived from rich 
grounded theories and rigorous empirical validation.
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AbstrAct

The fundamental advantages of information tech-
nology in regard to efficiency and effectiveness 
assure that its diffusion in society and in most 
industries will continue. The constant and rapid 
development of Internet-related technologies in 
the accompanying net economy has inevitably had 
a significant influence on various possibilities for 
developing innovative online business concepts 
and realizing these by establishing entrepreneurial 
ventures. The term “e-entrepreneurship” respec-
tively describes the act of founding new companies 
that generate revenue and profits independent 
from a physical value chain. With this in mind, 
this article focuses on the process of creating 
electronic customer value within the net economy 
as well as the success factors and development 
phases of electronic ventures. Elaborating on these 
points should help to clearly define the area of e-
entrepreneurship and provide evidence that the 
establishment of electronic ventures is worthy of 

special consideration in the context of research on 
information technology entrepreneurship.

IntroductIon

With the dawn of the Internet in the last decade 
of the twentieth century, a structural change in 
both social and economic spheres was induced. 
Information technology has become an integral 
part of daily life and its influence on the transfer 
of information has become ubiquitous. The fun-
damental advantages of Internet-related technolo-
gies, especially in regard to their efficiency and 
effectiveness, assure that its diffusion in society 
and in most industries will continue. Above all, 
Internet-related technologies have produced new 
possibilities with respect to how enterprises create 
value for their customers. By offering physical and 
digital products and services via the World Wide 
Web, customer value may no longer be created 
on a physical level only, but also on an electronic 



�  

E-Entrepreneurship

level (Amit & Zott, 2001; Lumpkin & Dess, 2004; 
Weiber & Kollmann, 1998). In fact, an entirely 
new business dimension, which may be referred 
to as the net economy has emerged (Kollmann, 
2006; Matlay, 2004). This has inevitably had a 
significant influence on various possibilities for 
developing innovative business concepts and 
realizing these by establishing entrepreneurial 
ventures that generate revenue and profits in-
dependent from a physical value chain. In this 
context, the term “e-entrepreneurship” describes 
the act of founding new companies specifically 
in the net economy. The expansion of the classi-
cal use of the term “entrepreneurship,” however, 
raises several questions that will be answered in 
this chapter. In particular, the chapter will give 
answers to the following questions:

1. Which possibilities for innovative entrepre-
neurial activities does the net economy offer 
to create an electronic customer value? 

2. What are the success factors for founding 
a company in the net economy?

3. What are the typical development phases that 
an electronic venture will undergo during 
its initial years of business?

This chapter will elaborate on these points in 
order to clearly define the area of e-entrepreneur-
ship. Moreover, proof should be provided that the 
establishment of electronic ventures is worthy of 
special consideration in the context of research on 
information technology entrepreneurship.

bAckground: the net  
economy

From a historical perspective, only the product 
characteristics (quality) and corresponding prod-
uct conditions (e.g., price, discount) determined 
the success of a product (Kirzner, 1973; Porter, 
1985). At that time, it was important to either 
offer products or services to the customer that 

were cheaper (cost leadership) or qualitatively 
superior (quality leadership) to the competitor’s 
product. Later in history, speed and flexibility as 
two additional competitive factors joined the scene 
(Meyer, 2001; Stalk, 1988). On the one hand, it 
became increasingly important to offer products 
or services at a certain point in time at a certain 
place (availability leadership), while on the other 
hand, it became crucial to allow for customer-ori-
ented product differentiation of important product 
characteristics (demand leadership).

Though these traditional competitive factors 
and the resulting strategies are still valid, one of 
the central characteristics of the post-industrial 
computer society is the systematic use of infor-
mation technology as well as the acquisition and 
application of information that complements 
work-life and capital as an exclusive source of 
value, production, and profit. Consequently, the 
source of a competitive advantage will be rather 
determined by achieving knowledge and infor-
mation superiority over competitors (information 
leadership). Those who possess better informa-
tion about the market, potential customers, and 
customer expectations will be more successful 
than others. Whereas information previously held 
merely a supporting function for physical produc-
tion processes, it has now become an independent 
factor for production and competitiveness in 
many industries (Porter & Millar, 1985; Weiber 
et al., 1998). 

The growing relevance of electronic data 
networks such as the Internet has created a new 
business dimension. It is especially influenced 
by the area of electronic business processes that 
are concluded over digital data pathways (King, 
Lee, Warkentin, & Chung, 2002; Kollmann, 2001; 
Taylor & Murphy, 2004; Zwass, 2003). Due to 
the importance of information as a supporting 
and independent competitive factor, as well as 
the increase in digital data networks, it must be 
assumed that there will be two relevant trade 
levels on which the world will do business in the 
future. In addition to the level of real, physical 
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products and services (real economy), an electronic 
trade level for digital products and services (net 
economy) is evolving. “The net economy refers to 
the commercial use of electronic data networks, 
that is to say, a digital network economy, which, via 
various electronic platforms, allows the conclusion 
of information, communication, and transaction 
processes” (Kollmann, 2006, p. 326).

The value chain of the real economy (Porter, 
1985) divides a company into strategically relevant 
activities and identifies value activities that can 
be differentiated physically and technologically. 
The customer is prepared to pay for a valuable 
product that is based on these value activities. This 
product can then form the basis for establishing an 
enterprise in the real economy. In this model, the 
individual steps of a sequence of value generat-
ing or value increasing activities are analyzed in 
order to efficiently and effectively develop primary 
processes (for instance, in the areas of incoming 
logistics, operations, and outgoing logistics) and 
supporting processes (for instance, in the areas of 
technology development and procurement). Even 
here, information is extremely important when 

striving to be more successful than the competi-
tion. Information can be used to improve analysis 
and monitoring of existing processes. The crucial 
point is that information has previously been re-
garded as a supporting element only, but not as 
an independent source of customer value. 

With the establishment of the net economy 
and the newly created dimension of information 
as an independent source of competitive advan-
tage, value can be created through electronic 
business activities in digital data networks in-
dependent from a physical value chain as they 
are predominantly performed by the underlying 
information systems and do not include physical 
production machinery or personnel (Amit et al., 
2001; Lumpkin et al., 2004; Weiber et al., 1998). 
These electronic value added activities are thus 
not comparable to the physical value creation 
activities presented by Porter (1985), as they are 
rather characterized by the way information is 
used. Such value activities might include, for 
example, the collection, systemization, selection, 
combination, and distribution of information. 
Through these specific activities of creating value 

Figure 1. Value chain of the real economy vs. value chain of the net economy (Kollmann, 2006, p. 327)
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within digital data networks, an electronic value 
chain manifests itself (Figure 1). Based on this 
new value creation level, innovative business ideas 
evolve through the use of the various platforms 
and new digital products and Internet-based 
services are created. As customers are willing to 
pay for the value created by such an electronic 
product, it can form the basis for founding an 
electronic venture (e-venture) in the net economy 
(Kollmann, 2006). 

FoundIng eLectronIc  
ventures

In addition to having an electronic product when 
establishing an e-venture, it is also necessary to 
have a team of founders who have specific knowl-
edge about the particularities of the net economy. 
Therefore, special emphasis needs to be placed on 
the combination of management and informatics to 
establish the company and guarantee the necessary 
technical processes. This is particularly important 
considering that information can change very 
quickly and with it the company’s basis for the 
value creation activities in digital data networks. 
There is a further special characteristic trait of the 
net economy in addition to the electronic value 
chain – namely that this is a considerably new 
area of business and lacks the years of experience 
on which established business sectors can rely. 
Accordingly, e-ventures are oriented especially 
towards future innovations and developments. 
Furthermore, there is a high level of uncertainty 
on the customer side with respect to the amount 
and the timely presence regarding acceptance of 
innovative information technologies. 

This risk is counteracted by the fact that the net 
economy and its underlying technologies represent 
a central growth sector and are therefore linked 
to numerous opportunities. This can be seen in 
the continuing, rapid expansion, and use of the 
Internet in the USA and Europe. Further, the 
level of investments in information technologies 

are still increasing, whereby, two aspects that are 
particularly pertinent for new companies become 
very clear. First, Internet-based platforms require a 
certain amount of capital or funding for the initial 
development and/or company, and, second, Inter-
net-based technologies are subject to continuous 
change and constant development thus requiring 
subsequent investments. In addition to the need 
for capital to develop the technological platform, 
additional investments for the establishment of the 
new company in the net economy are necessary 
(such as personnel, organization, establishing a 
brand, sales, production, etc.).

This concludes the description of the basic 
conditions and requirements for establishing a 
company in the net economy. In particular, four 
central characteristic traits can be identified that 
clearly distinguish the process of establishing a 
business in the net economy from the “classical” 
company establishment in the real economy. First, 
an e-venture is often an independent, original, 
and innovative company. Second, an e-venture 
is characterized by enormous growth potential 
and, yet, is also marked by uncertainty of its 
future development concerning the true success 
of its technological platform (that, as a general 
rule, requires significant investments). Third, 
an e-venture is based on a business idea that can 
only be put into practice by the innovative use of 
information technologies. The idea itself focuses 
strongly on “information” as a competitive factor. 
Fourth and finally, an e-venture is based upon a 
business concept that involves the electronic cre-
ation of customer value offered on an electronic 
platform of the net economy. It requires continu-
ous development and administration. In view of 
these characteristics of e-ventures, the following 
questions arise from the founder’s point of view: 
What information do I need in order to create 
value for a customer? What type of platform 
should I use to present this information? How 
can I guarantee that my information product will 
remain attractive for the customer in future? How 
can my new firm grow independently? As a result 
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of these questions, companies established in the 
net economy tend to be heterogeneous and more 
complex. They differ from companies established 
in the real economy in many aspects. This justifies 
an isolated and separate approach to researching 
how companies (i.e., e-ventures) are established 
in the net economy. In this context, e-entrepre-
neurship “refers to establishing a new company 
with an innovative business idea within the net 
economy, which, using an electronic platform in 
data networks, offers its products and/or services 
based upon a purely electronic creation of value. 
Essential is the fact that this value offer was only 
made possible through the development of infor-
mation technology” (Kollmann, 2006, p. 333).

The Electronic Creation of Customer Value
Building upon the concept of creating informa-

tion-based value in the net economy previously 
described, it must also be determined what kind 
of value is created in the eyes of the customer 
for which he would be prepared to pay (i.e., what 
makes an online offer attractive from the custom-
er’s point of view in the first place). In general, 
this might include the following six aspects:

• Overview: The aspect that an online offer 
provides an overview of a large amount of 
information that would otherwise involve 
the arduous gathering of information. The 
e-venture creates value through automati-
cally structuring the information flood avail-
able. 

• Selection: By submitting database queries, 
consumers can locate exactly the desired 
information/products/services more quickly 
with an online offer and, thus, more ef-
ficiently. 

• Mediation: In this case, an online offer cre-
ates the possibility to bring together requests 
of suppliers and demanders more efficiently 
and effectively. By doing so, the e-venture 
creates a matching value.

• Transaction: This aspect refers to the pos-
sibility created by an online offer to design 

and structure business activities more ef-
ficiently and effectively (e.g., with regard 
to cost aspects or payment possibilities). 

• Cooperation: This aspect deals with using 
an online offer to enable various vendors or 
companies to more efficiently and effectively 
interlink their service or product offers with 
each other. 

• Exchange: In this case, an online offer al-
lows different consumers to communicate 
more efficiently and effectively with each 
other. The e-venture creates a communica-
tion value.

Considering these aspects of customer value, 
it is certainly possible that an e-venture can cre-
ate several different types of value and that both 
structuring value as well as selection and match-
ing value are created. After the identification of 
the creation of value, the perspective changes to 
the entrepreneur’s point of view. The question to 
be asked here is how the customer value can be 
created. To answer this question, the electronic 
value chain can once again be applied. The elec-
tronic value chain separates an e-venture into 
strategically relevant activities in order to better 
understand cost behavior and recognize present 
and potential sources of differentiation. Thus, 
the electronic value chain represents respectively 
those value activities, which, for example, involve 
collecting, systemizing, and distributing informa-
tion. Through specific value activities within the 
Internet, an electronic information product is cre-
ated that represents value for which the customer 
is hopefully willing to pay. The electronic value 
chain therefore embodies the total value that 
is generated by the individual electronic value 
activities plus the profit margin. In the following 
paragraph, the most important value activities 
within the electronic value chain will be identi-
fied. It is these value activities that form the basis 
of an electronic value creation process within a 
company (Figure 2).
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Should an idea be based upon, for example, 
dealing in used photo cameras in an e-marketplace 
in the Internet (founder’s point of view), there is a 
typical way in which value can be electronically 
created. This value creation is directly reflected 
in the resulting added value for the user (customer 
view) and refers mainly to, in the example pre-
sented here, the overview, selection, and mediation 
functions. For instance, a supplier would be pre-
pared to pay especially for the matching function, 
whereas a customer would be eventually willing 
to pay a fee for the overview function. In order to 
realize this creation of value, companies use the 
value chain to identify particularly those value 
activities that form the core of value creation. In 
order to do so, firstly, information on the object 
must be collected. Secondly, the location and the 
seller of the used camera must be determined, 
and, in a third step, systematically stored in a 
database. Using this database, information is then 
offered to the potential buyers who can formulate 
a query using appropriate search mechanisms. 

If a match is found through the query process, 
then the accompanying information pertinent to 
the request is exchanged. If all of this occurs, the 
final product is a transaction. The electronic value 
creation process from the company’s point of view 
describes especially those information activities 
and/or the sequence of information activities, 
which in total create added value for the customer. 
This involves both the core and service processes. 
Core processes hold a true function in the creation 
of value, whereas service processes support the 
business processes along the value chain. As a 
general rule, the electronic value chain process 
begins with the input of information for the e-ven-
ture. In order to provide the targeted added value 
(e.g., overview function), the required information 
must first be gathered (e.g., who demands what 
at which level of quality and who offers it?). In 
the next step, the information is processed inter-
nally such that it can then be transferred on to 
the customer in the desired form as information 
output and in a way that specifically adds value 

Figure 2. The electronic creation of customer value
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for that customer. This process can be called the 
electronic value creation process and describes 
thus the core processes of most e-ventures. When 
considering e-ventures, it is then possible to for-
mulate a representatively typical electronic value 
creation process (Kollmann, 1998): 

• The first step is the acquisition of informa-
tion, which involves gathering relevant data 
that serves as an input for the additional 
creation of value. This results in the collec-
tion of useful data. This step in the value 
creation process can also be called informa-
tion collection.

• The second step involves the conversion of 
the collected data into an information prod-
uct for the customer. This step of the value 
creation process can be called information 
processing.

• The third step involves implementing the 
newly acquired or confirmed knowledge 
obtained from collected, saved, processed 
and evaluated data for the benefit of the 
customer. The result is an output of infor-

mation, which creates value. This step can 
be called information transfer.

It is important to recognize that it is not suffi-
cient to go through the sequence of this electronic 
value creation process (which is here presented in 
its most ideal form) just once. Rather, a continual 
process of acquiring, processing, and transferring 
information is necessary. This is essential, as in 
many cases, the information underlying the pro-
cess of electronic value creation is coming from 
many different sources (such as customers, partner 
firms, third-party Web sites and databases) and 
thus constantly subject to change. Some examples 
of electronic value creation processes in the net 
economy are presented in Figure 3.

success Factors of electronic  
ventures

If one takes a closer look at the new companies in 
the net economy equipped with electronic value 
chains and electronic processes of value creation 
(such as google.com or YouTube.com), there are a 

 Figure 3. Examples for electronic value creation processes
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number of noticeable, common traits with regard 
to the way the e-venture was established. Mostly, it 
is a so-called original company founding, meaning 
that a completely new company is established with-
out relying on any previously existing or available 
company structures. Additionally, one observes 
that these cases were most often independently 
established companies initiated by company 
founders seeking full-time self-employment to se-
cure their independent entrepreneurial existence. 
Finally, it can be seen that established e-ventures 
were most often innovative companies (i.e., not 
established to imitate an existing company). An 
innovative start-up presents a situation in which 
the initiating factors, in the classical sense pro-
posed by Schumpeter (1911), are combined in a 
new way. This new combination can involve both 
tangible and intangible factors. The increasing 
importance of information as a significant factor 
in competitive advantage has recently increased 
the significance of the intangible factors, in par-
ticular knowledge and know-how. Due to this, a 
number of newly formed companies in the net 
economy are established consistently upon new 
knowledge-based and conceptually creative fac-

tors (the way in which information is dealt with 
and processed in the context of electronic value 
creation to form an electronic product). 

At first view, success factors for establish-
ing a company in the net economy do not par-
ticularly differ from those in the real economy. 
Nevertheless, one does find specific differences 
in the realization of and development of these 
success factors that are directly dependent upon 
the particular conditions in the net economy. In 
particular, these differences cover the areas of 
management, product, market access, process, 
and finance (Figure 4) that will be discussed in 
the following paragraphs.

The management building block places 
emphasis on the founders, who, through their 
personality, motivation, and creativity, strongly 
determine the activities of an e-venture. Studies 
on the influence of technical, social, and methodi-
cal skills and capabilities of business founders 
determined that these have a positive influence 
on the successful realization of the activities 
involved with establishing a company (Walter, 
Auer, & Gemünden, 2002). This also holds true 
with respect to the motivation of the founder or 

Figure 4. Success factors of electronic ventures
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the team of founders. High stress limit, pressure 
to succeed, self-confidence, and awareness of 
risk characterize the actions during the sustain-
able phase of conception and thereafter in the 
realization phase. Whereas creativity on the one 
hand and analytical and conceptual thinking on 
the other dominate the first development phases 
of a new company, experience in the net indus-
try, knowledge of the interrelated aspects of the 
net economy and real experience in operative 
management are significant points that matter 
when establishing an e-venture. In view of this, 
establishing a company in the net economy is very 
complex and the knowledge required to achieve 
this must be drawn similarly from the areas of 
informatics, information systems, and business 
administration. Accordingly, the founders must 
possess competence and know-how in all of these 
areas to a certain extent. However, an e-venture 
is often established by a team of founders due to 
the fact that seldom a single person possesses all 
of the following skills: 

• Informatics: The technological aspect of 
the net economy makes it necessary to have 
a substantial understanding and knowledge 
of Internet-related standards and technolo-
gies, Internet architectures, databases, and 
software development.

• Information systems: The technological 
basis must be assessable with respect to its 
content and relevance for business issues. 
For this reason, it is important to have 
knowledge in areas such as IT security, data 
warehousing and data mining, e-business 
standards and electronic payment. It is just 
as important to understand the fundamental 
principles of the net economy, as it is to 
have sound overview of current existing 
business models and possibilities of creating 
electronic customer value.

• Business administration: At the business 
administration level, it is essential to have 
solid business knowledge. Topics, which 

should be especially emphasized here 
include marketing, business organization, 
management, as well as accounting and 
finance.

The product building block refers to the 
configuration of the services and offers of an 
e-venture. In this respect, the electronic product 
and/or service offer must be specified and com-
municated based upon its electronic added value. 
Thus, the essential question is, whether or not 
the customer needs the electronic offer/service 
provided by the e-ventures based on Information 
Technology and, if so, is the customer willing to 
pay for it? Further, it is the aim of the company to 
achieve added value for the customer through the 
realized output with electronically created value. 
Nevertheless, it is also the company’s aim to as-
sure its offer possesses a unique characteristic, 
which differentiates it from the other competitors. 
Furthermore, most e-ventures are dealing in new 
forms of business ideas and/or business models. 
From the customer side, initially it takes some 
time to get acquainted or acknowledge the effect 
provided as value added that results from such 
new ideas and models. For this reason, a regular 
reconnection with customers and users must take 
place, because in the end it is customer acceptance 
that determines if the electronic business idea is 
a success or not (Kollmann, 2006). Besides that, 
establishing a business in the net economy is 
singled out by the fact that an e-venture and its 
electronic business idea must not only satisfy a 
need, but also be superior compared to existing 
solutions in the real economy. For example, the 
need for books is already fulfilled through real 
bookshops. However, by offering overview, se-
lection and transaction functions, Amazon.com 
creates an additional electronic value and was 
thus able to become one of the most successful 
players in the net economy.

The processes building block refers particu-
larly to the need for a newly established company 
to quickly overcome that critical stage where its 
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activities are informal and uncontrolled. This 
applies especially to work, finance, and organi-
zational processes, which form a solid operative 
foundation in a newly established company. This 
essentially means that core processes must be 
firmly established and must also harmonize with 
the evolving company organization. Further, in 
this context it is also important that not too many 
activities are initiated simultaneously, because 
otherwise, there is an ensuing danger that some 
of these activities may not receive the full atten-
tion they require. Therefore, it is necessary to 
have a logical and effective project and process 
management. When dealing with an e-venture, 
sophisticated development and presentation of 
concrete workflows should be based on a model 
example of the value creation process that was 
previously determined. The company’s business 
processes can then be conceptualized in parallel 
to the electronic process of value creation. These 
business processes should be understood as activ-
ity bundles necessary for realizing the value offer. 
They can be described as those targeted activi-
ties which are performed in a timely and logical 
sequence and their aim is directly determined by 
the company strategy (Hammer & Champy, 1993). 
Business processes thus describe the realization of 
the electronic process of creating value with the 
help of electronic resources within an e-venture. 
Particularly in the net economy, which is char-
acterized by a high degree of virtualization, the 
knowledge of precise process flows is extremely 
important. Many business models in the net 
economy are based upon taking advantage of the 
effects of economies of scale. This is possible only 
when a large number of users can be serviced by 
either very few or with just one basic process (e.g., 
at online auction houses). The complexity of value 
creation, especially if the creation of this value 
involves the participation of multiple companies, 
requires a reduction of the process to the most 
essential steps. Weaknesses in core processes 
can then be more easily recognized. Especially 
with respect to electronic and thus automated 

process steps, mistakes can significantly impact 
the success of a company. Moreover, the process 
is externally visible to customers. Therefore, the 
quality of process flows has a direct influence on 
the customer’s usage behavior. Supported by the 
virtual quality of information products, process 
flows become representatives of the quality im-
age. The customer rates a company based upon 
the usability, functionality, and security of its 
processes.

The market access building block does not only 
mean to assure market entrance and establishing 
a product and/or brand, but also means reaching 
the customer via an electronic communication 
channel. The focus here is the question: How 
do I reach the customer with my information 
product? Hereby, it is possible to achieve market 
access through company-initiated marketing 
and sales activities. However this seems to pose 
a signification problem considering the lack of 
resources of start-up companies. Market entry in 
the net economy is, in most cases, characterized by 
the fact that most e-ventures are unknown, have 
limited capital, lack of range of resources, and do 
not have an established network. Particularly the 
lack of financial means often leads to deficits for a 
newly established company in the area of service 
or product performance, communication/sales and 
market positioning. In order to eliminate these 
deficits, especially when dealing with e-ventures, 
cooperation strategies play an elementary role in 
supporting the market entrance and positively 
steering the company’s further development 
(Kollmann & Häsel, 2006). In view of the exist-
ing resource limitations, traditional marketing 
campaigns based on buyer-seller relationships are 
too cost-intensive and thus not feasible for many 
e-ventures. Affiliate programs, on the contrary, 
are predominantly understood as marketing and 
sales concepts that are directly based upon a 
partnership-like relationship and profit-scheme 
compensation. The e-venture (merchant) con-
cludes an advertisement and/or sales agreement 
with a cooperation partner (affiliate), who in turn 
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integrates the merchant’s service/product offer on 
their internet presence or Web site. If this results 
in a successful transaction, the affiliate receives a 
commission on sales (Rayport & Jaworski, 2002). 
In this way, a newly established company can 
reach, from the very beginning, a wide range of 
customer segments and establish a comprehensive 
sales network. 

The finance building block is tasked with 
guaranteeing the establishment and evolution of 
the firm from a liquidity point of view. There are 
two essential aspects, which are of importance 
here: On the one hand, there is a significant need 
for investing in technology and in establishing 
the company in the starting phase, whereby, on 
the other hand, the free-cash-flow cannot be too 
negatively influenced. The financing and cash 
planning is often a significant weak point for 
companies in the net economy. In particular, there 
often is a lack of realism, resulting in euphoric 
turnover forecasts or underestimated financial 
requirements. Hence, there should be a continu-
ally updated finance planning that can provide 
a realistic estimate of the financial situation of 
the company at any given point in time and also 
present the actual financing requirement. The 
financing of a company in this case becomes 
increasingly a mixture of equity (own capital) 
and various forms of participations. In situations 
such as these, risk capital should be strategically 
used for investments (e.g., sales), for example, 
for generating cash flow. The financing of the 
company furthermore requires a secure control-
ling, especially on the cost-side of the business. A 
further aspect concerns the communication with 
investors who want to be informed on a regular 
basis about the development of the company 
(Kollmann & Kuckertz, 2006).

development Phases of electronic 
ventures

The future development of a company in the 
net economy can be outlined by just one simple 

question: What will happen to the idea in the 
course of time? At the very core, when a new 
company is to be founded, an idea for a possible 
business concept exists. This idea must first be 
discerned and then assessed for its potential for 
success (phase of idea finding). In a subsequent 
step, the idea must be transferred to a plausible 
and sustainable foundation, and a correspond-
ing business plan for the idea must be prepared 
(phase of idea formulation). This must be done 
in order to actually realize the idea in the next 
step (phase of idea realization). Success of the 
e-venture is, however, not only dependent upon 
the initial realization of the business model, but 
also depends on the continual development and 
appropriate adjustment to market demands (phase 
of idea intensification). Finally, the idea must be 
capable of continually growing with the market 
and developing into a long-term business (phase 
of idea continuation). In each of these phases, it 
is essential that certain tasks along with the pre-
viously outlined building blocks for establishing 
a company are fulfilled. The individual phases 
(Ruhnka & Young, 1987) and specific questions 
which are of significant importance throughout 
the development of a company in the net economy 
are illustrated in Figure 5 and will be further 
discussed in the following paragraphs.

In the context of the financing of a new com-
pany or start-up, the phases of finding, formulat-
ing and realizing the idea are considered to be 
the early stage. Generally, this stage is divided 
into the pre-seed, seed and a start-up phase. In 
the pre-seed and seed-phase, the company has 
not been founded yet. These phases reflect more 
specifically the time in which the future found-
ers of a company are searching for the idea and 
planning the realization of their business model. 
Even if no company and no marketable product 
exists in these phases, there is nevertheless a 
need for capital as, for instance, market studies 
or acceptance and feasibility studies must be per-
formed (costs for preparation). If the company is 
to be established based upon a business plan (idea 
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formulation), the start-up phase begins, in which 
production capacities are established, personnel 
is sought and the market entry is prepared. For an 
e-venture, this most often means the programming 
of the internet platform and its functionalities 
(development costs). When a successful online 
start can take place and the product or service 
offer is introduced into the market, the start-up 
phase ends. Especially during this early stage, the 
product and management building blocks play an 
essential role as there will definitely be no further 
progress without them.

The early stage is followed by the expansion 
stage, featuring the launch of the product or service 
and its introduction to the market. Beginning here, 
one of the central, strategic targets of the company 
is to expand the presence of its product/service 
on the market and achieve constant turnover 
growth. The newly formed company then enters 
the expansion stage and the first stable income is 
earned. In this phase, it is absolutely necessary to 

expand production and sales capacities. In order 
to achieve this, it is possible to form partnerships. 
As a general rule, the further expansion of the 
company cannot be solely financed through its 
cash-flow. The company is confronted with addi-
tional capital requirements. At this stage, potential 
investors can be offered far more security for 
their investment as compared to the early phase 
of the business development. Considering this, 
the management is nevertheless challenged by 
an entirely new problem of properly steering the 
growth of the company. This is the point where 
internal processes must be established. Within the 
expansion stage, the market access and processes 
building blocks are particularly important as, 
without them, further growth can most certainly 
not be achieved.

As soon as a company can rely upon an ever-
increasing growth rate and guaranteed business 
income, the later stage of the company’s de-
velopment has been achieved. From a turnover 

Figure 5. Development phases of electronic ventures
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perspective, the company is stable in its business 
development and there is eventually the opportu-
nity to consider a diversification of the original 
idea. The company has established unique selling 
aspects for its product or service that separate it 
from the competitors and has achieved a signifi-
cant market penetration. This means that even the 
future growth of the e-venture can be calculated 
and risks can be better defined than in the previous 
phases of the business development. When there 
is a significantly high level of growth potential, 
the break-even point can be achieved by bridge 
financing or the preparation of an initial public 
offering. Investors from the previous financing 
rounds also have the option of a trade sale to a 
strategic investor as well as selling their shares 
back to the founders or the management in a man-
agement buy-out, or respectively a management 
buy-in. During the later stage, all of the building 
blocks play a significant role due to the fact that, 
generally, growth can only be obtained when all 
of these elements are functioning seamlessly.

Future trends

The creation of new ventures plays a decisive 
role for the social and economic development of 
every country. This is due to the fact that with 
each new venture created, a market participant 
comes into existence, which potentially stimu-
lates the competition and drives the economy 
further. The founding of electronic ventures 
within the net economy is therefore a key topic 
for every national industry. As the significance 
of Internet-based technologies has triggered a 
technological and societal development that is 
irresistible, e-entrepreneurship can be expected 
to gain further importance in the future. With 
the proliferation of digital television and third 
generation mobile technologies, novel and in-
novative ways of delivering electronic value can 
be expected to emerge. The boundaries between 
mobile services and the “stationary” Internet will 

increasingly become blurred. This will enable e-
ventures to span multiple electronic channels and 
become a pervasive part of daily life. Moreover, the 
pervasiveness of digital technologies and changes 
in customer behavior are increasingly blurring 
the borders between electronic and physical 
trade levels. real economy and net economy are 
merging. Particularly in this context, the need for 
a complementary utilization of physical and elec-
tronic value creation activities can be expected, 
as customers will increasingly use online and 
off-line channels contemporaneously (Kollmann 
et al., 2006). Will customers in the future browse 
Web-based catalogs in order to create digital shop-
ping lists that are then used in connection with a 
mobile phone to guide the customer through the 
physical retail store? Similarly, television has 
begun to turn into an interactive online channel 
incorporating distribution and service potentials 
going much beyond spot advertisements. For the 
combined management of physical and electronic 
value creation activities, a strategic cooperation 
between e-ventures and real economy firms can 
be expected to hold an outstanding potential, as 
this enables the partners to serve both online and 
off-line channels without extending themselves 
beyond their own means and competencies (Koll-
mann et al., 2006). Researchers will have to further 
elaborate the concepts presented in this chapter 
in order to explain the full range of commercial 
activities that future technologies will allow and 
future customers will ask for.

concLusIon

As this chapter has shown, the competent process-
ing of information has to be the foundation of 
entrepreneurial attempts in the net economy. The 
chapter provided insight into how founders may 
conceptualize electronic value creation processes 
that create customer value, independent of a physi-
cal value chain. Thereby, the electronic value chain 
and the value-oriented collection, processing and 
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transfer of information serve as a starting point for 
every e-venture. Once the business concept is in 
place, the general success factors for establishing 
a company in the net economy do not particularly 
differ from those in the real economy. However, 
studying the five building blocks of management, 
product, market access, processes and finance, 
the chapter suggests a range of specifics that 
must be borne in mind in order to succeed in the 
early, later, and expansion stage of an e-venture’s 
life cycle. In addition, the importance of each of 
these building blocks has been found to be vary-
ing in the respective phases of development. The 
framework presented in this chapter may thus 
guide founders in setting priorities and assist 
them in adopting an analytical perspective on 
their current business activities. It should have 
become apparent that the net economy offers a 
wide range of opportunities to found electronic 
ventures. To fully exploit the potentials of Internet-
related technologies, however, founders need to 
approach e-entrepreneurship in a systematic and 
precautious way that is backed by sound strategy, 
and never as an end in itself.
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key terms 

Affiliate Program: Marketing and sales con-
cept that is directly based upon a partnership-like 

relationship and profit-scheme compensation. The 
so-called merchant concludes an advertisement 
and/or sales agreement with a cooperation partner 
(affiliate), who in turn integrates the merchant’s 
service/product offer on their Web site.

E-Entrepreneurship: Establishing a new 
company with an innovative business idea within 
the net economy, which, using an electronic plat-
form in data networks, offers its products and/or 
services based upon a purely electronic creation 
of value.

Electronic Trade Level: A business dimen-
sion resulting from the proliferation of digital 
data networks and thus a new possibility of do-
ing business in the so-called net economy, apart 
from the existing economy of physical products 
and services (real economy).

Electronic Value Creation: Refers to the cre-
ation of an added value by the means of a digital 
information product in the framework of the net 
economy. Electronic value is commonly created 
through value-adding activities such as the collec-
tion, processing, and transfer of information. 

Electronic Venture (E-Venture): A recently 
founded and thus young e-business (startup). An 
e-venture results from a company foundation in 
the net economy.

Net Economy: Refers to the economically 
utilized part of digital data networks (such as 
the Internet) that allow carrying out information, 
communication and transaction processes, (and 
thus an electronic value creation) via different 
electronic platforms.

Real Economy: Refers to the real trade level 
of physical products and services (in contrast to 
the net economy, which refers to the electronic 
trade level of digital products and services).
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AbstrAct

An analysis of the role of government in e-busi-
ness adoption is provided in this chapter, with 
empirical evidence from Australia included. It is 
shown that government influence is multifaceted. 
Governments champion e-business adoption for 
national economic gain; they provide the physical 
network on which much of e-business depends 
and increasingly provide e-government services to 
improve regulation and compliance effectiveness. 
E-government in particular can act as a strong 
driver of organisational adoption for some types 
of e-business processes. Implications for theory 
from a DOI perspective are included. The authors 
hope that further research by IS professionals 
will guide future e-business project directions 
by improving the understanding of government’s 
role in e-business adoption in practice, which in 
turn will improve theoretical understanding of 
how the benefits can best be maximized.

IntroductIon

Governments and big businesses are powerful 
stakeholders in driving and shaping economies 
and the communities in which those economies 
operate. In particular, governments are able to 
maintain a dominant position at the top of the 
stakeholder pecking order due to their regulatory 
and fiscal power. This powerful position allows 
governments to exert influence on e-business 
adoption patterns in a variety of ways. The discus-
sion ranges from indirect pressures resulting from 
governments’ strong championship of e-business 
benefits through to direct influences arising from 
the legislative controls introduced for the digital 
economy, the provision of the physical network 
infrastructure as a critical enabling adoption 
factor, and the effects of e-government activity 
on e-business adoption in general. Both theoreti-
cal explanations and empirical evidence, based 
largely on an Australian perspective, are provided 
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to support the discussion on the role governments 
play in e-business adoption.

bAckground

E-business is used for a wide range of purposes 
and types as the following definition illustrates: 
“the use of Internet technologies to link customers, 
suppliers, business partners, and employees using 
at least one of the following: (a) e-commerce Web 
sites that offer sales transactions, (b) customer-
service Web sites, (c) intranets and enterprise 
information portals, (d) extranets and supply 
chains, and (e) IP electronic data interchange” 
(Wu, Mahajan, & Balasubramanian, 2003, p. 425). 
Also, it is often assumed that an explicit and close 
connection between e-business and competitive 
advantage exists, as the next definition illustrates: 
“As a way of doing business, e-business refers to 
the use of business processes that leverage technol-
ogy — and especially the Internet and World Wide 
Web (the Web) — to maintain or create competitive 
advantage” (McKie, 2001, p. xvi). This automatic 
coupling of e-business with the delivery of some 
level of guaranteed benefit is one which appears 
regularly in the literature (Porter, 2001; Sawhney 
& Zabin, 2001). However the relationship between 
e-business and delivered benefit is unlikely to be 
consistent for all types of e-business processes, 
and does not necessarily exist for all stakehold-
ers involved in its adoption and use. Despite this 
note of caution, many governments around the 
world are committed to providing e-government 
for their nation’s citizens and organisations in the 
form of government information and services on 
the Web because of the expected benefits such as 
improved effectiveness and greater convenience of 
access (Gefen, Pavlou, Warkentin, & Rose, 2002; 
NOIE, 2003b; Turban, King, Lee, Warkentin, & 
Chung, 2002). 

Internet-enabled e-business is credited with 
delivering a new type of Internet-based economy 
in which information flows are improved while 

associated costs are reduced (Dunt & Harper, 
2002). Michael Porter’s (2001) claim that “In-
ternet technology provides better opportunities 
for companies to establish distinctive strategic 
positioning than did previous generations of 
information technology” (p. 65) supports the 
high confidence shown in e-business by govern-
ment bodies and many business analysts (D. 
Anderson, 2000; NOIE, 2000; OIE, 2004a). Two 
major benefits of e-business adoption commonly 
identified are reduced costs and increased demand 
through increased services and new markets 
(Allen Consulting Group, 2002; OECD, 2002). 
These benefits directly flow from the Internet’s 
intrinsic characteristics of providing low-cost and 
high-speed global communication, effectively 
reducing the limiting impact of geographic posi-
tion and extending presence in the marketplace 
to 24 hours a day, 7 days a week. 

Related benefits of e-business adoption pro-
moted or marketed by Australia’s National Office 
for the Information Economy (NOIE) include 
increased competitive advantage; provision of new 
ways of generating revenue; improved relation-
ships with suppliers; improved services to clients; 
increased collaboration in the supply-chain; and 
improved business practices through the devel-
opment of new business models built around the 
capability of networking (NOIE, 2002b). Thus 
e-business is closely associated with economic 
growth at both a national and organisational 
level in the minds of many, including economic 
and government analysts (Bakry & Bakry, 2001; 
Brown, 2002; Dunt & Harper, 2002; Porter, 2001). 
As a consequence, governments are not only keen 
to increase adoption rates by organisations, but 
are also keen to realize direct benefits by adopting 
e-business for the purpose of delivering govern-
ment services more effectively, thus resulting in 
e-government. 

Much of the empirical evidence and discussion 
included in this chapter are based on examples 
taken from Australia, and hence a brief back-
ground of the Australian government’s efforts to 
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promote and increase adoption within the Austra-
lian business community is examined next.

government as champion and  
catalyst of e-business Adoption: 
Australian example

The Australian Government actively champions 
e-business adoption by Australian organisations 
in order to accelerate uptake and consequently 
improve the Australian economy. The Australian 
government’s National Office for the Information 
Economy was restructured and renamed in April 
2004, with the functions split between the new 
Australian Government Information Manage-
ment Office (AGIMO), and the Office for the 
Information Economy (OIE). The research and 
strategic role setting function of NOIE has been 
taken on by OIE, with the government belief in 
e-business benefits clearly articulated: “Strength-
ening Australia’s participation in the information 
economy will benefit all Australians by improv-
ing the efficiency of Australian firms, boosting 
the Australian economy and enhancing national 
wealth” (OIE, 2004a). The following statements 
of major objectives of OIE make their advocacy 
role clear: “identifying and promoting the busi-
ness case for the adoption of e-business at the 
firm level, within supply chains and throughout 
industry sectors” and “to accelerate the uptake of 
electronic-business tools and practices that will 
lift the productivity and productive capacity of 
the Australian economy” (OIE, 2004a).

Thus, the Australian government explicitly 
promotes the adoption of e-business, particularly 
by small and medium sized enterprises (SMEs), 
because of the perceived benefit that e-business 
is expected to contribute to the future of the 
Australian economy (Brown, 2002). The case 
study methodology is frequently employed by 
government analysts, and case study reports are 
provided on government Web sites as examples 
of how organisations can derive benefit from 
adopting e-business practices (NOIE, 2001, 
2002a, 2003a). 

e-government Adoption: Australian 
example

The adoption of e-business technologies by 
governments for the purpose of providing bet-
ter government services is a logical progres-
sion from simply acting as a champion for the 
technology. In 2003 NOIE produced a report, 
entitled “E-government Benefits Study” which 
detailed the Australian Government’s aim to 
transform “traditional over-the-counter services 
to fully interactive online services” and that 
this transformation was driven by a “need to 
improve business processes, to engage citizens, 
and to provide services to yield better outcomes 
for government and citizens” (NOIE, 2003b). 
The report also claimed that increasingly it was 
Australians who were driving the demand for 
e-government in order to get easier access and 
save time (NOIE, 2003b). The push for increased 
e-government in Australia is mirrored in many 
other countries such as the U.S. (Cottrill, 2001; 
Gefen et al., 2002) and Singapore (Ke & Wei, 
2004). Analysis of the successful e-government 
adoption in Singapore confirmed the finding that 
strong championship by government and clear 
articulation of the benefits to all stakeholders was 
an important factor in e-government success (Ke 
& Wei, 2004).

e-busIness AdoPtIon FActors: 
government FActor In  
context

A review of literature examining adoption of 
e-business identifies government-related behav-
iour as just one of the many influential factors 
that have been identified from a wide range of 
sources. In order to better appreciate the level of 
impact coming from government related activity, 
it is worth quickly reviewing the range of other 
influential factors so that the role of government 
with regard to e-business adoption can be placed 
in context. 



  ��

The Role of Government in E-Business Adoption

diffusion of Innovation theory

A major theory, first published in 1962, on the 
adoption of innovations and the rate at which 
subsequent usage diffuses through the population 
of potential users — the diffusion of innovations 
(DOI) theory by Rogers (1995) — has general 
application to e-business and is now briefly ex-
amined. DOI theory posits that the factors influ-
encing adoption rates by organisations are drawn 
from two major sources: (1) characteristics of the 
innovation itself and (2) characteristics of the 
adopting organisation (see Figure 1). 

Five innovation characteristics are singled 
out in DOI as independent variables influencing 
adoption rates, and these relate to perceptions of 
(1) relative advantage over alternatives, involv-
ing a range of social, technical, and economic 
benefits; (2) compatibility with existing values, 
experiences, and needs; (3) complexity; (4) trial-
ability; and (5) observability of the innovation. 
As might be expected, the degree of perceived 

relative advantage, encompassing the full range 
of possible benefits, is found to be one of the best 
predictors of an innovation’s rate of adoption by 
diffusion scholars (Rogers, 1995, p. 216). Inter-
estingly, with regard to the characteristics of the 
adopting organisation, while many characteristics 
of the adopting organisation have been identified 
and studied (shown in Figure 1), Rogers claims 
that the results from several hundred studies 
show only low correlations between the identi-
fied factors and organisation innovativeness, 
with size/resource capacity the most significant 
(Rogers, 1995, p. 381).

In general, the degree of relative advantage 
an innovation delivers and the resource capac-
ity/size of the adopting organisation emerge as 
the two most important of the identified factors 
(Rogers, 1995). The DOI theory also recognises 
that influence from managerial championship and 
opinion leaders acting as agents of change act as 
an accelerating force by affecting the potential 
adopters. Research by Fichman (2001) into the 

Figure 1. Independent variables related to innovation adoption by organisations from Rogers’ DOI 
theory (1995)

Innovation Characteristics 
1) perception of relative advantage over alternatives; (+) 
2) perception of compatibility with existing values, 
experiences and needs; (+)  
3) perception of complexity; (-) 
4) the degree to which the innovation can be tried on a limited 
and experimental basis; (+) 
5) the degree to which the results of the innovation can be 
observed. (+) 

Organisation characteristics 
1) Attitude towards change of individual leader (+) 
2) Internal characteristics of organisation’s structure 

Centralization (-)  
Interconnectedness (+) 
Complexity (+)  
Organisational slack (+) 
Formalization (-)  
Size (+) 

3) System openness – the degree to which members of the 
system are linked to others external to the system (+) 
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adoption of IT innovations specifically supports 
the DOI findings that the degree of perceived ben-
efit and the size/resource capacity of the adopting 
organisation have significant explanatory power 
in understanding adoption and usage patterns. 

tAm related theories

The technology acceptance model (TAM), a 
framework originally developed to explain the 
acceptance of information technology by indi-
viduals after the adoption and implementation 
stages have occurred (Davis, 1989) also identified 
perceived usefulness, which basically equates to 
perceived relative advantage or benefit, as the most 
significant construct in understanding acceptance 
and use of IT. Some variants of TAM have identi-
fied additional constructs which need to be taken 
into account in order to explain adoption of IT 
innovations by organisations. For example, work 
by Mathieson, Peacock, and Chin confirmed that 
the construct of perceived resources needed to be 
added to the simple TAM framework (Mathieson, 
Peacock, & Chin, 2001), while one of the latest 
variations to emerge, the unified theory of accep-
tance and use of technology (UTAUT), has also 
introduced additional broad brush constructs such 
as “social influence” to encompass managerial 
and opinion leader championship, and “facilitat-
ing conditions” to cover resource capacity and 
organisational conditions (Venkatesh, Morris, 
Davis, & Davis, 2003). 

external environment Factors

While external environment factors are not 
clearly identified in Rogers’ DOI theory or the 
TAM variants discussed previously, the literature 
review confirmed the external environment to be 
an additional major source of influential factors 
on the adoption of complex information technolo-
gies such as e-business. This is particularly so for 
e-business due to high user interdependencies, 
potential to transform strategy and processes 

(Chau & Turner, 2001), and the potential to de-
liver organisation-wide business impact (Swan-
son, 1994). Environmental factors come from a 
wide range of sources and, for example, include 
characteristics related to industry, marketplace, 
culture, and government and industry regulatory 
conditions (Chengalur-Smith & Duchessi, 1999; 
Kwon & Zmud, 1987; Markus & Soh, 2002; 
Swanson, 1994; Yang, Yoo, Lyytinen, & Ahn, 
2004). Factors related to national characteristics 
including culture, government policy initiatives, 
and legal regulations all appear to have strong 
explanatory power in improving understanding 
of e-business adoption and diffusion behaviours 
(Chen, 2003; Gibbs, Kraemer, & Dedrick, 2003; 
Palacios, 2003; Wong, 2003). Policy support and 
leadership from government are recognised as 
necessary and important enabling factors in pro-
viding an environment conducive for e-business 
adoption, while the provision of e-government 
services and online transaction options positively 
drive e-business adoption (Wong, 2003). Other 
critical enablers include pressure from multina-
tional corporations; liberalisation of trade and 
telecommunications policies; improvement of 
telecommunications infrastructure; adequate 
legislation to manage risk; and the emergence of 
e-banking (Palacios, 2003). 

For example, research into the initiation 
and adoption of client-server technology in 
organisations (Chengalur-Smith & Duchessi, 
1999) identified three major sources of influence: 
(1) characteristics of the organisation itself, such 
as size, structure, and culture, including the se-
lected migration strategy for the adoption of the 
technology; (2) characteristics of the technology 
itself, such as the complexity, scope, and cost of 
the system adopted; and (3) characteristics of 
the external environment, such as government 
regulation, the level of competition faced by the 
organisation, and the organisation’s market posi-
tion. Factors from all three areas were found to 
have a significant effect on the adoption process 
(Chengalur-Smith & Duchessi, 1999). As a second 
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example, many factors from a range of sources 
were also identified as influencing diffusion of 
mobile broadband services in Korea (Yang et 
al., 2004). External environment features figure 
prominently, while software and telecommunica-
tion standards, the industry and government regu-
latory regime, marketplace forces, and internal 
skills and resources all contribute to usage levels. 
Complex relationships and interactions were found 
to occur between all influential factors, resulting 
in outcomes that are characterised by continual 
evolution and change (Yang et al., 2004).

Thus, it is reasonable to conclude that the 
factors influencing organisation adoption of e-
business are many and drawn from numerous 
sources. In particular, an organisation’s external 
environment is a rich potential source of influ-
ence on e-business behaviour at all levels: these 
include organisational, industrial, national, and 
global levels. It is clear from the previous discus-
sion that government policy and activity does 
play a significant role in determining e-business 
adoption and usage by organisations, but it is not 
by any means the only key factor. To what extent 
government activity has the potential to influence 
e-business adoption, and the areas of e-business 
in which government influence is likely to have 
more impact than others is discussed in more 
detail after a brief discussion on implications 
related to the network externality characteristic 
of e-business.

network externALIty  
InFLuence on e-busIness 
AdoPtIon

The reliance of many e-business ventures on 
attaining sufficient critical mass with regard to 
adoption in order to be successful is due to the 
network externality effect (Katz, 1986). Network 
externalities apply to information technologies 
which rely on corresponding usage by others to 
be effective, or when “one person’s utility for 

a good depends on the number of other people 
who consume this good” (Varian, 1999, p. 606). 
Network externalities apply to many e-business 
processes such as e-mail and use of Web sites 
because the benefit of these technologies does 
indeed depend on the number of users, with ben-
efit rising as numbers rise. For example, e-mail is 
not effective if only a few intended recipients are 
using it to access their correspondence.  

Government Power Influencing 
Adoption numbers

Given that e-business technologies are sensitive 
to the network externality characteristic, it fol-
lows that the success of many e-business systems, 
including e-government services and online 
transaction systems, is dependent on the number 
of citizens and organisations who consume these 
products. If the number of adopters remains low, 
then the perceived benefits to the system owners, 
including government in this context, of improving 
effectiveness and efficiency as well as lowering 
costs will not be delivered. Thus the success of 
e-business and e-government relies on having 
sufficient adopters. As a result, it is in the best 
interests of powerful stakeholders to encourage 
and enable adoption rates to rise. To what extent 
governments are able to influence adoption rates 
will now be explored in more detail by looking at 
an empirical study from Australia which involved 
investigation of e-business adoption rates by 
wineries, with government influence an identified 
factor under investigation. 

emPIrIcAL study: e-busIness 
AdoPtIon by AustrALIAn wInerIes

The study described here was carried out in 
2003 and 2004 in order to better understand the 
nature and extent of Internet-enabled e-business 
adoption by Australian organisations, taking into 
account the different types of e-business practiced 
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within organisations. The research consisted of 
two major phases: a qualitative, exploratory stage 
using interviews designed to identify key issues 
of relevance to wineries which allowed significant 
industry feedback to inform the final selection 
of factors and issues most relevant to e-business 
adoption by wineries, and a quantitative survey 
stage, using a self administered questionnaire, 
designed to collect both statistical and descriptive 
information in order to gain a clearer understand-
ing of e-business activity and test propositions. 
The research was conducted for a master’s thesis, 
and for those readers wishing to follow up on more 
details of the study, the thesis is available online 
at http://adt.usq.edu.au/adt-QUSQ/public/adt-
QUSQ20050113.103311/index.html.

selection of wineries as unit of 
Analysis

Australian wineries were selected as the unit of 
analysis for research into e-business adoption 
within Australia for a number of reasons. One 
reason is that wineries are a rich subject for 
research because they have a very diverse range 
of business processes that span the agricultural 
(primary), manufacturing (secondary), and mar-
keting (tertiary) sectors. Wineries usually have a 
high level of involvement in all three areas (ACIL, 
2002). Further, wineries also have to comply 
with a wide range of legislative requirements 
and are required to interact and transact with 
numerous government bodies as well as industry 
organisations. The wine industry is also increas-
ingly important to the Australian economy as 
the industry continues to expand, largely due to 
exponential growth in export sales for the last 15 
plus years (K. Anderson, 2000; Anderson, 2001). 
This ensured that both domestic and export mar-
kets were included, thus covering a wide range 
of market types. 

Wineries also vary greatly in size and resource 
capacity, which contributes to their richness as a 
research subject. In 2003 there were more than 

1,600 wineries in Australia. Of these wineries, 
almost one third of them are in the microsize 
category processing less than 20 tonnes of grapes 
each year. At the other end of the size spectrum the 
top 22 wine companies account for about 90% of 
the annual national crush and for 96% of all sales 
of branded wine (Winetitles, 2003). And finally, 
while some wineries are close to urban centres, 
many are located in regional areas with limited 
access to network infrastructure: this provided 
scope to collect useful information on the impact 
of network access issues.

Phase 1: Interview methodology

Interviews, recommended as a suitable technique 
for exploring issues and gathering rich empirical 
data (Sekaran, 2003; Yin, 1994; Zikmund, 2000), 
were conducted with representatives from nine 
different wineries in mid-2003. All nine respon-
dents were volunteered by their company as 
knowledgeable informants, and all were confident 
in their ability to portray the e-business activi-
ties of their own winery with a high degree of 
accuracy. The nine wineries represented a broad 
range of company structure, size, and position 
within the industry with some ranking in the 
top five wine companies in Australia in terms 
of production and sales. All nine wineries were 
engaged in export of wine, and all were using the 
Internet in some capacity in the running of their 
business. Employee numbers ranged from 12 to 
over 2,000, illustrating a huge variance in size 
and internal capacity. 

The interviews were conducted in a semi-
structured way to make sure that each major 
e-business process domain was covered. General 
background questions were followed by more 
specific questions covering the winery’s use of 
Internet technologies and related strategies. The 
extent of e-mail use was covered, as well as the 
range of Web sites, both external sites and sites 
belonging to the winery, that each winery used 
and for what purpose: in B2B — with suppliers, 



  ��

The Role of Government in E-Business Adoption

trading partners, and business customers such 
as distributors and retailers; in B2C — public 
Web sites and mailing lists; and in B2G — using 
government sites as an information source and for 
online compliance purposes. The respondents also 
provided information on the benefits and degree 
of relative advantage perceived to be delivered 
by the various e-business processes, and also 
on the factors that acted as facilitators or barri-
ers to further adoption in each area. Cross-case 
analysis of the interview data helped to identify 
the major themes. Some themes appeared to be 
independent of the winery size, such as influence 
from e-government; while other themes appeared 
to be linked to size and market position. 

Interview Finding: government As 
e-business driver

While many factors of influence emerged dur-
ing these interviews, this chapter focuses only 
on findings related to the perceived influence 
coming from government related activity. All 
interviewees identified the Australian government 
as one of the drivers of their winery’s e-business 
behaviour. The types of e-business conducted 
with government ranged from e-mail to use of 
government Web sites for convenient access to 
government related information, and included 
several examples of online transaction process-
ing and online submission of forms. Examples 
are now provided. 

One winery respondent reported they use the 
Internet for access to government areas that are 
crucial in supporting their business processes: 

We do actually do some compliance via the Inter-
net such as Work Cover, and our tax. We do lodge 
our returns electronically, we do actually have 
occupation health and safety, and we have to keep 
abreast of the appropriate Australian standards 
on how things are done, and what plant materials 
you are supposed to use, so we do actually utilize 
that quite a bit to make sure we are meeting our 

requirements there so we do have people who are 
trained on the Internet constantly checking to see 
that what we are doing is correct.

 
Another respondent cited the following as 

an example of B2G communication within their 
business: 

The EPA for example, or Environmental Protec-
tion Authority — legislation and reporting due to 
them is all electronic now. So that saves a lot of 
paperwork, postage and what not. You just update 
your records, your last results, and e-mail it, and 
the whole history is emailed together, and it is just 
a continuing spreadsheet type of format.

An example of online transaction processing is 
provided next. All wine exported from Australia 
must be approved as meeting a required level of 
quality before it is allowed to be exported. This 
quality control process is one example of the many 
legislative requirements facing Australian winer-
ies, with compliance mandatory. Many wineries 
now process their Wine Export Approvals (WEAs) 
online. The option for gaining approvals using 
a Web-based process has been available for the 
last three to four years via the Australian Wine 
and Brandy Corporation Web site at http://www.
awbc.com.au/. 

The following comment from a small winery 
respondent illustrates the benefit of online WEAs 
and government sites in general: 

wine export approvals — my brother now uses 
the Internet to do all that. There are all the ap-
plication forms on the Internet, so he can do all 
of that via the net, so he doesn’t have to talk to 
anybody and he gets the results back over the 
Internet or by email … We are just about to put 
in some workplace agreements, so I have been to 
the Web-sites to check that out … and we have to 
find	the	current	wages	for	all	the	wages	people,	
so we use those Web-sites to access that. We use 
the liquor licensing, we get all the permits and 
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stuff for that … that’s really good — there are lots 
of government Web-sites that we use.

A second example of online transaction 
processing, one which applies to all Australian 
exporters and importers is examined next. At the 
time the interviews were conducted all Australian 
exporting companies were facing additional e-
business process adoption for legislative compli-
ance purposes due to the then impending roll out 
of the export component of a new system being 
developed by the Australian Customs Service 
(ACS). The Cargo Management Re-engineering 
project is Australia’s largest ever public sector 
e-business project, and will consist of several 
subsystems to form the Integrated Cargo System 
(ICS). The ICS is designed to improve security and 
efficiency among other expected benefits. Visit 
http://www.customs.gov.au for details. The first 
system, the export component, went live in Sep-
tember 2004 after several delays from the initial 
scheduled cut-over period of late 2003. Use of the 
online interface to the ICS export system, while not 
actually mandatory, is strongly encouraged with 
a cost burden imposed for exporters choosing to 
use a manual process available through selected 
Australia Post Offices and customs offices.

Although the scheduled cut-over period to the 
new export component of the ICS was due soon 
after the time the interviews were conducted, 
awareness of the impending change to Customs’ 
clearances among the interview respondents was 
variable, with only those from the larger compa-
nies raising it as an issue — respondents from the 
mid-size or small wineries seemed completely 
unaware of changes in this area. This indicates 
some flaws in communication by government in 
the initial stages of the project development. 

The following excerpt from one respondent 
illustrates what, at the time of the interview, was 
thought to be the complete mandatory nature of 
the change:

Customs … have brought in an edict that you will 
have to talk to them electronically by the end of 
September (2003) or you don’t export … To ship 
our goods overseas we have to talk to Customs, 
the Australian Customs Service electronically or 
we won’t be able to ship. We have got to do that 
by the end of September.

Another respondent provided the following 
comment: 

Australian Customs Service are putting in this 
new cargo tracking system which is why we have 
had to spend another $40,000 to work with this 
one, and we have to do it, it is compulsory, and 
we have to have it in by November this year. But 
part of this system is they have an online function 
of looking after a cargo status, so it is a cargo 
tracking system.

Yet another respondent’s comment on the 
impending change in gaining Customs clearance 
follows: 

We use a package called Trident — the Trident 
system interfaces directly with Customs in what is 
called an Exit One package. Now that’s about to 
undergo	a	very,	very	significant	change,	and	the	
actual way in which Customs handles the export of 
wines is about to undergo a fundamental change 
… We came out of that with the instruction from 
Customs	to	apply	for	a	digital	certificate,	so	we	
need to get these processes in place.

Phase 2: survey methodology

A survey of all Australian wineries, excluding 
the microsize wineries processing less than 20 
tons of grapes per year, was conducted in the 
latter part of 2004 using a self-administered 
questionnaire. The survey was designed to collect 
detailed information about the nature and extent 
of the wineries’ e-business adoption, and among 
other things, to statistically test the proposition 
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that some elements of e-business behaviour oc-
cur in response to government related activity 
on the Internet. 

Responses were received from 198 of the 
1,065 wineries, giving an overall response rate 
of 18.6%. The response rate varied by winery 
size, increasing significantly across the four size 
categories used in the analysis (χ2(3) = 32.28, p 
< .001). See Table 1 for winery size categories, 
population and response numbers. The survey 
collected basic background information on each 
winery, and included separate sections for each 
of the following types of e-business processes: 
e-mail; use of external Web sites; and three pos-
sible types of winery Web sites — public for B2C, 
extranet for B2B, and intranet for winery staff 
only. Feedback on the winery’s overall use of e-
business, along with identification of barriers to 
further (or any) adoption and general comments 
were also sought. 

The survey included statements designed to 
test the proposition that government e-business 
activity was a factor of influence; respondents 
were provided with a 5-point Likert scale to show 
their level of agreement. The “Do not know” 
responses were treated as missing responses for 
the statistical calculations. The Likert scale, while 
strictly an ordinal scale, has been shown to have 
sufficient interval characteristics for the computa-
tion of means not to be invalid: “arithmetic means 
seem to closely reflect group attitudes towards the 

stimuli” (Hofacker, 1984). Therefore the response 
means illustrated differences in responses by 
winery size when the nonparametric tests for or-
dinal data showed a significant difference by size 
existed. Response differences by winery size for 
the factor statements were investigated using the 
Kruskal-Wallis K Independent Sample test. This 
test is appropriate for an ordinal scale and makes 
no assumptions about the underlying distribution 
of the data, which in this case was not normally 
distributed. Summary findings related to the role 
of government influence are now reported. 

survey Finding 1: government  
Influences E-Mail and Use of  
government web sites

The survey data analysis revealed that e-govern-
ment activity influenced e-mail and external Web 
site use but had negligible direct impact on the 
operation or content of Web sites operated by the 
wineries. This is not particularly surprising when 
the purposes of the different e-business process 
types are considered, and is part of the wider find-
ing that factors influencing e-business adoption 
do not impact in the same way across the various 
e-business process domains. Some specific gov-
ernment related results are detailed next.

With regard to e-mail use, three quarters of 
the wineries use e-mail to communicate with 
government agencies and departments, but 

Table 1. Winery size categories, population, and response numbers

Response

Winery 
Size

Annual 
Tonnage 
Range

Population 
in 2003

Population
%

Number
% of 

Population
% of Total 
Response

Small 20-249 801 75.7% 120 15.0% 60.6%
Medium 250-999 150 14.2% 35 23.3% 17.7%

Large 1000-
9999 88 8.3% 31 35.2% 15.7%

Very 
Large

10000 
and over 26 2.5% 12 46.2% 6.1%
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small wineries, when compared with the larger 
wineries, find less convenience from using e-
mail with government organisations. Turning 
to use of external Web sites, the most common 
type accessed by wineries are the specific wine 
industry Web sites, some of which are operated 
by Australian Government authorities (e.g., the 
Australian Wine and Brandy Corporation is the 
Australian government authority responsible for 
the promotion and regulation of Australian wine 
and brandy). Almost 90% of wineries, regardless 
of their size, use the Internet to access these sites. 
The next most common type of Web sites accessed 
by wineries is government sites connected with 
legislation and regulation compliance. In this case 
however, usage differs significantly by winery 
size: for example, 72% of small wineries compared 
with 100% of very large wineries (χ2(3) = 11.88, p 
< .01, N = 155). For exporting wineries, usage of 
online compliance processes differed significantly 
by winery size. For example, approximately 45% 
of the small and medium wineries used the online 
compliance process for wine export approvals 
compared with approximately 75% of the large 

and very large wineries, a significant difference 
in usage level (χ2(3) = 15.92, p < .01, N = 76). The 
same type of pattern was observed for wineries 
using the Web to process customs clearances, 
with only about 15% of small and medium win-
eries using this option, except that in this case 
the usage levels of very large wineries, at 64%, 
was markedly higher than that of the large win-
eries at 30%. The difference by winery size for 
online custom compliance is significant (χ2(3) = 
15.79, p < .01, N = 31). Note: the uptake of online 
compliance for export customs declarations has 
changed considerably since the export component 
of Australia’s Integrated Cargo System went live 
in late 2004. Online transaction processing for 
export declarations is now close to 100%; see 
Table 2 for details. 

Analysis of survey responses indicated B2G 
related e-business is increasing, with clear evi-
dence that most respondents are finding compli-
ance with government regulations easier due to 
the functionality and utility of e-government 
Web sites. Respondents also anticipated that their 
e-business activities in the next 12 to 18 months 

Table 2. Monthly export lodgment numbers by type for export component of ICS

  Lodgements of export 
declarations in Australia   

Month Manual Electronic Total % Manual of Total

Sep-0� ��0 �,��� �,��� �.��%

Oct-0� �,��� ��0,0�� ���,��� �.��%

Nov-0� ��� ���,��� ���,��� 0.��%

Dec-0� ��� �0�,��� �0�,��� 0.��%

Jan-0� �00 ��,��� ��,��� 0.�0%

Feb-0� ��� �00,��� �0�,0�� 0.��%

Mar-0� ��� ��0,�0� ��0,��� 0.��%

Apr-0� ��� �0�,��� �0�,��� 0.��%

May-0� �0� ���,��� ���,��� 0.��%

Jun-0� ��� �0�,��� �0�,��� 0.��%

Jul-0� ��� ��,��� ��,��� 0.��%

Totals �,��0 �,0��,��� �,0��,��� 0.��%
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will be dominated by increasing use in the areas 
of B2B and B2G rather than the area of B2C. 
Overall there was a perception that the role of e-
government on e-business adoption by wineries 
in general is significant, and is in fact a stronger 
and more influential factor than that of the direct 
relative advantage delivered by e-business to the 
wineries themselves. 

survey Finding 2: network  
Infrastructure Limitations Acts  
as major barrier

Empirical evidence from the census survey re-
vealed that the limitations of available network 
speeds and network connection costs are two 
common barriers to further e-business adoption 
by Australian wineries, with close to 50% of 
respondents citing these two issues as barriers. 
These barriers apply to wineries regardless of 
organisation size. Telstra is the only network 
carrier with physical lines into all regional and 
remote sites. The quality of the lines away from 
major cities and regional centres provides only 
limited support for e-business activity. For ex-
ample, ADSL broadband connections are only 
available within approximately three and a half 
kilometres of an ADSL enabled exchange (Telstra, 
2004), and many wineries are located outside this 
range. As one interview respondent made clear, 
inferior Internet access in regional areas is also 
accompanied by higher costs: regional businesses 
pay more to get less. 

The following example illustrates the problem 
in terms of e-commerce costs. A very large, pri-
vately owned winery with offices in all Australian 
states uses online processes for compliance where 
possible. However, the main production centre is 
located near a major regional town situated further 
than three kilometres from the nearest Telstra 
exchange, with broadband access not available. 
The standard Internet connection at their regional 
production site has an annual cost of $11,000 and 
is 130 times slower than the speed of a similar 

Internet connection at their city office which has 
an annual cost of $2,000. The winery spends an 
additional $90,000 a year to upgrade their Internet 
connection speed at the regional winery location 
to acceptable speeds, and Telstra has required 
up-front contributions of approximately $100,000 
for infrastructure upgrades. The winery has little 
choice other than to make these investments in 
order to get sufficient speed for transaction pro-
cessing across the Web. 

The winery research confirmed that improve-
ments in network infrastructure quality and low-
ering associated e-commerce costs are needed in 
order to reduce the most common barriers facing 
Australian organisations in the adoption of e-busi-
ness processes. The current limited penetration 
of broadband access in Australia acts as a serious 
inhibitor for growth of e-business adoption, par-
ticularly for SMEs and many regional organisa-
tions who find the cost burden of upgrading their 
own telecommunication infrastructure to ensure 
an acceptable Internet access speed is too high for 
the resulting level of benefit. The various levels 
of government recognise their responsibility for 
improvements in network infrastructure. For 
example, the Australian Federal Government 
has developed a national strategy for improving 
broadband access across the country in partner-
ship with state and territory governments. Objec-
tives include the development of a coordinated 
approach to future network development in order 
to reduce price and location barriers, and in par-
ticular to provide affordable broadband services 
in regional Australia (OIE, 2004b). The Victorian 
State Government has gone further, by agreeing 
to combine with Telstra to establish a high-speed 
fibre optic network across Victoria to connect all 
schools, police offices, and government offices at 
a total cost of over $120 million (Barker, 2005). 
Once implemented, this high speed Internet access 
will advantage e-business operations in Victoria 
in comparison with the other states. 
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mAndAtIng AdoPtIon ensures 
e-government success

An interesting point to note from the interview 
comments provided previously is the awareness 
of the lack of choice with regard to compliance 
with the changes stemming from the government’s 
power to regulate and to control the means by 
which compliance with regulation occurs. The 
wineries were not choosing to adopt online 
transactions for export clearance compliance 
— they simply had no choice in the matter. Nor 
were the respondents anticipating much in the 
way of direct benefit for themselves — instead 
they were acting in response to a directive they 
could not ignore because the directive came from 
a stakeholder with a much higher degree of power 
than themselves. It is reasonable to assume that 
all Australian exporting organisations, not just 
wineries, will have been conscious of their lack 
of choice in deciding whether or not to adopt the 
online process for ICS.

So how successful has the Australian Gov-
ernment been in forcing Australian exporters 
to process their export declarations via online 
transaction processing using digital signatures 
as evidence of identity? The answer is they have 
been extremely successful. In a correspondence 
from the Federal Minister for Justice and Customs 
(C. Ellison, personal communication, August 1, 
2005), less than 1% of all export declarations 
have been lodged since ICS went live in Sep-
tember 2004 using the alternative manual paper 
system. The manual system is designed with 
disincentives: extra costs are attached and it is 
only available at a limited number of locations. 
The monthly breakdown of export declarations 
processed between September 2004 and July 2005 
between the electronic and manual alternatives 
is shown in Table 1.

The Australian government has gone to great 
lengths to support exporting clients during the 
rollout of ICS by conducting training sessions in 
capital cities and large regional centres; provid-

ing online guides; and by providing an electronic 
simulation of ICS for new clients in order to build 
familiarity with the system. Broadband access is 
not required for the Web-based system to oper-
ate with full functionality, and clients in remote 
regions of Australia have successfully adopted 
the online system. 

The example of successful ICS adoption by 
Australian organisations illustrates the point 
that organisations sometimes adopt e-business 
processes because of stakeholder pressure. It 
is not relative advantage or ease of use driving 
the adoption decision. The decision to adopt is 
forced because a more powerful member of the 
stakeholder group, one with sufficient power to 
mandate change, dictates how the process will be 
managed. The role of relationship management 
between stakeholders in the context of e-govern-
ment projects and uneven stakeholder power is 
examined further in work by Chan, Pan, and 
Tan (2003).

The development and adoption of the ICS 
by the Australian government is an example of 
e-government designed for the benefit of govern-
ment and the nations’ citizens as a whole, with a 
particular focus on increasing security levels. The 
Australian government has chosen to introduce 
online compliance with online evidence of iden-
tity (EOI) via digital certificates and provision 
of online security via public key infrastructure 
(PKI) in order to reap benefits of better govern-
ment rather than for benefit to the exporters and 
importers. The need for online EOI has forced all 
participating users of the online system to pur-
chase digital certificates. In turn many organisa-
tions will, for the very first time, have overcome 
any hurdle which the lack of online evidence of 
identity had previously presented. It is possible 
that the introduction of the ICS within Australia 
may pave the way for increased adoption of other 
online transaction processes which require digital 
certificates for EOI purposes, although at this 
stage, this is merely speculation.
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Future reseArch

There is much scope for future research in the role 
of governments with regard to e-business adoption 
and stakeholder relationships. The observations 
made in this chapter on the role of government 
in e-business adoption suggest that the theoreti-
cal framework from the DOI perspective needs 
modification when applied to e-business adoption. 
Figure 2 illustrates some suggested changes to 
the DOI theory by adding in an extra innovation 
characteristic related to the network externality 
effect when benefit depends on adopter numbers, 

while the stakeholder pressures from the external 
environment have also been included, with influ-
ence from e-government singled out because of 
its pivotal role in determining many e-business 
conditions and compliance processes within 
national boundaries. 

E-government is still emerging and developing 
as a mechanism for reliable, secure, and effective 
government. As more e-government projects come 
online and experience grows, then analysis of the 
successes and failures will be vital to improving 
our understanding of how governments can best le-
verage benefit from e-business processes for their 

Figure	2.	Modified	set	of	influential	factors	for	e-business	adoption,	based	on	DOI	theory	(Source:	Rog-
ers, 1995), with additions shown in italics

Innovation Characteristics 
1) perception of relative advantage over alternatives; (+) 
2) perception of compatibility with existing values, 
experiences and needs; (+)  
3) perception of complexity; (-) 
4) the degree to which the innovation can be tried on a limited 
and experimental basis; (+) 
5) the degree to which the results of the innovation can be 
observed. (+) 
6) the degree to which the number of adopters increases the 
benefit for at least one innovation adopter (+) 

Organisation characteristics 
1) Attitude towards change of individual leader (+) 
2) Internal characteristics of organisation’s structure 

Centralization (-)  
Interconnectedness (+) 
Complexity (+)  
Organisational slack (+) 
Formalization (-)  
Size (+) 

3) System openness – the degree to which members of the 
system are linked to others external to the system (+) 

External Environment Characteristics 
1) Influence of supply chain stakeholders, can be either a 
positive or negative influence depending on market type and 
market position (+) or (-) 
2) e-Government services and compliance processes (+) 
(optional and/or mandatory) 



�0  

The Role of Government in E-Business Adoption

nation and citizens. Research by IS professionals 
will aid this analysis process and potentially guide 
future directions of both e-government projects 
and the provision of government controlled struc-
turing conditions to allow e-business to flourish 
within the marketplace.

concLusIon

The role of government in e-business adoption has 
been shown to be multifaceted. First, governments 
play an important role as an e-business champion. 
The Australian government is committed to this 
role because of the strong belief that e-business will 
strengthen and improve the Australian economy. 
Second, governments are responsible for provid-
ing the physical network infrastructure that most 
of the nation’s citizenry and organisations rely on 
for the conduct of their e-business practices. The 
quality, speed, and cost of this access are crucial 
elements in determining the effectiveness, depth, 
and extent of e-business adoption for many organi-
sations. The example from Australia discussed 
earlier served to illustrate this point. Third, the 
development of e-government for the purpose of 
improving communication, flow of information, 
and online transaction processing to aid regula-
tion awareness and compliance acts as a strong 
driver of e-business adoption in some, but not all, 
e-business process domains. There is evidence that 
governments can use their powerful stakeholder 
position to effectively force online adoption for 
compliance purposes when necessary, in order 
to maximise adopter numbers and thus increase 
the benefits for government and the nation to the 
level desired. A theoretical implication follows: all 
organisations with sufficient stakeholder power, 
whether private (big businesses) or government, 
have the potential to effectively mandate adoption 
of their own e-business processes which strongly 
depend on the number of adopters to achieve suf-
ficient relative advantage. 

reFerences

ACIL. (2002). Pathways	 to	 profitability	 for	
small and medium wineries. ACIL Consulting. 
Retrieved from http://www.aciltasman.com.
au/images/pdf/wine_report_v2.pdf

Allen Consulting Group. (2002). Australia’s in-
formation economy: The big picture. Melbourne: 
NOIE.

Anderson, D. (2000). Creating and nurturing a 
premier e-business. Journal of Interactive Mar-
keting, 14(3), 67-73.

Anderson, K. (2000). Export-led growth. Re-
trieved April 29, 2006, from http://www.rirdc.
gov.au/reports/GLC/00-52.pdf

Anderson, K. (2001, May). Prospects ahead for 
the wine industry. The Australian Grapegrower 
and Winemaker, 448, 67-74.

Bakry, S. H., & Bakry, F. H. (2001). A strategic 
view for the development of e-business. Interna-
tional Journal of Network Management, 11(2), 
103-112.

Barker, G. (2005, June 8). High-fibre diet for 
regions. The Age.

Brown, E. (2002). Accelerating the up-take of 
e-commerce by small and medium enterprises 
(Report and Action Plan). Small Enterprise Tele-
communications Centre (SETEL). Retrieved from 
http://www.setel.com/au.smeforum2002

Chan, C. M. L., Pan, S.-L., & Tan, C.-W. (2003). 
Managing stakeholder relationships in an e-
government project. Paper presented at the 9th 
Americas Conference on Information Systems, 
Tampa, Florida.

Chau, S. B., & Turner, P. (2001, December 5-7). 
A four phase model of EC business transforma-
tion amongst small to medium sized enterprises: 
Preliminary	 findings	 from	 34	 Australian	 case	
studies. Paper presented at the 12th Australasian 



  ��

The Role of Government in E-Business Adoption

Conference on Information Systems, Coffs Har-
bour, NSW, Australia.

Chen, T.-J. (2003). The diffusion and impacts of 
the Internet and e-commerce in Taiwan. I-Ways, 
26(4), 185-193.

Chengalur-Smith, I., & Duchessi, P. (1999). The 
initiation and adoption of client-server technology 
in organizations. Information & Management, 
35(2), 77-88.

Cottrill, K. (2001, March 5). E-government grows. 
Traffic	World,	265, 19.

Davis, F. D. (1989). Perceived usefulness, perceived 
ease of use, and user acceptance of information 
technology. MIS Quarterly, 13(3), 318-340.

Dunt, E. S., & Harper, I. R. (2002). E-commerce 
and the Australian economy. The Economic Re-
cord, 78(242), 327-342.

Fichman, R. G. (2001). The role of aggregation 
in the measurement of IT-related organizational 
innovation. MIS Quarterly, 25(4), 427-455.

Gefen, D., Pavlou, P., Warkentin, M., & Rose, G. 
(2002). EGovernment adoption. Paper presented at 
the Eighth Americas Conference on Information 
Systems, Dallas, TX.

Gibbs, J., Kraemer, K. L., & Dedrick, J. (2003). 
Environment and policy factors shaping global 
e-commerce diffusion: A cross-country compari-
son. Information Society, 19(1), 5-18.

Hofacker, C. F. (1984). Categorical judgment 
scaling with ordinal assumptions. Multivariate 
Behavioural Research, 19(1), 91-106.

Katz, C. M. L. S. (1986). Technology adoption in 
the presence of network externalities. Journal of 
Political Economy, 94(4), 822-842.

Ke, W., & Wei, K. K. (2004). Successful e-gov-
ernment in Singapore. Communications of the 
ACM, 47(6), 95-99.

Kwon, T. H., & Zmud, R. W. (1987). Unifying the 
fragmented models of information systems imple-
mentation. In R. J. Boland & R. A. Hirschheim 
(Eds.), Critical issues in information systems 
research (pp. 227-251). New York: John Wiley 
& Sons.

Markus, M. L., & Soh, C. (2002). Structural influ-
ences on global e-commerce activity. Journal of 
Global Information Management, 10(1), 5-12.

Mathieson, K., Peacock, E., & Chin, W. W. (2001). 
Extending the technology acceptance model: 
The influence of perceived user resources. The 
Database for Advances in Information Systems, 
32(3), 86-112.

McKie, S. (2001). E-business best practices. New 
York: John Wiley & Sons.

NOIE. (2000). Taking the plunge 2000. Canberra: 
National Office for the Information Economy.

NOIE. (2001). Advancing with e-commerce: A 
summary of 34 case studies of small business 
e-commerce ventures. Canberra: National Office 
for Information Economy.

NOIE. (2002a). Advancing with e-business: Case 
studies. Retrieved April 29, 2006, from http://
www.dcita.gov.au/ie/publications/2002/novem-
ber/advancing_with_e-business_case_studies

NOIE. (2002b). The	benefits	of	doing	business	
electronically: E-business. Retrieved April 29, 
2006, from http://www.noie.gov.au/projects/
ebusiness/Advancing/benefits/index.htm

NOIE. (2003a). Advancing with e-business: 
Supply chain case studies. Retrieved April 29, 
2006, from http://www2.dcita.gov.au/ie/publica-
tions/2003/08/e-bus_supp_chain

NOIE. (2003b). E-government	benefits	study. Re-
trieved April 29, 2006, from http://www.noie.gov.
au/publications/NOIE/egovt_benefits/index.htm



��  

The Role of Government in E-Business Adoption

OECD. (2002). Measuring the information econ-
omy 2002. Retrieved April 29, 2006, from http://
www.oecd.org/pdf/M00036000/M00036089.
pdf

OIE. (2004a). Information economy. Retrieved 
April 29, 2006, from http://www.dcita.gov.au/ie

OIE. (2004b). The national broadband strategy. 
Retrieved April 29, 2006, from http://www2.dcita.
gov.au/ie/framework/broadband

Palacios, J. J. (2003). Globalization and e-com-
merce: Diffusion and impacts in Mexico. I-Ways, 
26(4), 195-205.

Porter, M. E. (2001). Strategy and the Internet. 
Harvard Business Review, 79(3), 63-78.

Rogers, E. M. (1995). Diffusion of innovations 
(4th ed.). New York: The Free Press.

Sawhney, M., & Zabin, J. (2001). The seven steps 
to nirvana. New York: McGraw-Hill.

Sekaran, U. (2003). Research methods for busi-
ness: A skill building approach (4th ed.). New 
York: John Wiley & Sons.

Swanson, E. B. (1994). Information systems 
innovation among organizations. Management 
Science, 40(9), 1069-1092.

Telstra. (2004). ADSL frequently asked questions. 
Retrieved April 29, 2006, from http://www.telstra.
com.au/demand/faq.htm

Turban, E., King, D., Lee, J., Warkentin, M., & 
Chung, H. M. (2002). Electronic commerce 2002: 

A managerial perspective. Upper Saddle River, 
NJ: Prentice Hall.

Varian, H. R. (1999). Intermediate microeconom-
ics. New York: W.W. Norton & Company.

Venkatesh, V., Morris, M. G., Davis, G. B., & 
Davis, F. D. (2003). User acceptance of informa-
tion technology: Toward a unified view. MIS 
Quarterly, 27(3), 425-478.

Winetitles. (2003). Australian wine industry over-
view. Retrieved April 29, 2006, from http://www.
winetitles.com.au/awol/overview/wineries.asp

Wong, P.-K. (2003). Global and national factors 
affecting e-commerce diffusion in Singapore. 
Information Society, 19(1), 19-32.

Wu, F., Mahajan, V., & Balasubramanian, S. 
(2003). An analysis of e-business adoption and its 
impact on business performance. Journal of the 
Academy of Marketing Science, 31(4), 425-447.

Yang, H., Yoo, Y., Lyytinen, K., & Ahn, J.-H. 
(2004, February 25). Diffusion of broadband 
mobile services in Korea: The role of standards 
and its impact on diffusion of complex technol-
ogy system. Paper presented at the e-Biz World 
Conference, Seoul, Korea.

Yin, R. K. (1994). Case study research: Design 
and methods (2nd ed.). Thousand Oaks: Sage 
Publications.

Zikmund, W. G. (2000). Business research meth-
ods (6th ed.). Orlando: The Dryden Press.

This work was previously published in Electronic Government: Concepts, Methodologies, Tools, and Applications, edited by 
A. Anttiroiko, copyright 2008 by Information Science Reference, formerly known as Idea Group Reference (an imprint of IGI 
Global).



  ��

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.

Chapter III
The Role of Simulation in  

Business Process Reengineering
Firas M. Alkhaldi

Arab Academy for Banking and Financial Sciences, Jordan

Mohammad Olaimat
Arab Academy for Banking and Financial Sciences, Jordan

Abdullah Abdali Rashed
Saba University, Yemen

AbstrAct

This chapter discusses the importance of business 
process simulation, while illustrating the relation-
ship between business process reengineering 
(BPR) and change management, it focuses the 
discussion on the role of simulation in support-
ing BPR and the effect of simulation on business 
environment related skills, business management 
related skills, leadership related skills, employees 
empowering level, process improvement, ethical 
issues, and stakeholders’ management skills. 
The chapter discusses the value of simulation 
in implementing reengineering strategies and 
argues the future challenges of business pro-
cess simulation and describes the limitations of 
simulation technology in reengineering business 
processes. Finally, it concludes with a discussion 

of the characteristics of successful simulation and 
simulation applications.

IntroductIon

Business Process: Definitions and 
concepts

The logic of business is to create an advantage 
and/or utilize an opportunity, given this context; 
it implies the necessity to identify driving forces 
in order to fully exploit this idea. In general, one 
or more of the following issue(s) has the tendency 
to drive any probable business improvement: 

• Customer: His/her requirements, culture, 
expectations, consumerism and even his/her 
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feedback on the final product/service may 
enforce an organization to change its policies 
in order to gain their satisfaction, since low 
satisfaction will negatively impact product 
promotion.

• Cost: Basic notion within business logic for 
both seller and buyer, and the complex side 
of this logic appears when this perception 
is related to quality sensitivity. 

• Competition: Results from micro and macro 
business environment, that is, market status, 
legal issues, consumerism situations, and so 
forth.

The question here is how organizations can 
remain competitive and, protecting itself from 
increasing competition threats at the same time 
dealing with its revenue from costly operations, 
attract more customers? Surely the answer to 
this question is not easy; the question here links 
the company assets (resources) as inputs, how to 
treat these assets (processing) and the outcome 
of the business operations, where the acceptance 
of the product by customers echo its success. 
Therefore it can be noted that processing opera-
tions are stressed, since it determines the success 
or failure of any product. Accordingly organiza-
tions revise their processes so as to maintain their 
competitiveness.

Prior to carrying out the hows of redesign and 
improve organization processes, it is necessary 
to demonstrate some process definitions and the 
sagacity behind each one of them. There are many 
definitions of process; this is due to viewpoint, 
background and trends of the researcher as well as 
the market common strategies; that is, push/pull 
strategies, where the adopted strategies demand 
considering certain outlooks and neglecting oth-
ers. Each definition considers one or more of the 
following perspectives: input (resources), activi-
ties, output (product/services), and customer and 
organization objectives. For example, Pall (1987) 
expressed process as arranging different organi-
zation resources (for example: people, materials, 

energy, equipment, and procedures) reasonably 
to accomplish work activities leading to specific 
work product. Correspondingly, Davenport & 
Short (1990) described it as a collection of sensi-
bly interrelated tasks executed to attain a certain 
business product. Moreover, Harrington (1991) 
stated that business process is making use of the 
organization inputs by collection of judiciously 
interrelated tasks that facilitate achieving the 
organization’s goals. Omrani (1992) argue that 
process is the result of cycle of activities that 
are collectively taken to attain business goals. 
Likewise, Talwar (1993) defined the process as 
a series of identified activities implemented to 
achieve a specified type of outcome. Hammer 
and Champy (1993) considered the customer 
perspective when they defined the process as a 
collection of activities that, all in all, generate a 
consequence of importance to a customer.  The 
next definition stressed the process boundaries; 
this characterization was presented by Davenport 
(1993) who defines process as “an organizing 
work activities across the place, with a start, an 
end and obviously identified inputs and outputs.” 
Earl (1994) characterized process as a lateral or 
horizontal form that sums up the interdependence 
of tasks, roles, people, departments and, functions 
required to supply a customer with a product or 
service. Ferrie (1995) defined processes as being 
a definable set of activities that form a known 
foundation. Finally, Saxena (1996) explains busi-
ness process as a set of interrelated work activities 
characterized by specific inputs and value-added 
tasks that produce specific outputs.

change management Approaches: 
comparative study

There are many approaches to change manage-
ment, in the following discussion the researchers 
will focus on total quality management (TQM), 
business process reengineering (BPR), and knowl-
edge management.
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Total Quality Management

Total quality management (TQM) can be seen 
as a non-ending process to achieve necessary 
quality improvement, which needs effort and 
time, furthermore leading to the emergence of 
these efforts properly, which means more degree 
of commitment and support from workers and 
management. It is necessary to note that TQM 
is a novel way to do business, acting as a map 
to guide organization working processes where 
TQM engages deeply in cultural change. Juran 
(1986) developed a quality management frame-
work, in which customers’ needs are the focus of 
TQM, for whom value is delivered through well 
known, appreciated and administered processes. 
According to Sink (1991) each process consists 
of five elements: providers, inputs, value-added 
processes, outputs and, customers.  Processes must 
be distorted and different forms of information 
must be considered to support decision-making 
in the new environment (Olian & Rynes, 1991). 
In the context of the above process components, 
management is concerned with improving input, 
output, customer views, and process quality as-
sertion, in addition to tending providers’ manage-
ment. Accordingly, TQM concepts are activated 
by controlling performance of the above compo-
nents (Sink, 1991). To organize TQM efforts, a 
systematic methodology is necessary to deal with 
different problems and utilization of chances in a 
controlled approach, which binds all the efforts 
to the common target. The quality target ought 
to be converted into plans, specifications, and 
measurements, all of which are management’s 
liability (Bonser, 1992). Quality information is a 
vital element of the TQM infrastructure (Godfrey, 
1993). Providing the precise information is critical 
to support the comprehensive TQM efforts. In 
short, total quality should be managed based on 
facts rather than on instinct or feel (Garvin, 1991). 
Quality management requires data regarding such 
factors as consumer, product and service perfor-
mance, operations, market, competitive compari-

sons, suppliers, internal processes, employees, 
and cost and finance. To deal with different TQM 
issues, decision-makers need quality information 
in which support his/her decision.

Therefore, in a TQM environment, effective 
processing and dissemination of quality infor-
mation is a vital role in successful operations, 
especially if we know that decision quality cannot 
consistently rise above the quality of information 
upon which the decisions are based. To support 
TQM efforts, the organization’s information base 
must be comprehensive and easy to find and use. 
Poor and inconsistent data will divert efforts by 
focusing on problems of data quality rather than 
on the quality of the organization’s outcomes.

Business Process Reengineering 

The concept of business process reengineering 
(BPR) was first introduced by Hammer in 1990.  
BPR has many definitions; Hammer (1990) de-
fined BPR as making use of new information 
technology to fundamentally redesign business 
processes to attain remarkable progress in per-
formance. Conversely, Goll (1992) describe it as 
the full transformation of a business; an uncon-
strained restructuring of all business processes, 
technologies, and management systems, as well 
as organizational structure and values, to improve 
performance throughout the business. Ahadi 
(2004) stated that from the practitioner point of 
view there are five building blocks that are obvious 
to shape the fundamental topics that character-
ize BPR: radical or at least considerable change; 
business process centered analysis; achieve major 
goals or dramatic performance improvements; 
information technology is a critical enabler; and 
organizational changes are a critical enabler. 
Several organizations have achieved success 
from their BPR attempts by controlling costs and 
achieving breakthrough performance in a variety 
of parameters, such as delivery times, customer 
service, and quality. However, not all companies 
that undertake BPR effort achieve their intended 
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results. BPR has great potential for increasing 
productivity through reduced process time and 
cost, improved quality, and greater customer 
satisfaction, but to do so it must be implemented 
and managed in the best interest of customers, 
employees, and organizations.

Knowledge Management 

Knowledge management (KM) is a process 
of elicitation, transformation, and diffusion of 
knowledge throughout enterprise so that it can 
be shared and thus reused (Turban et al., 2004). 
At the organizational level, knowledge value is 
limited if not shared. KM can also be seen as the 
process of generating value out of organization’s 
intangible resources (Liebowitz, 1999, 2000; Li-
ebowitz & Beckman, 1998). Grant (1996) argues 
that the ability to integrate and apply dedicated 
knowledge of organizational affiliates is essential 
to firm’s ability to create and maintain competi-
tive advantage. Therefore, the focus of knowledge 
management is how to share knowledge and how to 
create value added benefits to the organization. On 
the other hand, some organizations have an aged 
workforce and this may illustrate the necessity for 
sharing the skills of those experts. Knowledge 
management is a process of capturing, creation, 
codification, communication and capitalization 
of knowledge throughout an enterprise so that it 
can be utilized effectively and efficiently, where 
the authors refer to the above process as the KM 
5Cs model. During the knowledge capture phase, 
searching for several sources of knowledge that 
are necessary and related for performing the work 
using analogy, metaphor, models, brainstorm-
ing, and similar mechanisms are conducted. 
Knowledge creation phase involve conducting 
research activities, verification and validation 
process consecutively to discover the knowledge 
in the organization, and utilizing experiences and 
routine procedures to prepare an appropriate cul-
ture and systems. Knowledge codification phase 
includes classification and categorization of exist-

ing knowledge in the organization according to 
its nature into categories, such as administrative, 
technical, financial, and so forth, knowledge of 
the organization to reflect what is actually known 
and done by the organization, and refining and 
filtering knowledge of the organization in order 
to access the most significant knowledge. On the 
other hand, the knowledge communication phase 
represents the process of considering sources, 
nature, and attributes of knowledge when trans-
ferring and sharing in the organization, encour-
aging and enhancing the culture of knowledge 
sharing among organizational members, anytime, 
anywhere, access when it is needed, and deter-
mining who can transfer knowledge. Finally, the 
knowledge capitalization phase is about investing 
and utilizing organizational knowledge in an in-
novative way, improving the existing methods of 
work practices leading to encouraging individual 
competitiveness and effectiveness. Enhancing 
the feeling of individual responsibility bring 
about changes in organizational culture. Knowl-
edge capitalization is the process of finding new 
practices for performing organizational work to 
improve organization performance, balancing 
cost-benefits, enhancing creativity in decision-
making process and problem solving, utilizing the 
embedded knowledge in order to direct the future 
behavior of organizational members, evolving 
organizational knowledge through the feedback, 
and evaluating the outcomes of organizational 
knowledge through the services that are offered 
by the organization. 

Liebowitz (2001) discussed challenges that 
influence knowledge management scheme success 
in any organization. He argued that organization 
culture in reference to the required degree of 
knowledge sharing and how to build and enhance 
knowledge sharing is a vital role for successful 
knowledge management; furthermore, seeing 
knowledge management as part of the strategic 
vision of the firm.  Maintaining knowledge reposi-
tories and security are among these challenges. 
He claimed that user-friendly design, trouble-free 



  ��

The Role of Simulation in Business Process Reengineering

knowledge management programs are necessary; 
and finally, employees have to be motivated, that 
is through incentives, so that knowledge sharing 
will likely be accomplished.

why sImuLAtIon?

In the preceding sections, it was argued that the 
main benefit of BPR is to recognize and put into 
practice alternatives to the organization that 
desires to develop its activities and/or processes. 
This task might be easy when the processes that 
shape business cycles are static and trouble-free, 
but what is the solution when:

1.   The processes are of dynamic nature (i.e., 
customer-based businesses).

2.   The global market is the goal of the organi-
zation (i.e., competition conditions).

3.   No time to conduct trial and error.
4.   The company desires to manage customer 

expectations and outcome predictions that 
may result from radical change.

5.   The direct execution of all alternatives will 
be unsafe.

The rate of failure in reengineering projects is 
over 50%: one of the major tribulations that has 
a say to the breakdown of BPR projects is the 
need for tools for evaluating the sound effects of 
a considered solution before execution (Hlupic 
& Vreede, 2005).

In the following section the authors will il-
lustrate simulation definitions, the environs under 
which simulation is advised, the impact of new 
environments on simulation, the factors that shape 
the extra value of simulation, and finish with a 
discussion of the significance of simulation from 
a business viewpoint.

whAt Is sImuLAtIon?

In the context of BPR, simulation can be regarded 
as a tool to aid the decision-maker to assess the 
on-hand alternatives, subsequently employing 
the most appropriate (not necessarily the appro-
priate) alternative as a tolerable solution for the 
problem under consideration. As BPR is chang-
ing approach, then there will be an as-is model 
which will brings to light the opportunities on 
hand, rewards that exist, the level of performance, 
well-built/frail processes, and so forth, and, on 
the other hand, a to-be model processing the chal-
lenging sides and infrequent potential. Finally, 
the judgment will exceed through the simulation 
panel to include, remove, or adjust any process 
that may guide to client approval. Following the 
simulation team observations, the client will ap-
praise the model, which will be the portrait of 
the future according to his/her requirements. So 
simulation is the attempt to bridge the gap between 
the client requirements and the anticipated actual 
status from one side and bridging the gap between 
the decision-maker and his/her facilities before 
execution, when all alternatives may be costly. 
From the above argument, it may be concluded 
that simulation might result in information that 
could have different meanings according to the 
receiver, who may utilize it differently according 
to his/her requirements.

when to sImuLAte? 

Simulation, as in any activity, may require time 
to be achieved, financial support is also a matter 
to bring the right outcome; moreover, specialists 
who need training and whose passable level of 
loyalty to the organization to work within the 
organization margins of benefit is needed. So the 
question arises as to when simulation is advised? 
To answer this question we must return to the 
process philosophy. Pressmen (2005) notes that 
each business system is composed of one or more 



��  

The Role of Simulation in Business Process Reengineering

business processes, and each business process is 
defined by a set of sub-processes. In the context 
of this notification about the hierarchical nature 
of business system, two related issues may be 
emphasized:

1.   Complexity increases as we move descend-
ing in the hierarchy.

2.   Risk increases as we move upward in the 
hierarchy.

Considering complexity, the combination be-
tween the business processes from one side and 
between the tasks that form these processes/sub-
processes from another side play a major role to 
determine whether simulation is proper or not. 
As combination level increases, simulation has 
to be conducted. On the other hand, when it is 
difficult to divide the main processes (at the top 
of the hierarchy) and it is difficult to decide the 
appropriate alternative based upon the client re-
quirements, simulation has to be conducted. Until 
now the business process/sub-process as a whole 
has been considered, but what about the process 
itself? During the introduction to this section, 
dynamism, globality, time factor, and expectations 
management were underlined, all of these factors 
drive the world toward process oriented adoption, 
which enable the client to be the controller of the 
market along with its changing requirements, 
where the process itself needs to be dynamic. As 
this dynamism increases, the need for simulation 
is increased. Simulation in general engaged in 
situations where the arbitrary content does mat-
ter and cannot be modeled by other methodical 
techniques. Cheng (1992) viewed simulation as 
a tool of final option to be engaged just once 
further methods are ruled out. He cited the high 
computational expenditure and time and effort 
required in constructing models as drawbacks 
of the simulation approach. On the other hand, 
Swain (1993) and Bhaskar (1994) recommended 
that the simplicity of model structure and price 
economies in computing originate simulation as 

a tool of selection for modeling complex systems 
and validating analytical models before going on 
to optimization. In the following section we will 
study the bond between new environment and 
simulation.

new environment and simulation

In the previous subsections it was distinguished 
that the business chain becomes process-oriented 
rather than production-oriented due to client 
enablement in the new economy, where the op-
portunities and advantages are disseminated 
among big as well as undersized organizations, 
as well as the risks affected both sides in the new 
economy. Enterprise resource planning (ERP) was 
a solution for many organizations, but this solu-
tion has a limited capacity to meet the repeated 
varying requirements that are the core success in 
the new economy. ERP may be a good proactive 
solution, but the new environment needs proac-
tive and reactive or even rapid reactive solutions 
that sustain an accurate decision-making process 
as changes take place. It must be concerted that 
simulation is not substitute to ERP solutions, but 
hold and function with these solutions side by side 
to support decision-making.

simulation Areas and Applications

Dynamism, frequent changes, Internet settings, 
and globalization are some of several issues that 
enforce using simulation in novel economy. One 
of the salient characters of the new economy is 
the diversity of applications that can be conducted 
within such huge environment. It can be said that 
simulation is a tool that can be used in most busi-
ness applications; this is due to:

• Applications diversity: in the new economy 
companies found themselves enforced to 
conduct many profitable activities espe-
cially small to medium companies where 
the rivalry of large companies in a certain 
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activity may bound their ability to survive 
or even to go on in the market.

• Unsafe environment: in conventional busi-
ness world ethics, security, payment methods 
and similar issues can be managed to an 
accepted limit. In the new economy, these 
issues are hard to control to the same limit 
in traditional business world; besides, the 
frequently changing business surroundings 
formulate simulation as a preferred solution 
to control these matters.

•     Complexity: complexity goes up rapidly 
due to the association of new relationships, 
new partners, new processes, supply chain 
improvement and so on.

•     The human behavior role in business tri-
umph is going up, which means the need to 
predict its responsive behavior on the way 
to change. All these aspects are directly 
related to the cost issues, which step up the 
business activities.

Hugen et al. (2003) claimed that the upcoming 
day’s simulation technology would get in touch 
with more and more applications. In the same 
context, Jain (1999) stated that simulation will 
become the way to do business in the future: he 
argued that making use of simulation model-
ing will extend from traditional applications in 
manufacturing and the logistics side to business 
processes and interactive simulation applications 
in training and sales. The following are some ex-
amples of applications and areas where simulation 
can be valuable:

1. Manufacturing: simulation can support suc-
cessful manufacturing regarding product 
design, layouts, flow of materials, manufac-
turing processes and even the organization 
structure.

2. Conflict management: simulations enhance 
decision-making skills for these areas in 
supporting efforts for conflict evasion and 
conflict declaration (Oren, 2002).

3. Training: simulation can enhance an orga-
nization’s efforts to train its staff or new 
employees about the significance and prac-
tice of cooperation or even use simulation 
as training system, making use of machine 
learning theories (Oren, 2002).

4. Judgment of manpower requirements. 
5. Competitive market analysis.
6. Production planning and inventory control.
7. Corporate planning. 
8. Man-machine interaction.

And other diverse applications and areas in 
which simulation can be used effectively.

sImuLAtIon … sImuLAtIon

Up to now, simulation concept, the condition under 
which simulation is informed, and the relation 
between novel environment and simulation were 
established. The question arises: where is simu-
lation in the information and knowledge world? 
When someone notifies you that the weather is 
cloudy then he may have knowledge different 
from that of you (see Figure 1).
Ali notifies Ahmad that the climate is cloudy; 
this means (knowledge) to some extent to Ahmad 
differs from that of Ali, where this meaning is 
associated to the necessities of each one, which 
may or may not be the alike. Figure 1 can be 
extended to the idea under consideration, that 
is, simulation. Imagine that the people in the 
above figure change to be an organization with 
knowledge resource, there will be area where the 
knowledge within its resource may mean many 
things according to each organization, these things 
result from the organization’s diverse require-
ments, for instance, increasing market share as 
an information may mean making revenue and 
rising duty, the options depend on several factors: 
legal issues, competition status, and so on. In this 
and similar districts simulation will effectively 
enhance the decision–maker’s efforts to seize 



�0  

The Role of Simulation in Business Process Reengineering

the proper decision. An important characteristic 
of simulation models is their ability to provide 
quantitative information, providing a foundation 
for assessment and comparisons of choice deci-
sion strategies to settle on whether that choice 
accomplishes the decision-maker’s objectives or 
not. In the digital settings the business pressures 
are divided into three categories: market, societal, 
and technological, each one of these pressures 
calls for particular reaction types derived from 
certain requirements of the organization under 
consideration by making use of diverse responses 
(alternatives) simulating.

business Process simulation

Business logic is based on taking advantage or uti-
lizing opportunity, nevertheless, it can be claimed 
that advantage or opportunity imply either cost 
or time in most cases of the business world. The 
organization may follow many tactics to achieve 
its objectives, for example, one organization may 
improve the way to reach its customers (demand 
pull/supply push), and another one may adjust its 
working processes, develop the working team or 
even take on new habits to everyday work. All the 
above tactics are related strongly to the inquiry 
mentioned earlier, to be precise, what if? 

In the new economy, opportunity or advantage 
are robustly interrelated to the assets (informa-
tion, knowledge) of organizations, so it can be 
argued that simulation aims to bring valuable 
information within the required time, which 
will lead at the end of the day to building many 
scenarios to support the decision-maker, who will 
agree on the appropriate alternative according to 
certain requirements. In the following section we 
will recognize the concept concerning business 
process simulation.

Business Process Elements

Tumay (1995) claimed that the four basic building 
blocks of a proper model are:

• Flow objects: it may be referred to as enti-
ties; these are objects that are processed by 
resources, for example, customer.

• Resources: these are agents that are used for 
accumulation value to flow objects; they are 
to be paid to activities, for example, service 
representatives.

• Activities: they are linked by routings to 
stand for the stream of objects through the 
simulation model, for example, batching.

• Routings: label the various types of associ-
ates between activities.

Figure 1. Knowledge conversion
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Model Performance Measures

Tumay (1996) suggested that the basic model per-
formance measures are cycle time, entity count, 
resource utilization, and activity cost.

1. Cycle time: it is the entire time an entity 
uses during a process, this time incorpo-
rates: value added process time, waiting 
time, movement time, and so forth. One 
of the most precious outcomes of business 
process simulation is the automatic tracking 
and estimating of cycle time for each entity; 
furthermore, business process simulation 
tools present average and maximum values 
based on the total count of entities that pass 
through the process.

2. Entity count: it comprises the total number 
of entities that traverse a process or that are 
still being processes. This signifies that the 
total entities count is the sum of entities pro-
cessed plus the entities that are in process. 
Business process simulation tools routinely 
track and evaluate entity counts for each 
type of entity in the model.

3. Resource utilization: throughout simula-
tion resources change states from active 
to idle, from active to inverted. Resource 
utilization defines the percentage of time 
that a resource spends in each condition. 
The accessibility and transfer of resources 
shape the share of resources to activities 
in a model. So the resource uses results to 
provide helpful information in measuring 
and analyzing under-utilization or over-
utilization of resources.

4. Activity cost: a resource is defined in a pro-
cess model by the number of available units, 
handling overheads, system expenditure, 
and predetermined expenses. Activity cost is 
defined by the resources required to execute 
it, the time for the activity, and the entities 
that it processes. Activity cost calculations 
provide a sensible way for measuring and 
analyzing the cost of activities.

Simulation Life Cycle 

Prior to discussing simulation life cycle, it should 
be concentrated on the idea that in simulation we 
are working with a model of the problem and this 
makes it possible to keep away from possible errors 
during implementation, such as discovering that 
the problem under consideration was not entirely 
covered. Since we simulate requirements that are 
changing repeatedly, simulation life cycle will be 
iterative in nature, and this nature entails assess-
ment of exactness (i.e., validation, verification) 
after completing each phase of simulation study, 
which makes the reverse switch, is probable. Hlu-
pic & Vreede (2005) suggested that the activities 
concerning business process simulation include 
the following steps: 

a. Definition of modeling objectives, 
b. Definition of model boundaries,
c. Data collection and analysis, 
d. Development of business process simulation 

model, 
e. Model testing, 
f. Model experimentation, 
g. Output analysis, and 
h. Recommendations of business process 

change. 

Definition	 of	modeling objectives: any ob-
stacle that binds the capability of making use of 
opportunity or taking advantage is a problem in 
the business world; once this problem is acknowl-
edged it will be brought to the table to be solved. 
So the solution to this problem will be the vision 
of the upcoming model; for example, evaluating 
the consequence of entering WTO or evaluating 
the role of private sector may participate in de-
veloping economies. Subsequent to determining 
the modeling objectives, the question arises of 
how to achieve these objectives? The answer to 
this question will be shown through the follow-
ing discussions.
Definition	of	model boundaries: within real 
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life there are a lot of problems where solution cost 
to these problems is high enough to convince the 
decision-maker to put down them as they are. So 
it is vital to verify the processes that can be con-
sidered before getting the point where we found 
that the problem wasn’t well recognized. 

Determining the processes that can be consid-
ered depend on the requirements, the objectives 
of modeling process, and their associations with 
the processes considered; it also it depends on the 
availability of the crucial resources: time, experts, 
or even the information itself.

Data collection and analysis: in the preced-
ing step the availability of necessary resources 
was revealed. This border line is very important 
since we study a problem that will be modeled. So 
experts’ ability to mine the information or even 
data from those experts, and time availability 
to obtain the associated data is very important 
factor in the series. There are numerous ways 
to gather the definite data required: interviews, 
direct observations, studying documents, and 
so forth. Following the required data collection, 
they should be analyzed by means of methodical 
approach to get to the goal of this step. 

Development of business process simulation 
model: it relates to a simulation model enlarge-
ment using a simulation software package. Since 
simulation life cycle has an iterative nature, the 
software package should be prepared through 
an iterative and incremental process, and this 
entails adopting agile process models where the 
regularly changing requirements will be easily 
conducted for example: extreme programming, 
adaptive software development, starting with a 
simple model then, with the progress of ideas, 
this model will be extended and distinguished 
until an adequate model is obtained.

This is the case if the software is developed 
in-house, but if it is outsourced then the desirable 
characteristics are introduced through an RFP 
document. 

Model testing: the point to be emphasized here 
is that testing must be conducted following each 

iteration throughout model growth; the purpose 
of this step is to handle any errors coming in or 
out of the model, studying the effect of these 
errors, and recording these errors to be under 
consideration in the scene. A series of different 
tests are conducted, each of which has explicit 
purpose although the final target is to verify that 
system elements have been properly incorporated 
and carry out allocated functions. 

Model experimentation: formerly, model 
performance measures, model testing, were 
discussed; the next step will be for exercising 
the model by concerning the model performance 
measures through formal experimentation. 

Experiments should be planned in such a 
way in an attempt to decrease arbitrary errors, 
and include a broad range of alternatives so that 
recommendations could be relevant for a variety 
of organizational units, the experiment should 
be as simple as possible, and a sound statisti-
cal analysis should be applied without making 
impractical assumptions related to the nature of 
business processes. 

Output analysis: the tip to be stressed here is 
that, throughout several experiments conducted, 
major business interrelated key variables are 
estimated then the consequences explored. 
Subsequently, statistical tests can be used to 
verify whether there are noteworthy differences 
between key model output variables of various 
experiments.

Recommendations of business process 
change: simulation of business processes allow 
the simulation team to revise diverse possible 
scenarios, which will guide them to the most ac-
curate scenario through which the organization 
can attain its objectives, followed by formulating 
the recommended scenario and fire it to the de-
cision-maker who will revise the recommended 
scenarios resulting in adopting or rejecting the 
proposal following validating each choice. One 
of the regular scenarios resulting from simulation 
is the radical change in the course of actions of 
conducting certain process(s), that is, business 
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process reengineering. In the following section 
we will give attention to the role of simulation in 
supporting BPR.

the role of simulation in supporting 
bPr

In the previous sections, simulation perception 
was conversed taking into account the simulation 
life cycle. The question arises: what to simulate? 
Pressman (2005) indicated that within business 
processes people, equipments, material resources, 
and business procedures are pooled to generate 
a particular result. Levas (1995) claimed that 
the long-established sight of business process 
has been bringing down to a little degree; it is 
replaced by innovative pattern, where clients, 
dealer, the stream of work and the communication 
force supersede the organizational map. Earlier, 
it was stated that as complexity enhanced, simu-
lation would be preferable; besides, the increase 
of risk entails that simulation tools be used. It is 
obligatory to recognize that human issues are 
fundamental in business cycles, so it is significant 
to study this factor’s effects, trends, and skills. 
To emphasis that point, Levas (1995) stated: “We 
will need to move toward process representation 
and analysis that seeks to capture the unique 
skills and capabilities of each individual.” So it 
is essential to realize the human capital, which 
plays a vital role in information and knowledge 
era. To illustrate the value of employees’ role in 
business process reengineering scheme refer to 
Paper et al. (2003).

Bridgeland and Becker (1994) asserted that it 
is critical that a BPR modeling tool provides the 
way for capturing intellectual assets.  

In the preceding sections it was stated that BPR 
is iterative process, so as long as we can minimize 
time required for iterations it will lead to successful 
BPR. Once information technology is involved 
within business process, the procedure’s cycle time 
will be automatically minimized, but the problem 
arises where the time losses are related to human 

understanding, in which it will be a function of 
their willingness to utilize their skills to acceler-
ate business process principally in new settings, 
where fluctuations are recurrent. In the following 
discussions, a variety of domains where simula-
tion can play a vital role in supporting BPR will 
be considered, these domains include: business 
environment, business management, leadership, 
employee empowering, process improvement, 
ethical issues and stakeholders’ management.

Business Environment Related Skills 

Within the business environment there are numer-
ous stress places, for example, if the vision of one 
element of the business cycle is not supported by 
the operational environment, sometimes even if 
the members of this environment are aware of the 
value of this vision, then stress will result. Here 
and in similar cases simulation as a prognostic 
tool can work effectively to minimize the prob-
able risks. It must be illustrious that effective 
strategies can be constructed based on stresses 
thoughtfulness, which will assist in rising up these 
stresses that may appear in the upcoming days. 
Each category of these stresses may be faced with 
various optional strategies, for example, the way 
in which the operational environment members 
believe, act, or are energized, the organizational 
culture, sociability level, solidarity toward the 
targets—all of these issues must be well thought 
out to stimulate critical thinking within frail ends, 
manage probable reasons behind resistance, and 
hold the vision upon execution.

By applying simulation practices, the criti-
cal bounds, roles organizing, disseminating of 
responsibilities, and conflict management can be 
managed effectively. Still, it must be remembered 
that a dynamic business environment calls for 
dynamism of the stress places where frequent 
changes come to pass. Again simulation assists 
in minimizing the risks resulting from these 
frequent fluctuations.
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Business Management Related Skills 

Suppose that a corporation sells abroad a certain 
amount of its products globally to several markets, 
suddenly, a crisis take place with one or more of 
these markets, what is the solution? There are 
ROI losses; production size implies new storage 
facilities, which induce extra costs, and so forth. 
To be proactive, such economic uncertainties must 
be considered, all probable alternatives must be 
at the table, simulation seems to be useful tool to 
care for such economic uncertainties. In the new 
economy, international agreements are held—that 
is, WTO, which means new markets—at that mo-
ment, the problem is to determine the needs of 
such markets, and circumstances forced by these 
contracts. Simulation will support the efforts for 
balancing market needs, and the forecast of the 
possible revenues. A vital role of management 
is to create and facilitate the useful and possible 
change: as a preliminary stage, you as a manager 
must ask yourself: 

1. Where are the changes required that lead to 
profitability?

2. What are the barriers that may face that 
change?

All of these questions represent the aspira-
tion to induce change, and many alternatives 
are possible: from front line employees, middle 
management, or the client, the point is what will 
be the cost of each option? This may depends on 
the related issues of each option. Simulation is a 
technique that can be used to minimize the risk 
that may result from adopting one alternative 
over others. It is a vital point for management 
that all business procedures must be kept within 
the business cycle time line (task time), if any 
trouble appears, many solutions are available: 
cancel the unnecessary tasks, energize the weak 
points, dismissal of some employees, or even 
inserting new time management habits fitting 
the cases under consideration. Once these alter-

natives are on the table they must be simulated 
to adopt the appropriate one. Before starting any 
project the management gives enough time to 
select the working teams. Team’s characteristics 
must concur with the organization vision to the 
gainful change. 

In the new economy individualism disappears 
while team work character becomes stronger; 
the number of teams, individuals forming these 
teams and odd jobs are examples of what may be 
simulated to support a decision-maker, who will 
act together with a first round representation of 
what will occur later on.

Leadership Related Skills

Within the new economy, organizational cul-
ture plays a fundamental role in developing an 
organization’s activities. Within operational en-
vironment present diverse workforce settings due 
to the diversity of their tacit assets and how these 
assets were fabricated, that is, the training through 
which they gain their assets, or the individual by 
whom their beliefs toward organizational culture 
were affected. Successful leadership enables the 
related leader to deal with diverse backgrounds 
and contrasting workforce age groups; for ex-
ample, in an information era one comes across 
numerous types of workforces: some believe in 
experience character, others believes in build-
ing new techniques involving IT. Simulation is 
effective tool that supports efforts to identify 
the appropriate leadership for a certain type of 
workforce. Some managers are not aware of the 
hazard that may result when overlooking the fact 
that various workforce generations’ beliefs ought 
to to be considered; this phenomenon is related 
directly to the loyalty level of the workforce to 
their organization. Practical experience indicates 
that the leader of any group will form a working 
model for this group, the members go behind his 
opinions, trends, and the ways he tracks to solve 
problems. The frequent fluctuations in the new 
economy’s environment needs a further level of 
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leadership dynamism, which necessitate a leader 
model of particular characteristics, these individu-
alities must be verified depending on the outcomes 
of simulation study for performance measures 
before starting work; for example, a key success 
character is leadership hierarchy, that is where we 
will start to lead the team successfully? Frontline, 
managers, and so forth. Furthermore, one more 
important issue is to know how to lead, for ex-
ample, in one case for successful leadership the 
working patterns must be revolutionized, another 
case requires taking into account the motivation 
factor. What’s more, necessary communication 
skills for victorious and proper leadership must 
be confirmed. Bridgeland and Becker (1994) de-
clared that communication skills encompass two 
purposes in the context of reengineering: to create 
an undeniable case for change and to generate a 
vision of what the company is to be. These skills 
lend a hand in periodic meetings with customers 
by serving the leader to bridge the gap between 
customer requirements and the organization 
products. So, effective leadership affects directly 
the revenue model of the organization. By simu-
lating the surroundings within which the leader 
will work, the exceeding tips can be branded and 
the right personality can be picked. Simulation 
can effectively support an organization willing 
to study this type of skills.

Employees Empowering Level

According to Levas (1995) within the information 
era the worth of human being is not considered in 
unit\hours but in their involvement to upcoming 
victory. Bridgeland and Becker (1994) argued 
that the high crash speed of BPR schemes is 
due to inborn and ordinary variance of attention 
among workers and the organization as whole. 
The employee responsibility in potential success 
is linked strongly to the level this employee is 
motivated and recognized. In the preceding sec-
tions, workforce backgrounds and generations’ 
character were discussed; this discussion leads 

to the thought that there are diverse groups of 
employees to be considered in the reengineering 
process. The needed efforts to systematize each 
class to change must be considered, as well, the 
communication skills to rejuvenate employees 
and communication skills for front line employees 
who deal directly with customers must be judged. 
Finally, each group of employees will require a 
certain type of management, which will forward 
the group efforts to profitable change. By simu-
lating everyday jobs, roles, customer’s culture, 
worker’s qualifications and skills and then cor-
relating them to the performance measures, then 
the required empowering level is identified and 
the incentives range are recognized.

Process Improvement  

BPR is an approach that is generally used to 
drastically modify the process of coming with 
and creating novel and improved traditions to 
run a business (Levas, 1995). But the question 
that arises here is:  What are the processes that 
will be modified? To answer this question vari-
ous dimensions have to be taken into account, 
that is, organization vision and priorities, cus-
tomer requirements and satisfaction, and so forth. 
Within the activities of business process progress, 
information resources and ways for information 
gathering must be identified. Considering “as is” 
a model is not enough for BPR use and it will go 
in front to risky “to-be” model (Levas, 1995). It is 
noted that customer requirements are ambiguous 
in most cases and they are changing repeatedly. 
Since simulation is a predictive tool, it can be 
used to minimize the risks that may result. To 
demonstrate the value of the simulation modeling 
efforts for the assessment of current performance 
levels and quantifying possible improvement, 
please refer to Hulpic and Vreede (2005).
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Ethical Issues 

Bhaskar (1994) asserted that employees have 
unstable level of influence and control, and use 
these personalities to carry or defend against the 
accomplishment of an economically wise reengi-
neered process. For successful BPR it is essential to 
place the potential options of ethical matter sound 
effects at the table. As discussed earlier, dissimilar 
workforce age groups of employees, which have 
different settings and different viewpoints of how 
the business work runs, must be well thought-out.  
Ethical issues are not only distress employees, but 
also the client must be taken into account. The 
culture of the client, his/her consumerism, and 
his/her behaviors toward business products must 
be regarded. Simulating the interior and exterior 
settings will facilitate realizing the trends of in-
dividuals as well as organizations (competitors or 
friends) toward ethics. It appears that simulation 
can support efforts that are dedicated to revise 
ethical issues consequences on BPR.

Stakeholder’s Management Skills

It was asserted earlier that the construction of 
a vision of what the company is to be is one of 
communication skills functions. Stakeholders are 
all the parties (individuals or groups) who deal 
with the change; these include the employee and 
managers (discussed early), clients, community, 
government, and so forth. In most cases stake-
holders are concerned with what the company is 
to be. Unless you as manager can win over the 
stakeholders, especially effective ones, with the 
upcoming portrait of the organization you will 
lose their support. Each one of the stakeholders 
has a certain intuition regarding the organization 
vision and goals, this intuition relays robustly on 
their stakes of the change success. If the manager 
has the ability to recognize these visions he/she 
can prepare to the proper means to get their sup-
port. By determining the improvement level, 
procedures that need to be modified, performance 

measures, and the roles and responsibilities, one 
can readdress a certain group of stakeholder’s 
influence to support the change not to resist it, 
and arrange to overcome this resistance if it take 
place. Simulation can support this manager in 
the effort to win in his/her battle. At the end of 
this section, it must be indicated that simulation 
supports diverse business process reengineering 
domains and facilitates:

• Minimizing risks.
• Desired change management.
• Expectation management.

Besides that, it is a tool that enables a decision-
maker to model human responses either within 
the business cycle (employee) or those who have 
an effect on this cycle (external stakeholders). 
These entire capabilities enable a decision-maker 
to construct the right “to-be” model, which leads to 
effective execution of changes desired. The above 
discussions bring to light the role of simulation in 
supporting BPR, which is the most complex and 
painful period of transition to competitiveness. 

In the following case study we will consider a 
comprehensive example for the role of simulation 
in business process reengineering.

cAse study: teAm-bAsed humAn 
resource PLAnnIng modeL

Cheng et al. (2005) proposed a team-based human 
resource planning model (THRP) with a center 
of attention on construction management process 
reengineering, where a team approach was applied 
in reorganizing the structure of a company to 
smooth the progress of newly designed process, 
and simulation was used to forecast labor power 
aptitude for the new organization after business 
process reengineering. The THRP method aims 
to determine the maximum loading of projects 
that can be held by the original labor power, in 
addition to identifying the range of labor power 
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needed for the upcoming project loadings. The 
THRP method includes four phases, namely, 
process reengineering, data preparing, human 
resource allocation, and simulation. Using the 
THRP method, a company cannot only design 
a team-based organizational structure, but also 
assign human resources based on cross-functional 
processes. Furthermore, human resource utiliza-
tions before and after process reengineering can 
be assessed to evaluate the process reengineering 
practicability. Hence, optimal labor power can be 
assessed, and human resources allocated to fit the 
changing processes and situations of the growing 
business. Figure 2 shows THRP model.

To validate the soundness and feasibility of 
the THRP model Cheng et al. (2005) provided 
a case study. The THRP model was employed 
to assist “Company A” with reengineering of 
the construction planning process and evaluat-
ing the rationality of human resource use in the 
reengineered processes.

Process reengineering Phase

Figure 3 shows the functional organization 
structure of “Company A.” In the figure, the 
construction planning process was executed by 
the construction planning department. To execute 
different specific functional goals, the department 
was divided into three functional task groups. The 
planning process was enabled and split into (1) 

bidding/contracting, (2) estimation/budget and (3) 
purchasing sub-processes, which were carried out 
by the related task groups sequentially. However, 
due to the fact that task groups were accountable 
only for partial goals of the construction planning 
process, the three task groups hardly supported 
each other and some of them experienced overload 
leading to inefficient human resource deployment 
in functional organizations. Taking into account 
the ineffectiveness of previous construction plan-
ning, the manager had chosen the construction 
planning process to be reengineered. 

Process Representation

The major rationale of processes representation 
is to develop a systematic definition of these pro-
cesses. Two tasks have to be carried out: 

Task 1. Activity Data Collection
To map a business process model from func-
tion-based to process-based organization, de-
tailed information on the activities of functional 
departments is required. E-EPC diagram of the 
Architecture of Integrated Information System 
(ARIS) process modeling tool was used to outline 
both existing and the newly designed management 
processes of a construction company. 

Task 2. Process Modeling
This is accomplished based on the collected data 
using a modeling tool, for example, the Architec-

Figure 2. The THRP model
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To validate the soundness and feasibility of the THRP model Cheng et al. (2005) provided 
a case study. The THRP model was employed to assist “Company A” with reengineering 
of the construction planning process and evaluating the rationality of human resource use 
in the reengineered processes.

Process Reengineering Phase

Figure 3 shows the functional organization structure of “Company A.” In the figure, the 
construction planning process was executed by the construction planning department. To 
execute different specific functional goals, the department was divided into three functional 
task groups. The planning process was enabled and split into (1) bidding/contracting, (2) 
estimation/budget and (3) purchasing sub-processes, which were carried out by the related 
task groups sequentially. However, due to the fact that task groups were accountable only 
for partial goals of the construction planning process, the three task groups hardly supported 
each other and some of them experienced overload leading to inefficient human resource 
deployment in functional organizations. Taking into account the ineffectiveness of previ-
ous construction planning, the manager had chosen the construction planning process to 
be reengineered. 

Process Representation

The major rationale of processes representation is to develop a systematic definition of these 
processes. Two tasks have to be carried out: 

Figure 2. The THRP model
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ture of Integrated Information System (ARIS) 
modeling tool. 

Process Evaluation

The intention here is to analyze the rationality 
and effectiveness of process-based on the e-EPC 
process diagrams created in the process repre-
sentation step. For example, hidden problems 
within the original bidding/contract processes 
were located as follows: 

1.  Only quantity surveys were implemented 
with computer-aided software while all 
other activities were completed manually; 
as a result, the activities efficiency and the 
labor power utilization were limited.

2.  Job loading was not proportional to task 
divisions due to the magnitude of various 
construction projects. Actually, active assign 

of proper labor power actively to accurate 
groups in a functional organization structure 
is not easy.

3.  No valid history reference data on material 
and labor was on hand to assist the estimator 
so that cost estimations are not up to snuff 
to correspond with current prices.

4.  The time consumed by document circula-
tion increased because all documents were 
required to be submitted to the managers.

Process Redesign

To fix the process defects, the process model was 
redesigned on process design principles and a 
new process model created. A cross-functional 
information system of cost estimation system was 
applied. Some activities could be integrated and 
executed by cost estimation system. 

Figure 3. The organizational structure of Company “A” before BPR
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Task 1. Activity Data Collection
To map a business process model from function-based to process-based organization, de-
tailed information on the activities of functional departments is required. E-EPC diagram 
of the Architecture of Integrated Information System (ARIS) process modeling tool was 
used to outline both existing and the newly designed management processes of a construc-
tion company. 

Task 2. Process Modeling
This is accomplished based on the collected data using a modeling tool, for example, the 
Architecture of Integrated Information System (ARIS) modeling tool. 

Figure 3. The organizational structure of Company “A” before BPR
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Team-Based Organization Creation

A team approach was applied to join multiple 
division functions into one unit which could fa-
cilitate functional interfaces and parallel process 
activities. Figure 4 shows the team-based orga-
nization structure of Company A corresponding 
to the new construction planning processes. The 
primary difference between the previous structure 
and the team-based structure is the appearance 
of the decision group on one hand and the two 
construction planning teams who are accountable 
for the entire construction planning process. 

In the adjusted organization structure, the 
construction planning team is flexible in number 
depending on work loadings. As a reference for 
human resource allocation decision-making, an 
evaluation method with simulation tools was used 
to reveal the relation between work loading and 
the labor power of work teams so that the man-
agers could assess the capability of labor power 
allocated in a team was used. 

Preprocessed data Phase

In the data preparation phase, the values of project 
parameters and process parameters were esti-

mated according to the historical data of projects 
and activities of Company “A.” Table 1 shows the 
project parameters of the Company “A.”

The process parameters for both the original 
and the newly designed processes were estimated 
and then evaluated for labor power in activities, 
for probability distribution functions, and for 
durations with 95% confidence level. 

human resource simulation Phase

In this section, to validate the feasibility of the 
simulation system, the “construction planning 
process” of Company “A” was taken as an example. 
The current process model within the original 
organization structure was developed and simu-

Figure 4. The organizational structure of company “A” after BPR
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Process Evaluation

The intention here is to analyze the rationality and effectiveness of process-based on the 
e-EPC process diagrams created in the process representation step. For example, hidden 
problems within the original bidding/contract processes were located as follows: 

1. Only quantity surveys were implemented with computer-aided software while all other 
activities were completed manually; as a result, the activities efficiency and the labor 
power utilization were limited.

2. Job loading was not proportional to task divisions due to the magnitude of various 
construction projects. Actually, active assign of proper labor power actively to accurate 
groups in a functional organization structure is not easy.

3. No valid history reference data on material and labor was on hand to assist the estima-
tor so that cost estimations are not up to snuff to correspond with current prices.

4. The time consumed by document circulation increased because all documents were 
required to be submitted to the managers.

Process Redesign

To fix the process defects, the process model was redesigned on process design principles 
and a new process model created. A cross-functional information system of cost estimation 
system was applied. Some activities could be integrated and executed by cost estimation 
system.

Figure 4. The organizational structure of company “A” after BPR
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Table 1. Project parameters of Company “A”

Project parameter Function/Value

Start time of project Uniform distribution

Success ratio of bidding 20%

Number of subcontracts 25

Required lab power 7 employees
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lated. Comparing the simulation results with the 
performance of the current process model, the 
simulation system was validated. The results of the 
model validation were very close to the real situ-
ations. For sixteen projects, the maximal project 
loading of seven workers was estimated by the 
simulation system with the test model. This result 
matched the real capability in the range of 15 to 
18 projects estimated by the mangers of Company 
“A.” Moreover, the average of idled labor power 
also was close to the real situation as evaluated 
by the managers with experience. 

After the model test, the newly designed 
construction planning process was modeled in 
the eM-Plant system and evaluated with two 
situations: (1) the number of members of the 
construction planning team remained constant 
at seven, which was the total labor power of the 
construction planning department; (2) the project 
loading was taken as a function of the number 
of team members, and the combinations of labor 
power and project loading were estimated. 

The main purpose of the first simulation is to 
estimate the potential project loading that current 

labor power can take. Therefore, the value of the 
current number of personnel available was set at 
seven workers. Moreover, each team consists of 
one senior engineer and at least one junior en-
gineer, so there were eight possible labor power 
allocation alternatives for seven workers. Figure 5 
shows the allocation alternatives and the amount 
of projects which were simulated. 

As applying the forward scheduling method, 
the success ratio was always higher than 90% 
when the project loading was less than 25 proj-
ects. It decreased to 83% (less than the threshold 
of 90%) as the loading increased to 26 projects. 
Therefore, the maximum project loading for seven 
members was evaluated at 25 projects. Likewise, 
as the backward scheduling method was applied, 
the success ratio was always higher than 90% 
when the project loading was less 40 projects, but 
decreased to 80% as the loading increased to 41 
projects. Therefore, the maximum project loading 
for seven members proved to be 40 projects when 
the backward scheduling method was applied. 

Because forward scheduling deploys the 
maximum resource at the beginning of a project 

Figure 5. The possible labor power deployment alternatives tree for C.P.T with NAP==7, NAP: number 
of personnel available, AOP: amount of projects
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projects, the maximal project loading of seven workers was estimated by the simulation 
system with the test model. This result matched the real capability in the range of 15 to 18 
projects estimated by the mangers of Company “A.” Moreover, the average of idled labor 
power also was close to the real situation as evaluated by the managers with experience. 
After the model test, the newly designed construction planning process was modeled in 
the eM-Plant system and evaluated with two situations: (1) the number of members of the 
construction planning team remained constant at seven, which was the total labor power 
of the construction planning department; (2) the project loading was taken as a function 
of the number of team members, and the combinations of labor power and project loading 
were estimated. 
The main purpose of the first simulation is to estimate the potential project loading that 
current labor power can take. Therefore, the value of the current number of personnel avail-
able was set at seven workers. Moreover, each team consists of one senior engineer and at 
least one junior engineer, so there were eight possible labor power allocation alternatives 
for seven workers. Figure 5 shows the allocation alternatives and the amount of projects 
which were simulated. 
As applying the forward scheduling method, the success ratio was always higher than 
90% when the project loading was less than 25 projects. It decreased to 83% (less than the 
threshold of 90%) as the loading increased to 26 projects. Therefore, the maximum project 
loading for seven members was evaluated at 25 projects. Likewise, as the backward sched-
uling method was applied, the success ratio was always higher than 90% when the project 

Figure 5. The possible labor power deployment alternatives tree for C.P.T with NAP==7,  
NAP: number of personnel available, AOP: amount of projects
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to accomplish the process as soon as possible, 
labor power capability might be limited by more 
resource conflicts than in the backward scheduling 
method. Therefore, it was guessed that optimum 
project loading falls between the two above 
referenced extreme cases. Based on this result, 
Company A’s labor power margin was adapted 
to a minimum of 25 projects and a maximum of 
40 projects. 

In addition, the outputs of the simulation 
exhibit positive evidences of the advantages of 
process reengineering. That is, by comparing 
simulation results between the original process 
and the new, integrated construction planning 
process, we can see the labor power capability 
increasing from 16 projects to 40 projects, and 
idled labor power decreasing obviously due to 
the integration of functions. 

For the second situation, this study extended 
the number of personnel available from 2 to 15 
workers to realize the relation between labor 
power and project loading. In Figure 6, one NPA 
value corresponds to two project loadings; one 
is backward scheduling result and the other is 

forward scheduling result. As each NPA has been 
simulated, two curves could be finally sketched 
which present the relation of labor power and 
project loadings. Based on Figure 6, not only the 
capability range of specific labor power, but also 
the range of labor power requirement for specific 
project loading can be identified. Therefore, man-
agers can estimate the efficiency of labor power 
or the amount of it needed based on the number 
of projects.

successFuL sImuLAtIon

In the prior section the role of simulation in sup-
porting BPR was discussed. Now, how to achieve 
successful simulation? According to Sadowski 
et al. (1999) successful simulation is one that 
brings functional information at the proper time 
to bear an evocative decision. Aguilar et al. (1999) 
acknowledged that the victory of a simulation 
project fundamentally depends on four factors: 
the process characteristics, the objectives of 
simulation, the quality of input data, and the 

Figure 6. Simulated output curves of the new construction planning process
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loading was less 40 projects, but decreased to 80% as the loading increased to 41 projects. 
Therefore, the maximum project loading for seven members proved to be 40 projects when 
the backward scheduling method was applied. 
Because forward scheduling deploys the maximum resource at the beginning of a project 
to accomplish the process as soon as possible, labor power capability might be limited by 
more resource conflicts than in the backward scheduling method. Therefore, it was guessed 
that optimum project loading falls between the two above referenced extreme cases. Based 
on this result, Company A’s labor power margin was adapted to a minimum of 25 projects 
and a maximum of 40 projects. 
In addition, the outputs of the simulation exhibit positive evidences of the advantages of 
process reengineering. That is, by comparing simulation results between the original process 
and the new, integrated construction planning process, we can see the labor power capability 
increasing from 16 projects to 40 projects, and idled labor power decreasing obviously due 
to the integration of functions. 
For the second situation, this study extended the number of personnel available from 2 to 
15 workers to realize the relation between labor power and project loading. In Figure 6, one 
NPA value corresponds to two project loadings; one is backward scheduling result and the 
other is forward scheduling result. As each NPA has been simulated, two curves could be 
finally sketched which present the relation of labor power and project loadings. Based on 
Figure 6, not only the capability range of specific labor power, but also the range of labor 

Figure 6. Simulated output curves of the new construction planning process
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management of expectations. The key aspect of 
presenting the functional information is to look 
at it from the viewpoint of the audience for which 
it is intended. 

• What they need to know 
• Why they need to know 
• Anticipate the questions they may ask
• Their view of the system
• Take time to introduce them to how you look 

at things and investigate how this varies 
from their point of view. 

In the next discussion four aspects that affect 
the success of simulation will be underlined.

communIcAtIon

Simulation models can be viewed as a problem 
recognition rather than a problem solving tool 
(Hlupic & Vreedi, 2005).  In order to superiorly 
identify the problem it is essential to communicate 
the situation under consideration; if the situation 
communicated properly the problem to be solved 
will be recognized, defined and then appropriate 
formula for the problem will result. Through com-
munication the relations between the situation 
problem and simulation intention will be defined 
leading to the implementation of the acceptable 
action. Robinson et al. (1998) claimed that the 
classic approach to signify human decision-mak-
ing in a simulation model is to elicit the decision 
regulations from the decision-maker. This means 
that the communication channels with decision-
makers are required to be sustained to identify 
the superlative match between different scenarios 
resulting from simulation, along with organization 
goals that will provide a solution approved by the 
decision-maker. Internal and external organiza-
tional environments have to be communicated; 
for example, employees, organizational chain of 
command, encouragement arrangement, market, 
customers, and competitors, are a number of 

issues have to to be regarded. Throughout com-
munication the influence of diverse variables 
can be appraised, and the significance of each 
one can be labeled. One more party that must be 
communicated is the working team, that is, the 
team who is accountable for simulation process; 
this team must be supervised and led, as well as 
guided properly. Communication can be con-
sidered as the foundation from which either you 
tag along a mistaken path—meaning the risky 
one—resulting in organization failure or you 
tag on the precise path, which guides to success. 
The more properly and earlier that you handle 
the problem, the sooner that you can initiate your 
project (simulation). There are numerous ways to 
communicate with the above parties: interview 
is appropriate technique especially with top 
management, as well as observation of business 
process, besides several other techniques that can 
be used for this purpose.  JAD sessions can be 
conducted to communicate all these parties, these 
meetings can be wise for eliciting requirements, 
brainstorming to analyze initiatives, collaboration 
and thorough analysis.

comPLexIty

In the former arguments it was acknowledged 
that simulation is chosen as complexity and risk 
of as-is as well as to-be models grows to be high.  
It is of the essence for simulation panel to go 
behind planned approach in their work, one key 
inspiration behind the use of such an approach 
is to administer the model complexity in order 
that the model can be effectively confirmed and 
certified (Balci, 1990). In the preceding aspect, 
that is, communication, the value of organization 
environments was discussed; within these settings 
we deal with employees, where each employee 
has personality venture, incentive style and grand 
(Bridgeland & Becker, 1994). What’s more, by way 
of market instability with different input variables 
and the significance of each one to the business 
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objectives and working business processes, 
simulation team selection plays a fundamental 
role. The bottleneck in the on-hand resources 
has to be considered; for example, time, people 
and tools. As this estimation encompass high 
accuracy, the decision-making value of business 
process simulation will be further be significant. 
Abstraction level is imperative for reducing com-
plexity level in a simulation model, which then 
reduces essential time and resources dedicated to 
this effort. At the initial stages of simulation, it 
is noteworthy to gather as much information as 
possible: Benjamin et al. (1998) believed that it is 
crucial to start with low level of abstraction which 
imply huge amount of information. In addition, a 
system must be decomposed into subsystems to 
overcome its complexity, which means planning 
simulation project at proper level of details (divide 
and concur principle). Complexity reflection has 
to be linked to task worth analysis, that is to say, 
the tasks that represent keystones must be taken 
into account throughout the simulation work. On 
the other hand, the cost of each level of abstrac-
tion, that is, time, efforts, and resources analysis 
looked-for to accomplish the available and needed 
amount of information, in addition, the cost result 
from quality analysis must be thought about.

dynAmIsm

Hlupic & Vreedi (2005) emphasized that a simula-
tion model can be easily customized to go behind 
modification besides utilizing it as a decision sup-
port tool for unbroken progress. The majority of 
these days’ businesses are dynamic in nature and 
yet their objectives are habitually unpredictable 
due to the novel environment economy neces-
sities. Significant assistance is the reality that 
experiments with business models can be reiter-
ated, which facilitates the assessment of the sound 
effects of changes (Hlupic & Vreedi, 2005). In the 
framework of the above interpretation, it is es-
sential to review the resulting model meticulously 

by the simulation team, focusing on the business 
aspirations that guide the simulation project. The 
effects of any adjustment call round the model have 
to be agreed upon between simulation team and 
business owner (or its agent); this will go ahead 
to enhanced communication and acquiring the 
necessary support of decision-maker. During the 
employment, new resources (time, personnel, etc.) 
may be required to keep on simulation project, in 
these cases action and reaction will not work, it 
is important to be proactive for these unexpected 
events. To overcome these and similar cases, it is 
necessary to have an expectations agenda and cost 
margin to go on with the project safely. Sadowski 
et al. (1999) argued that all the way throughout the 
project, suppleness is significant as circumstances 
come to pass, such as scope adjustment, difficulty 
with data gathering or professionals’ accessibility. 
The simulation team has to look for innovative 
traditions to decipher evils.

scoPe 

As Sadowski et al. (1999) stated, “The most 
common types of misguided simulation studies 
are these where the scope is too ambitious or ill 
defined.” In the two previous sections, task value 
analysis and cost analysis were pointed out as 
components of complexity factor examination, 
if the scope of simulation is amorphous every-
thing appears to be significant according to the 
business under consideration. The scope stands 
for the boundaries of the work, Sadowski et al. 
(1999) asserted that the project originator must 
know what to wait for from simulation and the 
simulation team must know what is anticipated 
from them. So expectations management is one 
of the restrictions that affect simulation sensation. 
On the other hand, it is important that simulation 
concepts (for example, cycle time) have obvious 
denotation according to the related work. In the 
earlier discussions it was stated that success-
ful simulation conveys precise information at 
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the exact time to support an accurate decision; 
delivering information mostly depends on the 
individual, this information incorporates business 
rules and working processes, so the right indi-
vidual is critical periphery in simulation project. 
One more boundary is the business objectives by 
which simulation work is bounded. Besides, busi-
ness logic is a crucial character that is related to 
overall business settings that shape the margins of 
simulation plan. In order to obtain a proper scope 
a structured walkthrough must be accomplished 
principally with the dynamism attribute of new 
business environment.

chALLenges And LImItAtIons 
oF busIness Process 
sImuLAtIon

In the previous sections it was acknowledged that 
simulation is a predictive tool used to minimize 
the effects of probable risks. While simulation 
has numerous capabilities and characteristics 
that make it the best way to forecast the project 
future under certain circumstances, it has a lot 
of pitfalls:

1. Simulation is experience sensitive: the simu-
lation consequences are strongly affected 
by the experience of simulation team, for 
example, studying diverse workforce gen-
erations necessitates adequate background 
in this field.

2. Simulation is the superlative option when the 
problem complexity is high: in straightfor-
ward cases decision-makers can use many 
other tools, for example, linear program-
ming. If the problem complexity is not 
resolved accurately, the cost and efforts will 
not be easily justified when the stakeholders 
inquire about them.

3. Simulation is time sensitive: Hulpic & Vreede 
(2005) argued that as business surroundings 
and evils are turn out to be more complex, 

the time available to deliver solutions is more 
limited. Dynamic nature, new environment, 
and opportunities, become main concepts 
in business logic which is restricted in most 
cases by cost/benefit issues, so the rapid de-
cisions necessitate that simulation timeline 
to be as minimum as possible.

4. Simulation is sensitive to “on-hand infor-
mation:” unless the simulation team can 
effectively elicit the right information, the 
simulation consequences will be completely 
or at least partially distant from the accept-
able solution, so it is necessary to engage the 
right people who have the right information; 
this obliges selecting the effective roles in 
the organization.

5. Simulation scope (as discussed in pervious 
section): this issue is in command of results 
by project limitations, business objectives, 
and so forth.

Hulpic & Vreede (2005) confirmed that the 
number of stakeholders, model building time and 
management awareness are the key challenges of 
simulation:

1. Number of stakeholders: the simulation 
team need to communicate properly and 
efficiently with all roles in the organization. 
They communicate to top management to 
understand the objectives of the business, 
with employees to recognize the proper 
methods to empower each one of them and 
to know how to plan the daily habits of 
each one of them; to revise staff age group 
styles diversity and even working processes 
must be communicated to study the running 
process stream. All of these roles are carried 
out by people, therefore those people have to 
be involved before the simulation life cycle 
starts, which means more time, efforts and 
costs.

2. Model building time: as discussed previ-
ously, the time is inadequate in the new 



  ��

The Role of Simulation in Business Process Reengineering

economy to think in all business situations. 
Unfortunately, simulation needs time, ef-
forts, and human resources, and if simulation 
is not justified by the problem complexity 
along with its consequences it is favored to 
use a different tool.

3. Management awareness: management 
support is crucial in any activity success, 
in simulation case, it is necessary that 
management be aware of the advantages 
of simulation, the value of its outcomes, 
its responsibility in recognizing leadership 
skills, management skills, and so forth.

Besides these challenges, the culture is an 
additional challenge that must be concerned: at 
individual and national levels, this signifies the 
change acceptance level within the cognitive 
limit of the target society. Again,  religion, habits, 
and traditions may make the predictive tool un-
able (even within a certain limit) to simulate the 
future. In order to overcome these challenges it 
is necessary to:

1. Select the appropriate simulation team.
2. Keep it simple: start with simple and known 

things on the road to further complex and 
unknown ones.

3. Divide and concur: exhaustive working may 
lead to disseminating simulation efforts; 
hence it is better to divide the work among 
simulation team.

4. To overcome time-consuming communica-
tion it is recommended to hold meetings for 
all the stakeholders within one session as 
possible; that is, JAD session.

5. It is recommended that agile methodologies 
are used to develop simulation software 
package, since agile approaches concern 
frequent changing, customer involvement, 
and so forth.

6. It is necessary to improve simulation team 
communication skills taking into account 
the cultural matters. 

At the implementation level, the following 
are some issues that must be considered (Berio 
& Vernadat, 1999):

1. Provide a general model representation for 
the user (user interface).

2. Incremental modeling (concept of domains), 
because modeling is an iterative process.

3. Implementation of the view mechanism (for 
the management of, model complexity).

4. Distinction between material, information 
and control flows (for instance, using dif-
ferent graphical representations or nota-
tions).

5. Functional hierarchy for the decomposition 
of domain processes (top level), business 
process (intermediate level), and enterprise 
activities (lowest level).

6. Distributed simulation capabilities (to emu-
late concurrent processes and stand alone 
resource behaviors).

summAry

The logic of the business world is to create an 
advantage and/or utilize an opportunity. 

Customer, cost, and competition are the issue(s) 
that have an aptitude to drive any plausible busi-
ness improvement. There are many approaches 
to change management; in the preceding discus-
sion in this chapter the authors focused on total 
quality management (TQM), business process 
reengineering (BPR) and, knowledge manage-
ment. Considering the rate of failure in reengi-
neering projects was over 50%, one of the major 
tribulations that have a say to the breakdown of 
BPR projects is the need of tools for evaluating 
the sound effects of a considered solution before 
execution.

Complexity and risk are the main issues have 
to been emphasized when simulation activity is to 
be conducted. Flow objects, resources, activities, 
and routings are the basic building blocks of any 
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proper model. Cycle time, entity count, resource 
utilization and activity cost were illustrated as 
the measures for any model performance. The 
chapter illustrated the model experimentation, 
output analysis, and recommendations of busi-
ness process change as the major business process 
simulation steps. The number of stakeholders, 
model building time and management awareness 
were positioned as the key challenges of simula-
tion. Throughout the preceding in this chapter the 
discussion on the effect of simulation on business 
environment related skills, business management 
related skills, leadership related skills, employees’ 
empowerment level, process improvement, ethi-
cal issues, and stakeholders’ management skills 
were discussed. Finally, for successful simulation 
communication, complexity, dynamism and scope 
must be considered and then simulation can be 
used in diverse applications and areas as outlined 
in this chapter.
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AbstrAct

In front of traditional interpretations of the digital 
gap based on endogenous conditions of the firms, 
this chapter intends to emphasize the importance 
that some external pressures may have on the e-
business strategy of small and medium enterprises 
(SMEs). The environmental factors analyzed here 
are market position, competitive intensity, and 
institutional pressures. SMEs have been grouped 
according to their level of e-business involvement, 
in relation to the number of e-business solutions 
adopted so far. Three layers are proposed: ex-
cluded, tentative, and integrated e-business SMEs. 
A multinomial logistic regression was used to 
predict these strategies. A general conclusion is 
that different models seem to explain exclusion 
and involvement. Specifically, two factors among 
those analyzed reveal to be more suitable in ex-

plaining e-business exclusion. They are the size 
of a SME and a lack of institutional pressures to 
adopt. On the other hand, e-business involvement 
seems to be primarily prompted by a selective 
competitive environment and not by imitative 
behaviors, as in the previous case.

IntroductIon

In this chapter, our general attention is on the 
adoption and diffusion of e-business solutions 
among small and medium enterprises (SMEs). 
More specifically, our interest is focused on some 
external factors that may affect this process, since 
we are persuaded that external forces are espe-
cially important within small organizations, while 
largely understated by the literature. We will try 
to analyze whether these factors do relate to the 
e-business involvement of an SME. 
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E-business is an umbrella term referring to 
a wide variety of Internet-based management 
solutions. The solutions considered here are: 
interactive Web sites, e-commerce platforms, 
e-procurement systems, customer relationship 
management systems, and telework.

bAckground: smes And
externAL FActors AFFectIng 
e-busIness

Many researches explain the adoption of e-
business solutions in terms of endogenous fac-
tors, that is variables which are internal to the 
organization. Among these factors, different 
typologies of variables are recursive: the level of 
financial resources able to affect any investment 
decision; the managerial culture, influencing the 
propensity to innovate; and the organizational 
readiness, which is relevant for the integration of 
new technologies (for a review, see Lee, Runge, 
& Baek, 2001). Conversely, the potential influ-
ence of exogenous pressures have been largely 
understated. Within this handbook, a review of 
internal factors is out of the scope of the current 
chapter. Instead, our goal is to deepen our un-
derstanding about the following environmental 
drivers: market position, competitive intensity, 
and institutional pressures.

When focusing on SMEs, environmental 
elements must be considered as especially im-
portant because of the high dependency of these 
organizations from the context: SMEs appear 
more sensible to external pressures, in terms of 
both competitive and social “rules of the game” 
(Fink, 1998). Therefore, important explanatory 
factors of adoption strategies shall be easily found 
by studying the environment where SMEs play, 
rather than focusing only on internal conditions. 
Above all, since e-business is basically considered 
an instrument to improve firm’s competitiveness 
(Amit & Zott, 2000), we could expect that the 
competitive features of the arena where SMEs 
play require special attention.

Starting from the current literature, then, the 
environmental forces analyzed in this work are: 
(1) the level of perceived competition (Kuan & 
Chau, 2001; Riemschneider, Harrison, & Mykytn, 
2003); (2) the pressure to be considered technology 
savvy (Iacovou, Benbasat, & Dexter, 1995; Zhu, 
Kremer, & Xu, 2003); and (3) the competitive 
position occupied in the marketplace (Daniel & 
Grimshaw, 2002; Lal, 1999).

Our chapter will briefly review the theoretical 
antecedents for each of these factors and then we 
will provide a set of hypotheses.

competitive Intensity

According to the well known industrial organiza-
tion framework (Andrews, 1971; Porter, 1985), it 
can be observed that an increasing competitive 
intensity worsens the balance between opportuni-
ties and threats, requiring firms to adopt more in-
novative strategies to survive and make profits.

Within this view, Gatignon and Robertson 
(1989) found that competitive pressure in the 
adopter industry has a positive impact on adoption 
of information and communication technologies. 
In the same way, Thong and Yap (1995) found 
that the CEO attitude towards new technologies 
adoption is positively correlated with the degree 
of competition faced in the market. Similarly, 
Premkumar and Roberts (1999) demonstrated that 
the degree of competitive rivalry in the adopter’s 
industry affects the rate of adoption of digital 
technologies.

Also adopting the more recent resource-based 
approach (Barney, 1991; Peteraf, 1993), it could 
be observed that the strength of competition in 
the factor markets reduces the power of isolating 
mechanisms sustaining the competitive edge, 
thus requiring continuous innovation strategies. 
Within these contexts, innovations lead to re-
source substitution phenomenon, acting as basic 
conditions for rent seeking (Malerba & Orsenigo, 
1997). Especially here, e-business solutions may 
contribute to the development of dynamic capabili-



  ��

Environmental Drivers of E-Business Strategies Among SMEs

ties sustaining long-term competitive advantages 
(Teece, Pisano, & Shuen, 1997). This discussion 
leads to formulate our first hypothesis:

Hp1: The degree of perceived competition 
increases the intensity of e-business strategy 
among SMEs.

Institutional Pressures and
technology Legitimacy

According to the institutional theories, a firm’s 
behavior has to be coherent with norms and social 
rules requested by their environment (Di Maggio 
& Powell, 1983; North, 1990). 

Consistently, in order to gain access to specific 
resources, to collaborative networks, or to strategic 
alliances, a firm might be subject to legitimacy 
assessment by other social agents (competitors, 
partners, and other stakeholders). The require-
ments may be very selective especially for SMEs, 
since they are not usually perceived as legitimate 
players due to their lack of resources and capabili-
ties (Grewal, Comer, & Metha, 2001). 

Although for SMEs the last decision maker is 
generally the owner-manager, the pressure that 
she feels from other stakeholders (e.g., employ-
ees, customers, suppliers) remains an important 
determinant of technology adoption. Harrison, 
Mykytyn, and Riemenschneider (1997) found 
that similar unwritten norms, maintained by 
peers and society, strongly influence the inten-
tion to adopt information technologies in small 
businesses. Along the same line, Lee et al. (2001) 
posit that SMEs’ managers hear about the relative 
advantages of digital technologies largely from the 
trade press, their friends, business competitors, 
and peer-social interactions.

This would create selective contexts, where it 
is important to be perceived as technology savvy 
and where e-business strategies may be driven, 
among the other things, by a relational need to 
be reputed as innovative and technology savvy. 
This leads to our second hypothesis:

Hp2: The need for a technology legitimacy 
increase the intensity of e-business adoption 
among SMEs.

market Position

Given a certain level of competitive rivalry, a lead-
ing market position1 may reveal better resources to 
exploit the potential of the new technologies. This, 
in turn, would be a further driver for e-business 
intensity. Moreover, early e-business adoption 
might be interpreted as a pre-emptive strategy 
of the leader. From this point of view, the leader 
would feel an external pressure to be the first 
mover, in order not to loose its supremacy.

From a theoretical point of view, there is a 
general consensus on the fact that the adoption of 
information technologies, by itself, has a marginal 
direct effect on firm performance, while signifi-
cant impacts emerge only when such technologies 
are combined and integrated with other distinctive 
competencies (see, among the others, Clemons & 
Row, 1991; Mata, Fuerst, & Barney, 1995; Powell 
& Dent-Micallef, 1997). 

A possible implication is that e-business solu-
tions, like other ICTs, would have greater power 
in consolidating leading positions rather than 
reduce competitive gaps: the instrumental nature 
of technology makes e-business strategies viable 
only when there are some “business strategy” 
beyond them, thus suggesting that technology 
cannot fix a flaw process by itself, but it is able 
to improve, even significantly, an established 
process (Carr, 2001).

In other words, there is a “strategic necessity 
hypothesis” supporting the adoption of ICT tech-
nologies, and it is more likely that this necessity is 
present among firms with a solid market position 
(Clemons & Row, 1991).

Following these considerations, SMEs feeling 
in a leading market position would be more likely 
to adopt new technologies than “marginal” com-
petitors, which would prefer to exploit existing 
knowledge and capabilities rather than exploring 
new possibilities (Leonard-Barton, 1992).
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Hp3: Being in a leading market position 
increases the intensity of e-business among 
SMEs.

methodoLogy

sampling and collecting

The analysis is based on a survey of Italian 
SMEs. In this case, Italy can be considered as a 
meaningful field to investigate issues related to 
SMEs, given the high number of small organiza-
tions in most of the industries. A random stratified 
sample of 1,000 SMEs was selected, respecting 
the breakdown of SMEs among manufacturing 
and service industries, excluding firms with less 
than 50 employees, considered as very small, and 
with more than 500 employees, considered as 
large organizations. Data was collected through a 
questionnaire and firms were contacted by phone 
using the CATI technique during the period No-
vember/December, 2003.

A draft of the questionnaire was first tested 
on a random sample of 15 SMEs. The final ver-
sion was modified accordingly. In order to reduce 
potential response bias, a unique key informant 
was chosen: the CEO was selected as the most 
appropriate respondent. In answering the entire 
questionnaire, 376 firms became the actual sample 
of this study. 

variables

The dependent variable of our model is the inten-
sity of e-business adoption among SMEs. More 
precisely, we measure “e-business intensity” as 
a multinomial variable (EBUSINT) with three 
possible levels: 

• 0, for SMEs which do not implement any 
kind of e-business strategy, and thus ex-
cluded from e-business trajectories (EX-
CLUDED)

• 1, for SMEs which tried to implement one 
e-business strategy among the following: in-
teractive Web site, e-commerce, e-procure-
ment, customer relationship management, 
and telework. This group of firms will be 
called TENTATIVE

• 2, for SMEs that integrated more than one 
e-business solutions in their processes, and 
for which e-business could be seen as a 
normal practice (INTEGRATED)

The intensity of competition perceived by 
a SME (variable “COMPETITION”) has been 
measured through a five points likert-type scale 
(1= I completely disagree; 5 = I totally agree) for 
the following sentence: “In the market where we 
play, competition is extremely strong.”

The intensity of technology legitimacy pres-
sure perceived by a SME (“TECHLEGITIM”) 
has been measured through a five point likert-
type scale (1= I completely disagree; 5 = I totally 
agree) for the following sentence: “Given the 
market where we play, it is important for us to 
be considered as technology savvy.”

The relative market position has been measured 
through a dummy variable (“LEADERSHIP”), 
as the answer to the following sentence: “Within 
your specific segment or niche, does your firm 
feel to be in a leading market position?” (1 = 
yes; 0 = no).

Since the range of firms’ size in our sample is 
remarkable (from 50 to 250 employees), and since 
business size already proved to be a significant 
discriminator between IT adopters and non-adopt-
ers among SMEs (Fink, 1998), we controlled 
for size-effects (variable “SIZE”). To that end, 
we used the natural logarithm of the number of 
employees, considering that the probability to 
adopt an innovation increases with size, but at 
decreasing rates.

Last, we recognize that service sectors—for 
their intangible nature—may be more conducive 
of e-business strategy than manufacturing (Luck-
ing-Reilly & Spulber, 2001). The dichotomous 
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variable “SERVICE” (0 = manufacturing; 1 = 
service), then, is used to control for this industry 
specificity.

the Analytical model

Multinomial logistic regression (MLR) is useful 
for situations in which you want to be able to clas-
sify subjects based on values of a set of predictor 
variables. This type of regression is similar to 
logistic regression, but it is more general because 
it can be applied when the dependent variable is 
not restricted to two categories. 

Since we modeled our dependent variable as a 
multinomial variable with three levels (excluded, 
tentative, integrated), we applied the MLR proce-
dure, which is essentially an extension of binary 
logistic regression to a polytomous multinomial 
(Agresti, 1999). 

The method basically proceeds by compar-
ing the effect of factors and covariates on the 
possibility of being in each of “n-1” categories 
(in our case, the “excluded” and the “integrated” 
categories) compared with the baseline category 
“n” (in our case, the “tentative” category).

This is conceptually equivalent to fitting “n-1” 
separate binary logistic models, comparing cat-
egory 1 with category n, category 2 with n, and 
so on. Practically, the software usually estimates 
a simultaneous model which is more statistically 
sophisticated where, for each independent vari-
able, we have “n-1” parameter estimates, each 
estimating the effect of a one-unit change in this 
variable on the log odds of being in category rather 
than in the baseline category (Long, 1997). In few 
terms, for each case, there will be n-1 predicted 
logits, one for each category relative to the refer-
ence or baseline category (Menard, 2002).

It could be noted that, when multiple classes 
of the dependent variable can be ranked, as for 
our case, ordinal logistic regression is sometimes 
preferred to multinomial logistic regression. Our 
choice to adopt MLR is due to the fact that our 
sample does not fully satisfy the test of parallel 

lines, which is mandatory to adopt the ordinary 
logistic regression (Menard). Moreover, MLR 
allows comparing the effects of independent 
variables (i.e., the drivers of e-business) across 
different categories of dependent variables, which 
is one important feature of our model. In any cases, 
when the ordered logit model is run adopting a logit 
as a link function, outcomes are largely similar to 
those obtainable through the multinomial logistic 
regression (Pampel, 2000).

FIndIngs 

Table 1 shows the first outcome of the predictive 
model for the adoption of e-business solutions 
among SMEs. The reference category is “tenta-
tive,” that is firms that adopted one, but only one, 
e-business solution.

The overall model fitting measures are all 
satisfactory.2 We can focus, then, to parameter 
estimates and discuss our previous hypotheses. 
The findings are reported below:

1. The size of a SME appears to be a significant 
variable in explaining the leap from being 
“excluded” to become “tentative,” but it 
does not appear as significant in explaining 
a further leap, the one from being “tentative” 
to become an “integrated” e-business firm. 
More precisely, a one unit increase in the 
natural logarithm of the number of employee 
of a SME (that is, an increase of about 170% 
in its size), reduces the odds ratio of being an 
“excluded” firm—instead of being at least 
a “tentative” one—by 34%.

E xcluded S ME
(no ebusiness 

solutions)

Tentative S ME
(just � ebusiness 

solution)

Involved S ME
(� or more

ebusiness solutions)

S IZE ** S IZE

2. The lack of competition would not prove to 
be a significant factor in explaining e-busi-
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Model -� Log Likelihood Chi-Square df Sig.
Intercept Only ���,���

Final ���,0�� ��,��� �0 0,000

Cox and Snell 0,���
Nagelkerke 0,130
McFadden 0,0��

Effect
-� Log Likelihood 
of Reduced Model Chi-Square df Sig.

Intercept ���,0�� 0,000 0 .
SIZE ���,��� �,��� � 0,036
TECHLEGITIM ���,��� �,��� � 0,013
COMPETITION ���,��� �,��� � 0,088
SERVICES ���,��� �,0�� � 0,029
LEADERSHIP ��0,��� ��,��� � 0,001
The chi-square statistic is the difference in -� log-likelihoods between the final model and a reduced model. 
The reduced model is formed by omitting an effect from the final model. 
The null hypothesis is that all parameters of that effect are 0.
This reduced model is equivalent to the final model because omitting the effect does not increase the degrees of freedom.

EXCLUDED TENTATIVE INTEGRATED
Percent 
Correct

EXCLUDED �� �� �� ��,�%
TENTATIVE �� �� �� ��,�%

INTEGRATED �� �� ��� ��,�%
Overall 

Percentage ��,�% ��,�% ��,�% 49,5%

model Fitting Information

Pseudo r-square

Likelihood ratio tests

classification

Observed

Predicted

Lower 
Bound

Upper 
Bound

Intercept �,��� �,0�� �,��� � 0,00� . . .
SIZE -0,��� 0,��0 �,��� � 0,014 0,��� 0,��� 0,��0
TECHLEGITIM -0,��� 0,��� �,��� � 0,008 0,��� 0,��0 0,���
COMPETITION 0,0�� 0,��� 0,0�� � 0,��� �,0�� 0,��� �,���
SERVICES -0,��� 0,��� �,��� � 0,��� 0,��� 0,��� �,��0
LEADERSHIP 0,0�� 0,�0� 0,0�� � 0,��� �,0�� 0,��� �,�0�
Intercept -0,��� 0,�0� 0,��0 � 0,��� . . .
SIZE -0,0�� 0,��� 0,��� � 0,��� 0,��� 0,��� �,�0�
TECHLEGITIM -0,0�� 0,��� 0,��� � 0,�0� 0,��� 0,��0 �,���
COMPETITION 0,��0 0,��� �,��� � 0,046 �,��� �,00� �,���
SERVICES 0,��� 0,��� �,�0� � 0,��� �,��� 0,��� �,���
LEADERSHIP 0,��� 0,��� �0,0�� � 0,002 �,��� �,��� �,���

Wald df

EXCLUDED

INTEGRATED

Sig. Exp(B)

��% Confidence 

B Std. Error

Parameter estimates

	Table	1.	Multinomial	logistic	regression:	model	fitting

Table 2. Multinomial logistic regression: parameter estimates*

* TENTATIVE is the reference category
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ness exclusion for a SME; on the contrary, 
the level of perceived competition appears 
significant in explaining the leap from “ten-
tative” e-business to “integrated” e-business. 
This result would confirm our first hypoth-
esis: the degree of perceived competition 
does affect the involvement in e-business 
strategies, even if it does not explain e-busi-
ness exclusion tout court. More precisely, 
a one point increase in the five-point scale 
measuring the level of perceived competi-
tion increases the odds ratio of being an 
“integrated” e-business SME—instead of 
being just “tentative”—by 28.4%.

E xcluded S ME
(no ebusiness 

solutions)

Tentative S ME
(just � ebusiness 

solution)

Involved S ME
(� or more

ebusiness solutions)

C ompetition**C ompetition

3. Low environmental pressures for being 
technology savvy prove to be a significant 
factor in explaining part of the e-business 
exclusion of a SME, but not a significant fac-
tor in explaining the leap from being “tenta-
tive” to become an “integrated” e-business 
firm. Accordingly, the second hypothesis 
would be confirmed by our evidence, but 
only in explaining e-business exclusion vs. 
adoption. This sample did not confirm any 
role of technology legitimacy requirements 
in explaining different level of e-business 
adoption. More precisely, a one point in-
crease in the five-point scale measuring the 
intensity of this pressure reduces the odds 
ratio of being an “excluded” firm instead of 
being at least “tentative” by 27%.

E xcluded S ME
(no ebusiness 

solutions)

Tentative S ME
(just � ebusiness 

solution)

Involved S ME
(� or more

ebusiness solutions)

Need for tech. legitimacy*** Need for tech. legitimacy

4. A (self-stated) leading market position is 

highly significant only in explaining the 
leap from being just “tentative” to be an 
“integrated” e-business firm: SMEs in 
a leading market position (or feeling so) 
more than double the odds ratio of being 
“involved” in e-business. In confirmation of 
our third hypothesis, then, it seems possible 
to conclude that a strong market position is 
positively related to higher levels of e-busi-
ness involvement. More precisely, when an 
SME feels to be in a leading market posi-
tion, the odds ratio of being an “integrated” 
e-business SME—instead of being just 
“tentative”—increases by 126.6%.

E xcluded S ME
(no ebusiness 

solutions)

Tentative S ME
(just � ebusiness 

solution)

Involved S ME
(� or more

ebusiness solutions)

Market leader Market leader***

Finally, the role of the industry (namely, ser-
vices vs. manufacturing) was controlled by the 
dichotomous variable “services.” Even if the lit-
erature already proved the relevance of this factor, 
our sample produced a Wald statistics below the 
10% level of significance for both the contrasts 
(“tentative” vs. “excluded” and “tentative” vs. “in-
tegrated”). Considering the two contrasts together, 
however, the χ2 test on the difference between 
the full model deviance and the baseline model 
deviance shows an overall significance at the 5% 
level. The estimates indicate that belonging to a 
service sector, instead of a manufacturing one, 
would reduce the odds ratio of being “excluded” 
by 34%. Similarly, belonging to a service sector 
would increase the probability of being “inte-
grated” (instead of just “tentative”) by 46%.

ImPLIcAtIons And concLusIons 

The very first conclusion that is possible to draw 
out is that different factors seem to explain the 
nonadoption of e-business solutions and different 
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levels of e-business involvement. The analysis, in 
other words, confirms the opportunity to keep the 
two issues as separated: e-business exclusion and 
e-business involvement appear, at least partially, 
to be different phenomena that require different 
theoretical reasoning and modeling.

With specific regard to our study, two factors 
among those analyzed reveal to be more suitable 
in explaining e-business exclusion of some SMEs 
(but not to explain different levels of e-business 
adoption). They are the size of a SME and a lack 
of institutional pressures/inputs to adopt the in-
novations in point (see hypothesis two).

E xcluded S ME
(no ebusiness 

solutions)S ize

L ack o f ins titutional pres s ures
to a dopt ebus ines s 

This means that:

1. When the adoption of e-business is just 
sporadic, almost casual (tentative, as said), 
this is generally because such an adoption 
roots mainly in imitating behaviors or ex-
ternal pressures, and less in the culture of 
innovation or in the search of competitive 
advantages.

2. It is also confirmed that the lack of adequate 
resources (tangibles and intangibles, as 
approximated by the variable size), may 
completely impair the adoption of any e-
business solution, something well-known 
to the literature of innovations. SMEs in 
similar conditions need the special attention 
of e-business supporting policies, keeping 
in mind that pushing adoption, by itself, is 
not enough to let a firm enjoy the benefits 
of e-business.

The study, then, provides insights on e-busi-
ness involvement, that is, on a further step to 
become firms developing more e-business inte-
grated opportunities. 

 

Leading 
market position

Selective competitive
environment Involved SME

(more
ebusiness solutions)

1. Interestingly, and significantly, this leap is 
prompted by a selective competitive envi-
ronment, and not by imitative or induced 
behaviors, as for the previous, tentative 
step 

2. An integrated e-business involvement, here, 
seems to be a requirement and an opportu-
nity to remain competitive. Not by chance, 
in fact, these firms are the leading ones, 
feeling the necessity to stay on the edge. 

Competition, then, would create the right 
conditions for driving the adoption of integrated 
e-business solutions among SMEs. Procompeti-
tive policies, accordingly, would result in effective 
(and efficient) prodigitalization policies as well.

The results also lead to a related consideration: 
today, firms facing low levels of competition or low 
environmental pressures can still afford a low (or 
nought) e-business involvement and innovation. 
But how many arenas will have the fortune of 
maintaining a similar structure in the next future? 
The evidence tells us that these happy gardens 
are rarer and rarer, also because of technologi-
cal changes. The management, here, should ask 
whether they are getting ready for the upcoming 
challenges or whether, instead, they are exposing 
their firms to some risky e-business run up.

Among the limitations of this study, it must be 
noted that a possible response bias exists. In fact, 
firms with a higher e-business involvement might 
be more inclined to answer the questionnaire. 
However, while this would bias the percentage 
of e-business adopters (statistical frequencies in 
Table 1), it should not bias the relationships that 
we discussed in this chapter.

Finally, as a suggestion for future research, 
the implications emerged in this study might be 
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integrated by the analysis of further factors, both 
endogenous and exogenous, separately for e-busi-
ness adoption and e-business involvement.
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key terms

E-Business: An umbrella term referring to a 
wide variety of Internet-based management solu-
tions, like a Web site, an e-commerce platform, or 
a customer relationship management system.

Web site: An organization’s presence or an 
individual’s presence on the World Wide Web. 
It is a structured collection of multimedia pages 
linked to each other and very often to pages on 
other Web sites (hyperlinks). A Web site is hosted 
on a server computer and, to qualify as a Web 
site, the server must be available on the Internet 
24 hours a day.

E-Commerce: According to the American 
Marketing Association (AMA), an e-commerce 
strategy incorporates various elements of the 
marketing mix to drive users to a Web site for the 
purpose of purchasing a product or service.

E-Procurement: A structured information 
system adopted by some organizations for making 
business-to-business purchases over the Inter-
net. Such a system can connect companies and 
their business processes directly with suppliers 
while managing all interactions between them. 
E-procurement is also referred to as supplier 
exchange.

Customer Relationship Management 
(CRM) System: a system combining database 
and computer technology with customer service 
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to manage at best the relationships with clients. 
Automated CRM processes are often used to 
generate automatic personalized marketing ac-
tions based on the customer information stored 
in the system. 

Telework: According to the European Com-
mission, telework occurs when information and 
communications technologies (ICTs) are applied 
to enable work to be done at a distance from the 
place where the work results are needed or where 
the work would conventionally have been done.

Institutional Pressures: According to the 
Institutional Theory, institutions work as forces 
upon individuals and organizations by creating 
social pressures and restrictions, setting bound-
aries for what is accepted and what is not. Such 
an influence can be in the form of normative, 
coercive, and mimetic pressures (Davidsson, 
Hunter, & Klofsten, 2006). Normative pressures 
consist of social pressures on organizations and 
its members to conform to certain norms. Co-
ercive pressures are often thought of as formal 
institutions of regulations or laws but can also 
be informal expectations on organizations (e.g., 

technical standards imposed by someone exerting 
power over another actor, as in a parent-subsid-
iary relationship). Mimetic pressures represent 
demands towards imitation of other organizations 
to cope with uncertainty.

endnotes

1 A leading position for a SME, here, may 
also refer to a specific segment or niche of 
the market.

2 The likelihood ratio test on the entire model 
is highly significant: the independent vari-
ables, together, do have a significant effect 
on the e-business intensity among SME. 
With regard to the Nagelkerke pseudo R-
square measure, it indicates a satisfactory 
level above the threshold value of 0.10. Also, 
the model is able to correctly classify 49.5% 
of the cases. This is an increase of 13.5% 
compared to its baseline: also in this case, 
a lift above 10% is largely considered as 
satisfactory.

This work was previously published in Handbook of Research on Global Diffusion of Broadband Data Transmission, edited 
by Y. Dwivedi, A. Papazafeiropoulou, & J. Choudrie, pp. 493-503, copyright 2008 by Information Science Reference, formerly 
known as Idea Group Reference (an imprint of IGI Global).
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AbstrAct

This article describes the architecture development 
process in an international ICT company, which 
is building a comprehensive e-business system 
for its customers. The implementation includes 
the integration of data and legacy systems from 
independent business units and the construction of 
a uniform Web-based customer interface. We fol-
lowed the early process of architecture analysis and 
definition over a year. The research focuses on the 
creation of e-business architecture and observes 
that instead of guided by a prescribed method, 
the architecture emerges through somewhat 
non-deliberate actions obliged by the situation 
and its constraints, conflicts, compromises, and 
political decisions. The interview-based qualita-
tive data is analyzed using grounded theory and 

a coherent story explaining the situation and its 
forces is extracted. Conclusions are drawn from 
the observations and possibilities and weaknesses 
of the support that UML and RUP provide for the 
process are pointed out.

IntroductIon

Robust technical architecture is considered one of 
the key issues when building successful e-business 
systems. The design of technical architecture is 
usually seen as a set of trade-offs between avail-
able resources (such as available personnel and 
money) and operational requirements related to 
technical architecture, such as scalability, capac-
ity, response times, security, and availability. The 
software architecture research provides design 
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tools for technical architecture design, including, 
for instance, architecture description languages 
(Dashofy, Van der Hoek, & Taylor, 2005; Med-
vidovic & Taylor, 2000), common architectural 
patterns and styles (Monroe, Kompanek, Melton, 
& Garlan, 1997), architectural trade-off methods 
(Kazman, Klein, & Clements, 2000), architec-
tural frameworks (Leist & Zellner, 2006), and 
technologies for e-business implementation (Bi-
chler, Segev, & Zhao, 1998). In an ideal world, 
the work of an architect would be to find the 
explicit requirements for architecture, and select 
the best possible design tools and technologies 
to implement the architecture. Furthermore, 
the architecture development team would make 
rational trade-offs concerning the requirements, 
and produce the best realistic solution for the 
architecture with the selected design tools and 
implementation technologies.

However, the literature contains many ex-
amples of cases where technical rationality has not 
been sufficient for the success in IS projects (e.g. 
Sauer, Southon, & Dampney, 1997). Architecture 
researchers have found that the work of an archi-
tect and the usage of architecture are bound by 
more diverse organizational issues and limitations 
that the classical technical software architecture 
research ignores. These include for example the 
diverse role of an architect in an organization 
observed by Grinter (1999) and varying uses and 
meanings of architecture in practice (Smolander 
& Päivärinta, 2002a). The main message of these 
studies is that an architect has a social, and even 
political, role in an organization and that different 
stakeholders relate different meanings to archi-
tecture to fulfill their informational requirements 
in the development process. This phenomenon 
has remarkable similarities to information sys-
tems development in general. As pointed out by 
Klein & Hirscheim, the implicit assumption of 
rationality of the development processes hides the 
legitimating of the goals and differing political 
agendas of various stakeholders (Hirschheim & 
Klein, 1989). 

To understand the issues involved in archi-
tecture development, we observed a project that 
was developing e-business architecture in an 
international ICT company. We interviewed vari-
ous stakeholders to gain a deep insight into the 
process. The company already had several e-com-
merce systems in individual business units, but it 
needed a more uniform customer interface for its 
various systems. The e-business project included 
the integration of data and legacy systems from 
these units and the construction of a uniform 
Web-based customer interface hiding the differ-
ences of the business units. Our goal was to find 
ways for supporting architecture development by 
means of methods and description languages, such 
as UML. We were aware of efforts of supporting 
architecture design with UML (e.g., Conallen, 
1999; Garlan & Kompanek, 2000; Hofmeister, 
Nord, & Soni, 1999b; Object Management Group, 
1999, 2006), but these efforts were mostly targeted 
to technical software design and we did not know 
how well these would support a large socio-techni-
cal or organizational project, such as enterprise or 
e-business architecture development. Therefore 
we decided to observe a real world project and 
concentrate on the requirements that e-business 
architecture development in its complex organi-
zational context state on description languages 
and development methods. Next, we decided to 
compare the observed requirements to the support 
that UML and RUP offer, because they, together, 
form the current methodological basis for many 
systems development organizations. UML is 
the de-facto standard language in software and 
systems development and RUP (Jacobson, Booch, 
& Rumbaugh, 1999) is a widely known process 
model that claims to improve development pro-
cess maturity (Kuntzmann & Kruchten, 2003). 
We believed that this kind of knowledge would 
benefit both practitioners in process improvement 
and developers of UML extensions.

Another interest was to find out what factors 
influenced the creation of e-business architecture: 
was it designed purposefully by software archi-
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tects through rational decisions and trade-offs, or 
did it emerge through somewhat non-deliberate 
actions obliged by the situation and its constraints, 
conflicts, compromises, and political decisions? 
This is a very important issue, as unlike software 
architecture, e-business architecture is very tightly 
coupled with the business models of the company 
and thus the architecture has a far more direct 
impact on business than for example low-level 
system architecture. Furthermore, if the busi-
ness models are not supported by the e-business 
architecture, then the business strategy will not 
work (Ross, Weill, & Robertson, 2006). 

We used open interviews of various actors in 
the projects to gather the necessary information 
about the project. We analyzed the qualitative 
data from the interviews using grounded theory 
(Glaser & Strauss, 1967) as the research method 
and concluded the analysis by categorizing the 
issues that had emerged using the taxonomy of 
Lyytinen (1987). Thus, we classified the issues 
as belonging into technical, language and or-
ganizational context. From this classification of 
issues, we extracted requirements for development 
methods when developing integrated e-business 
solutions and compared these requirements to 
the support that the combination of UML and 
RUP provides.

We observed that most of the problems encoun-
tered had very little to do with descriptions of the 
architecture per se. Rather what was problematic 
were the issues that architecture development ex-
posed about the underlying organization. This is 
an important finding, as most of the research into 
architecture has been about effective description 
languages and design processes and there is a void 
of research about the organizational consequences 
of architecture development. 

The article is organized as follows: we start 
by explaining in more detail what is meant by 
architecture in this article (section 2). In section 
3, we describe the research process and method 
used. section 4 describes the situation the com-
pany is facing and the motives for the change and 

implementation of the e-business system. In sec-
tion 5, we describe the situation and the context 
of the development project aiming at e-business 
implementation and the consequences of the situ-
ation for the progress of the development project. 
From the observed issues faced by the develop-
ment project we draw conclusions and extract the 
requirements for development methods in e-busi-
ness architecture development and compare the 
requirements to support that the combination of 
UML and RUP provides (section 6). We point out 
areas where current research is not supporting the 
needs of the practice of general and particularly 
e-business architecture development. 

ArchItecture In systems  
deveLoPment

In this study, we describe a process where compre-
hensive e-business architecture is being created. In 
addition to e-commerce systems serving external 
customer transactions, e-business includes both 
the integration of and streamlining of internal 
information systems to serve the new digitally 
enabled business processes (Kalakota & Rob-
inson, 2001) and the unified customer interface 
(Ross et al., 2006). For the sake of simplicity, 
we understand e-business here to cover both the 
transactions and processes within a firm and the 
integrated external e-commerce systems as in 
(Kalakota & Robinson, 2001). This enables us 
to interpret the process in the studied organi-
zation as the process of building an integrated 
e-business architecture. Ross et al. (2006) stress 
the architecture as the necessary foundation for 
execution of comprehensive, across the functions 
operating, e-business.

Conventionally, architecture is understood 
as a high-level logical abstraction of the system 
defining the main components of the system and 
their relationships. The term architecture is also 
used both in the context of an individual system 
and in the context of systems integration. The 



��  

Conflicts, Compromises, and Political Decisions

software architecture typically concentrates on the 
architecture of a single software system, whereas 
the terms information systems (IS) architecture 
and enterprise architecture (Kim & Everest, 1994; 
Ross et al., 2006; Sowa & Zachman, 1992) refer to 
the overall architecture of all information systems 
in an organization. 

In practice, however, the borderline between 
a single system and a set of systems is difficult to 
determine. Practically no system today is isolated 
from other systems, and the relationship of a 
system to its environment may be architecturally 
more important than the inner structure of the 
system, especially when developing e-business 
systems. Usually, systems rely on a common 
technical infrastructure, (including networks, 
processing services, operation services, etc.) 
which is common for all the systems in an orga-
nization. Organizationally, architecture design is 
a co-operative effort involving many roles in the 
development environment. These roles include the 
role of an architect who is specifically associated 
with the task of architecture design. An architect 
needs contribution and commitment from many 
individuals, teams, and parts of organization to 
succeed in the effort (Grinter, 1999). 

By architecture development, we mean a 
process where early design decisions are real-
ized into an architecture defining that defines 
system’s composition from various viewpoints. 
Architecture also contains the blueprints for 
system’s implementation from conceptual and 
physical components. This process forms a set of 
documents which different stakeholders can use to 
relate their concerns to the issues made concrete 
by the architecture and discuss their needs in the 
terms defined by the common architecture. They 
can also make decisions concerning system devel-
opment strategies and policies using architecture 
as a common reference. This conception sees 
architecture not only as a technical artifact but 
also as a boundary object (Star & Griesemer, 1989) 
having strong organizational connotations.

The conventional role of architecture is to 
serve as an enabler for further design and imple-
mentation (Hofmeister, Nord, & Soni, 1999a; 
Shaw & Garlan, 1996). Obviously, sound and 
well-designed technical architecture makes the 
detailed design and implementation of a system 
easier and less risky than it would be without 
such architecture. Architecture defines, for ex-
ample, the modules or components which the 
system is composed of, and therefore it focuses 
and constrains the solution space of individual 
designers that develop individual components. 
This technical view of architecture has produced 
also studies related to UML. In the end of last 
decade, possibilities and weaknesses of UML 
as an architecture description language, and 
its complexity ( Siau & Cao, 2001; Siau, Erick-
son, & Lee, 2005) were widely evaluated and 
enhancements were proposed (Conallen, 1999; 
D’Souza & Wills, 1998; Egyed & Medvidovic, 
1999; Garlan & Kompanek, 2000; Hofmeister et 
al., 1999b; Medvidovic, Egyed, & Rosenblum, 
1999; Rumpe, Schoenmakers, Radermacher, & 
Schürr, 1999). The recent developments in this 
area include the SysML extension of UML (Object 
Management Group, 2006). Different profiles 
and enhancements to UML have been proposed 
to tackle its limitations in electronic commerce 
(Dori, 2001). 

reseArch Process

The studied organization is a globally operating 
ICT company having thousands of employees 
worldwide. Its customers include both consumers 
and businesses for which the organization provides 
various products and services. Software is one of 
the key assets in the organization’s service produc-
tion and product development. Historically, the 
organization has had several independent busi-
ness units targeted at diverging business sectors. 
In addition, the information management of the 
organization has been distributed to these busi-
ness units and the functions of enterprise level 
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information management have included mainly 
the provision of network infrastructure, enterprise 
level accounting, and basic office tools. Most of 
the information systems in use have been imple-
mented and operated by the business units that 
have been quite independent in their decisions 
concerning strategies for information manage-
ment. However, recent developments in markets 
and technology have led the organization to set 
its strategies to a more integrative direction. For 
this reason, the organization has set an objective 
to provide an integrated e-business solution to 
both its consumer and business customers. This 
will include both implementation of a uniform 
Web-based customer interface and sufficient 
integration between the distributed operative 
back-end information systems, such as customer 
management and billing systems.

The research process followed the grounded 
theory method (Glaser & Strauss, 1967), which is 
a research method developed originally for social 
sciences by Glaser and Strauss in the 1960s and 
later developed and re-interpreted by the original 
authors (e.g., Glaser, 1978; Strauss & Corbin, 
1990) and others (e.g., Locke, 2001; Martin & 
Turner, 1986). Grounded theory promotes induc-
tive theory creation from the data. The objective 
is not to validate or test theories but to create one. 
The analysis process of the grounded theory is 
explicitly defined and consists of several coding 
phases. The coding starts from open coding in 
which any incident, slice, or element of the data 
may be given a conceptual label for the identi-
fication of commonalities. These commonalities 
are called categories and they are described in 
terms of their properties (Fernández, Lehmann, 
& Underwood, 2002). The coding continues with 
axial coding (Strauss & Corbin, 1990) or theo-
retical coding (Glaser, 1978), where relationships 
between the categories are resolved. The coding 
ends at selective coding (Strauss & Corbin, 1990) 
where the resulting theory is “densified” (Glaser, 
1978) or a core category selected (Strauss & 
Corbin, 1990) and theory about that is described. 

The data collection is based on the notion of 
theoretical sampling, which means adjusting the 
data collection process according to the require-
ments of the emerging theory. The sources of 
data may be adjusted during the process and the 
data collection can be stopped whenever a state 
of theoretical saturation is achieved, meaning a 
situation where no additional data would further 
develop the categories and their properties.

In the study, we interviewed 19 participants of 
the ongoing e-business system architecture design 
project during 2002, first in January and Febru-
ary and then later in November and December. 
The interviewees included six system architects, 
five enterprise system managers, three project 
managers, two software development managers, 
one project leader, one system analyst, and one 
marketing manager. Table 1 describes their rela-
tionship to the e-business development project. 
The interviews lasted from 45 to 120 minutes and 
they were completely transcribed as text.

The interview themes of this study were ad-
justed during the data collection to reflect better 
the developing theoretical understanding of the 
researchers and the specific knowledge of the 
interviewees. The emphasis of the interviews 
changed according to the interviewee and the spe-
cial knowledge in his or her possession. Because 
the data collection proceeded partly in parallel 
with the analysis, the emerging theory also caused 
changes in the emphasis of the interview themes. 
In grounded theory this kind of adaptation is called 
theoretical sensitivity, and for theory-building 
research this is considered legitimate because 
“investigators are trying to understand each case 
individually and in as much depth as feasible” 
(Eisenhardt, 1989, p. 539). Eisenhardt calls the 
process where the emergence of a new line of 
thinking causes the altering of data collection 
controlled opportunism “in which researchers take 
advantage of the uniqueness of a specific case and 
the emergence of new themes to improve resultant 
theory” (Eisenhardt, 1989, p. 539).
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The analysis in this study started with the open 
coding phase. In the beginning, we did not have 
any explicit a priori constructs for the analysis. 
Our task was to search mentions from the inter-
views that could be interpreted as meaningful 
related to the research question, “What are the 
conditions and constraints for creating and design-
ing architecture in a large information systems 
development project?” The identified mentions 
related to this question were categorized using 
the software tool ATLAS.ti. During the open 
coding phase, altogether 187 emergent categories 
were found, and the categories were assigned to 
emerging scheme of super categories or category 
families, including for instance changes, conflicts, 
consequences, experiences, problems, purposes, 
and solutions occurring during the e-business ar-
chitecture design and implementation process.

The axial coding started in parallel with the 
open coding and causal relationships between 
categories were recorded with Atlas.ti’s semantic 
network capability. Figure 1 shows an example of 
such a network diagram. In the figure, the boxes 
represent categories, the arrows between them 
interpreted causalities, and the lines associations 
between categories. The number of categories and 
the number of identified relationships between 

the categories added up to 187 categories and 
200 relationships, which created a problem of 
how to report such a multitude of categories and 
relationships. The solution was sought through 
abstracting out those categories that were rarely 
occurring in the data and interpreted as not so 
relevant regarding the research question. In addi-
tion, more attention was paid to those categories 
that occurred frequently in the data. 

Inductively, we produced an explaining story to 
the events and forces under which the e-business 
development project had to work. The organiza-
tion is facing market changes and changing the 
organization according to the changing markets. 
The objectives for the e-business development 
emerge from these changes and because the 
change is continuous and it brings all the time 
new requirements for the e-business system, the 
objectives are quite fluctuating. In addition, the 
history and legacy structures of the organization 
cause conflicts and problems in the development 
when combined with the need for change. These 
fluctuating objectives and emerging conflicts 
and problems brought certain consequences to 
the e-business architecture development in the 
organization. The formation and description of 
this explaining story can be considered as selective 
coding (Strauss & Corbin, 1990) and its details 

Role Tasks Interviews

System architect Deals with technological solutions and architectural structures in the e-business develop-
ment project 6

Enterprise system manager
Is responsible for a portfolio of systems and technologies that are used in a particular orga-
nization. Acts as a customer in the internal e-business development project or participates it 
as an expert.

5

Project manager Manages resources and is responsible for the execution of a sub-project of the e-business 
development project 3

Software development 
manager Is responsible for a permanent software development organization 2

Project leader Manages the e-business development super-project and supervises its set of sub-projects. 1

System analyst Participates the requirements gathering and analysis phases as an intermediate between 
customers and technical experts. 1

Marketing manager Is responsible for the public image and services of the electronic channel. Requirements set-
ter and a customer to the development project. 1

Table 1. Interviewed persons and their roles
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Figure 1. An example of a semantic network from axial coding
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in the studied organization are explained in the 
next three sections.

The study has required extensive interpretation 
and exploration in the studied organization and 
therefore the main instruments of the research 
has been the researchers and their ability to 
interpret events and people’s actions correctly. 
Robson (2002) lists three threats to validity in 
this kind of research, reactivity (the interference 
of the researcher’s presence), researcher bias, 
and respondent bias, and strategies that reduce 
these threats. We have used these strategies in 
the following way:

• Prolonged involvement: Although this 
study lasted for one year, the research project 
altogether lasted for more than two years 
in the same organization and consisted of 
several phases and data collection rounds.

• Triangulation: The study has used data 
and observer triangulation as presented by 
Denzin (1978). To reduce the bias caused by 
researchers, we used observer triangulation, 
because the data collection was done by 
two researchers. The bias caused by data 
was minimized using data triangulation, 
where different sources of data were used. 
Interviews were the primary data collection 
method, but we also received many kinds 
of project and company documents and 
architecture descriptions.

• Peer debriefing and support: The research 
has included regular meetings and discus-
sions with involved research participants 
from several research institutions. In addi-
tion, preliminary results of research phases 
have been presented and discussed in con-
ferences and workshops (Smolander, 2003; 
Smolander, Hoikka, Isokallio et al., 2002; 
Smolander & Päivärinta, 2002a, 2002b; 
Smolander, Rossi, & Purao, 2002, 2005).

• Member checking: The interpretation of 
the data has been confirmed by presenting 

the results to company participants in the 
research project.

• Audit trail: All interviews have been 
recorded and transcribed. The notes and 
memos of the study have been preserved and 
data coding and analysis results are available 
through the analysis tool used, ATLAS.ti.

chAnges And theIr eFFects In 
the deveLoPment context

starting Point: changing markets, 
changing organization

During the time of the data collection, there 
was a considerable change going on in the ICT 
market and the organization under study had 
undergone a deep change. A few years ago, the 
strategies emphasized growth and utilization of 
the possibilities in the stock market. This enforced 
independent business units inside the organization 
since the growth was easier to handle through 
independency. Each of the business units built 
independent e-commerce solutions and customer 
extranets, which resulted to a fragmentary set of 
e-commerce solutions to customers with own 
Internet sites, sales and billing systems, and Web-
based customer support.

When the beliefs in the possibilities of ICT 
sector’s continuing growth diminished, the orga-
nization had to change its strategies from growth 
to profitability and from stock market to customer 
orientation. With independent business units, 
there was no authority in the organization, which 
would see a customer as a whole. Instead, each 
business unit kept track of the customers only in 
the context of its independent business. To produce 
a unified customer interface a profound change to 
the way of building information systems and an 
integrated e-business solution was needed. This 
change would also require changes in business 
practices and organization. The organization 
should operate in a more integrated fashion and 
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the barriers between independent units should 
be lowered.

The organization began to see technical e-busi-
ness architecture as an enabler of change. The IS 
organizations in independent business units were 
obliged to cooperate and enforce commitment 
to the integration of information systems. This 
also emphasized the role of central information 
management, which had been in a minor role this 
far. Now, its roles would include the enforcement 
of information systems integration and enabling 
the unification of the sales channels and customer 
management for the planned e-business solution. 
At this point, the organization decided to estab-
lish a working group of systems architects from 
various parts of the organization. In the follow-
ing section, we shall describe the context and the 
forces under which this group of architects were 
developing and designing the unified e-business 
architecture.

Conflicts, Problems and Varying 
Purposes

The context for e-business architecture develop-
ment included many issues, which the working 
group for technical architecture development 
had to face and be aware of. These included the 
market changes as described above, historical 
organizational inertia, fluctuating requirements 
and objectives, and conflicts and problems emerg-
ing from the market changes, inertia, and unclear 
objectives.

Historical Inertia

The organization’s history with independent 
businesses and their diverging functions and 
objectives had both psychological and technical 
consequences causing slow progress and conflicts 
in the integrated e-business development. Each 
of the business units had legacy systems with 
incompatible information structures, technical 
architectures, and operating principles. It was 

not possible in practice to replace these systems 
with a uniform solution at once. 

The historical inertia had effects also on the 
organization responsible for information man-
agement and information systems. Because of 
the independence, the organization had no clear 
central information management that could take 
responsibility of the e-business architecture de-
velopment. Many of the conflicts and problems 
described later arose from this situation.

The Observed Objectives for the 
E-Business System

The fluctuating objectives, meanings, and require-
ments for the e-business architecture created 
another source of conflicts and problems. In a 
large organization with a high degree of indepen-
dency, the conceptions among different business 
units and individuals about the purposes of an 
e-business solution vary considerably. Among the 
interviewees, we identified a large set of different 
purposes for the e-business system, which were 
then classified in five distinct classes:

• Creation of a unified electronic customer 
interface. 

• Reduction of costs. 
• Integration of information systems. 
• Gaining business advantage. 
• Implementing an organization change. 

This list of observed purposes for the e-busi-
ness system looks quite comprehensive and 
ambitious. Different interviewees emphasized 
the purposes differently and many saw that the 
only realistic objective was to implement a single 
sign-on procedure with a minimal level of cus-
tomer information integration. The list anyhow 
shows the complicated and conflicting nature of 
objectives for the e-business system when it is 
developed for a large enterprise.



�0  

Conflicts, Compromises, and Political Decisions

Emerging Conflicts and Problems

Changes in markets and organization, the history 
of the organization, and the complicated objec-
tives for the e-business system put the architecture 
development group in a difficult situation. The 
group and its members were obliged to respond by 
some means and these responses shaped mitigated 
the role of deliberate design in the development 
process. In open coding, we identified in total 
48 categories of conflicts and problems. This list 
was further combined to seven main categories, 
as follows:

• Varying requirements and unclear objec-
tives

• Problems in the cooperation between techni-
cal and business people

• Conflict avoidance and problems in deci-
sion-making

• Problematic role of the central information 
management and its missing working prac-
tices

• Difficulties in creating common understand-
ing about the architecture

• Difficulties in determining the level of in-
tegration

• Problems of implementing the integration

As described earlier, the purposes of the system 
were manifold and complicated and the require-
ments varied according to the business needs 
in the business units. The architects held this 
ambiguity of objectives and requirements as the 
biggest obstacle in the development. Those in the 
managerial level recognized the problem as well, 
but explained it as unavoidable in the situation and 
expected that the first prototypes of the system will 
bring more clarity to the objectives. This resembles 
the chicken-egg problem: architects must know 
well the objectives to design the architecture, but 
the objectives are further clarified only after the 
first version of the architecture is built.

There were several mentions about the prob-
lems in the cooperation between technical and 
business people. Architects expected the business 
managers to explicate clear requirements and 
objectives for the system and its architecture. 
However, they considered the task impossible, 
because they thought that the business manag-
ers do not possess enough understanding about 
the possibilities of current technology. They felt 
that this leads to unrealistic objectives, which 
were manifested especially when considering 
the possibilities of legacy systems integration: 
people with business background had far more 
optimistic views than architects.

Conflict avoidance and problems in decision-
making slowed the progress. Again, because of the 
history of independency, a central authority that 
could take care of the architectural decisions for 
the integrated e-business solution was missing. 
Because nobody took a full responsibility of the 
situation, this led to avoidance of conflicts and 
enforced the tendency towards compromises. A 
frequently occurring phrase among the architects 
included the term “lowest common denominator,” 
which was usually noting to the compromised solu-
tion with a single sign-on procedure and a minimal 
level of customer information integration.

The role of the central information manage-
ment was unclear and it was lacking the routine of 
large development efforts. The independency of 
businesses and the minor role of central informa-
tion management had implications on the working 
practices. The architectural and development prac-
tices of the business units contained considerable 
differences implying that also common working 
practices needed to be established for the develop-
ment process of the e-business system.

Even the understanding of the designed ar-
chitecture and related technical solutions were 
difficult to communicate across the organiza-
tion. Since the business units have had their own 
histories and produced their own legacy systems 
and information architectures, the interpretations 
on the situation and objectives diverged. This, 
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combined with changing organization, unclear 
objectives, and missing common working prac-
tices, created difficulties in understanding and 
transferring architectural knowledge between the 
participants from different business units.

It was also difficult to determine the level of 
integration between the systems. The ownership 
of the information becomes an issue even in the 
most modest single sign-on e-business solution 
serving the whole organization. The question 
becomes, “who owns the customer information?” 
and relates to determining the integration level 
to the currently independent back-end legacy 
systems. The more ambitious integration, the 
more out-of-control the customer information 
(and possibly other information too) shifts from 
the business units. 

In addition to determining the integration level, 
the actual implementation of integration proved 
to be problematic. Since the diverging legacy 
systems could not be replaced, they all had to be 
interfaced. Of the seven conflicts and problems 
occurring when creating e-business architecture, 
only the problem of implementing the integra-
tion was mainly a technical problem. The others 
were more related to the change in organization 
and practices that happen when developing an 
e-business system in a large organization with 
independent businesses. In the following, we shall 
look closer on what consequences these conflicts 
and problems cause for the architecture design 
and development process.

consequences: LImIted  
desIgns And mInImAL  
soLutIons

In the beginning of the project a unified archi-
tecture was seen as a panacea for solving the 
problems of systems integration, streamlining the 
organization and unifying the customer interface. 
However, during the project it became clear that the 
aforementioned conflicts and problems would have 
some unfavorable consequences. While it was 

of paramount importance for the company to be 
able to streamline its systems and develop a more 
coherent architecture enabling the creation of an 
e-business system, the realities of legacy systems 
and the organization led to situation where it was 
best to seek satisfying, even minimal, solutions 
instead of optimal ones.

In the early phases of the project architecture 
was seen as general blueprints or roadmaps, 
largely drawn from scratch. Soon, however, the 
technical experts realized that evolutionary proto-
typing was the only possibility for progress in the 
architecture development. Because the schedule 
was tight, the objectives and requirements unclear 
and changing, and because the business units 
were rather independent, it was hard to achieve 
common understanding and commitment. With 
prototyping, it would be possible to clarify ob-
jectives and commit stakeholders by showing 
them visible results and benefits. This could be 
seen as “extreme” architecture design (Merisalo-
Rantanen, Tuunanen, & Rossi, 2005). This could 
however lead to new problems. The  technically 
oriented architects were specially worried that, 
combined with the quarter-based reporting system 
in the organization, evolutionary prototyping 
can easily produce quick-and-dirty and ad hoc 
solutions. We could classify the interviewees to 
those with positive attitudes towards prototyping 
and to those with negative or doubtful attitudes. 
In general, the project management believed 
positively that “somehow” the prototypes would 
transform to the final e-business solution, whereas 
technical architects presented more doubts and 
wanted to have explicit requirements and objec-
tive statements before committing to certain 
architectural solutions.

Prototyping and minimal solutions formed 
a vicious circle that made the development of 
robust and clear architectures nearly impos-
sible by severely limiting the options available 
for the architecture developers. Existing legacy 
systems, the evolutionary approach, varying 
requirements, unclear objectives, difficulties in 
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creating common understanding, and problems 
in decision making created a complex situation 
where textbook methods, description languages, 
and rational architecture design, as it is conceived 
in the literature, had no possibilities for immediate 
success. The degrees of freedom of design became 
limited. The system and its architecture could not 
be designed rationally as a whole, but rather one 
needed to accept the conditions and limitations 
caused by the factors above and to keep the day 
to day operations running while the new systems 
are continuously created through evolution.

The situation had also organizational con-
sequences. We found clear hints of low-level 
networking and formation of shadow organiza-
tions as the result of unclear project organization 
and problems of decision-making and objective 
setting. As the organization and responsibilities 
change, new and perhaps inexperienced persons 
come into crucial official positions related to the 
e-business development. At the same time, the 
experienced architects and other key persons 
continued to stay in contact with each other. 
This unofficial shadow organization balanced 
the mismatch in skills and experience that might 
otherwise seriously impede the development.

The final consequence from all the above is, 
that in fact the e-business architecture becomes 
emergent: it is created gradually through com-
promises, constraints, and conflicts (c.f., Ciborra, 
2000; Hanseth, Monteiro, & Hatling, 1996). 

The exact objectives and responsibilities will 
be resolved as the architecture emerges through 
evolutionary prototyping. Compared to the con-
ventional view on software architecture design 
(Hofmeister et al., 1999a), most of the claimed 
benefits of rigorous architecture development 
seem to be lost. There is no “grand plan” since 
the work is proceeding in a day-to-day basis and 
the well defined responses and interfaces between 
systems do not necessarily emerge in a rationally 
planned way, but rather most duplicate functions 
are kept and there is agreement only on a few 
items that become the “architecture.”

derIved requIrements For  
e-busIness systems  
deveLoPment methodoLogy

From the previous observations and explanations, 
we can derive a set of requirements that an e-busi-
ness systems development methodology should 
meet. The grounded theory process resulted in an 
explanation model (Figure 2), from which a set 
of methodological requirements can be extracted. 
Changing markets and organization, historical 
inertia, and unclear objectives for the development 
produced a complex combination of conflicts and 
problems that brought various difficult conse-
quences to the e-business development process. 
We analyzed the complex socio-technical situation 

Figure 2. Deriving the methodology requirements
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and its consequences and reasoned the set of most 
pertinent methodological requirements. This was 
done by identifying and coding the methodologi-
cal requirements in the interview transcripts and 
further combining them in 13 requirements as 
described below.

According to Lyytinen et al. a design methodol-
ogy should conform to a set of key requirements 
(Lyytinen, Smolander, & Tahvanainen, 1989). It 
must embed several conceptual structures and de-
scription languages, and support several levels of 
abstraction at which the development process takes 
place. It should also cover the whole spectrum of 
activities in information systems development 
(ISD), include a prescribed model of activities to 
be carried out during the development process, 
include a model of the organizational form of the 
development (a set of human roles), and try to 
reuse existing descriptions and implementations. 
Tools for drawing, manipulating, and managing 
the descriptions should also support the methodol-
ogy, in a balanced manner.

We can further elaborate this conception of 
ISD methodology by distinguishing between three 
separate contexts in ISD, namely the technical, 
language, and organization contexts (Lyytinen, 
1987). The technical context is concerned with 
the technical components of the system (like 
hardware and software), language context forms 
the environment for linguistic communication, 
and the organization context provides the environ-
ment for systematic human interactions, including 
decision-making and operative control. An ISD 
methodology includes assumptions, models, lan-
guages, and tools related to these three contexts. 
In the following, we shall extract from the case the 
general requirements for e-business development 
methodology and classify them according to these 
contexts. The objective of this classification is to il-
lustrate the nature and requirements of e-business 
architecture development in large organizations 
with several business areas and to highlight the 
areas with a weak methodical support. 

Lyytinen commented already in 1987 that 
most development methodologies have too limited 
scope and they tend to concentrate on techno-
logical issues late in the development lifecycle 
(Lyytinen, 1987). This limited scope omits most 
of the institutional and governance issues which 
seemed to be central for most stakeholders ac-
cording to this study on architectural practice. 
One could argue that the organizational context is 
particularly relevant for e-business area, as most 
proponents of e-business emphasize the changes it 
brings about to work processes and organizations 
(Kalakota & Robinson, 2001).

The research into e-business architecture 
development is in a relatively immature stage. 
Previous literature has largely assumed that it 
solves technical issues for known problems (Tay-
lor, McWilliam, Forsyth, & Wade, 2002). How-
ever, from the previous passages it has become 
obvious that methods for forming the problem 
statement and reaching a mutual agreement on 
what the architecture is in the end of the day are 
crucial. In this section, we take this as a start-
ing point and observe the issues that rose in the 
described case starting from the inner, technical 
context and ending to the general organizational 
issues. This corresponds to Lyytinen’s idea that 
the contexts are hierarchically ordered, because 
languages are presented by material carriers of 
technology context and language is needed for 
organized social action (Lyytinen, 1987). We 
identify e-architecture approaches in these areas 
and show how they propose solutions to the issues 
raised in our study.

In the following, we shall present the meth-
odological requirements for each context. We 
also refer to the rows in Table 1 with the notation 
R1-R13.
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requirements from the technology 
context

Observed Requirements

The technical requirements of e-business develop-
ment methods do not differ much from those of 
methods for traditional transaction-based infor-
mation systems. E-business system development 
includes methodical requirements concerning 
e.g. distribution, error recovery, and network-
ing, but those requirements can be met without 
a special “e-business support.” A standard way 
to describe such technical solutions is of course 
required /R1/. 

Integrated e-business architecture necessitates 
the integration of information systems in the orga-
nization and the rationalization of technology and 
development processes. Existing legacy systems 
will be integrated to the e-business functional-
ity. This requires the selection of an integrative 
technology and the construction of development 
processes supporting the implementation of the 
integration. Because the integration is the basis and 
characteristic to e-business development, the de-
velopment methodology should have specialized 
and usable techniques for describing information 
systems integration /R2/.

The key issue in the development of e-business 
systems is the keeping of the day-to-day opera-
tions running and at the same time implementing 
the integration between existing legacy systems 
and the new e-business functionality. This means 
that the nature of development is in many cases 
more analogous to a maintenance project than to a 
green-field development project. Current systems 
development methodologies and models of thought 
are mostly aimed at designing new systems instead 
of changing existing ones. This problem has been 
recognized before the advent of e-business, but 
it becomes more critical in the e-business devel-
opment. From this we can derive a requirement 
that the development methodology for e-business 

systems should support evolutionary approaches 
to architectures and systems /R3/.

Existing Solutions

Most research on e-business systems develop-
ment in general, and e-business architecture in 
particular, concentrates on this view. Much of 
the support that UML and RUP or their deriva-
tives provide seems to concentrate on this area. 
Component aware methodologies, such as the 
Catalysis extension to UML, seem suitable for 
e-business. In addition, there are UML 2.0 exten-
sions, such as SysML (Object Management Group, 
2006), that provide better support for technical 
architecture design. Bischler and Segev (Bichler 
et al., 1998) investigate the possibilities of com-
ponent oriented approach for e-business. They 
take a technical viewpoint, and provide a useful 
listing of enabling technologies for e-business. 
An applicable standard in this area is the SysML 
extension to UML (Object Management Group, 
2006). A work by Rossi & Schwabe (Rossi & 
Schwabe, 2000) uses patterns and frameworks 
as building blocks for e-business systems. This 
kind of approach could be particularly useful for 
a relatively well-specified domain, such as trade 
processes, which are assumed to be generic in 
nature. Baskerville & Pries-Heje see a relatively 
fixed architecture as a common ground, on top of 
which e-business systems can be built (Baskerville 
& Pries-Heje, 2001).

As mentioned earlier, in the e-business domain 
there are several layers of components available. 
The InterNCA architecture in (Lyytinen, Rose, & 
Welke, 1998) describes some of these and outlines 
needs for new breed of development methodolo-
gies, which would take into the account the par-
ticular problems of e-business systems develop-
ment. Greunz & Stanoevska-Slabeva present an 
extension of UML, which can be used to realize 
systems on top of “media platform” architecture 
(Greunz & Stanoevska-Slabeva, 2002). 
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requirements from the Language 
context

The language context provides a means and an 
environment for linguistic communication which 
encompasses the use, nature, content, context 
and form of signs (Lyytinen, 1987). The meth-
odology requirements coming from the language 
context deal with the ability of stakeholders to 
communicate successfully during the e-business 
architecture development process.

Observed Requirements

The chicken-egg problem between objectives 
and architecture becomes problematic in e-busi-
ness development. To design a robust technical 
architecture, one must have clear objectives, and 
to select realistic objectives, one must understand 
the possibilities of the technical architecture. To 
overcome this problem, it is necessary to have a 
close cooperation between technical architects and 
those responsible of the business. This, however, 
induces a language problem. These groups often 
do not have a common language. To overcome the 
language problem, we need architecture descrip-
tion languages that business managers understand 
/R4/ and business descriptions that are explicit 
enough for technical people /R5/. 

The problems of objectives and integration 
culminate on architecture design because the 
designs and prototypes related to technical archi-
tecture become the first concrete artifacts in the 
development showing implications of decisions to 
businesses and to the information management. 
Before architecture design, the plans and designs 
have been on the “PowerPoint presentation” level, 
showing ambiguous and general roadmaps and 
noble objectives. The more concrete the archi-
tecture becomes, the more various stakeholders 
become aware of the consequences, conflicts, 
and problems they will be facing. This leads to 
two distinct requirements for the development 
methodology: the methodology should take the 

development to a very concrete level (both politi-
cally and technically) very soon after the project 
initiation /R6/ and the architecture designs and 
descriptions (and their implications) should be 
approachable and intelligible by the various 
stakeholders participating the process /R7/.

Existing Solutions

As a description language, UML and its exten-
sions offer a fairly strong support for engineering 
in the language context. Yet, there are very few 
articles describing these issues of having a com-
mon language in e-business area, but one could 
expect that methodologies used in other domains 
for participative processes and joint application 
development could be applied here (August, 
1991). In this context, architecture serves as a 
language between the participants in the devel-
opment process, enabling communication and 
making the consequences of the implementation 
concrete to the participants. Using architecture as 
an enabler of communication between a diverse 
set of participants (including various levels of 
management and technical experts) requires 
informal and expressive approaches, which are 
practically non-existent in the field of software 
architecture research. This kind of conception 
of “architecture as language” can be associated 
with approaches that include rich and informal 
description techniques, like “rich pictures” in 
(Wood-Harper, 1985), the wall-charting tech-
nique (Saaren-Seppälä, 1988), and genre-based 
approaches (Päivärinta, Halttunen, & Tyrväinen, 
2001). 

requirements from the organization 
context

Observed Requirements

These problems formed the largest bulk in our 
study. They included issues such as organiza-
tional inertia as well as environmental limitations, 
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characteristics of a given business environment, 
codes of conduct in business, and regulatory and 
societal factors. These factors form together the 
‘ballpark’ for an organization to act in relationship 
with its providers and customers. 

The first organizational requirement comes 
from the overall conclusion of the case. The transi-
tion from heterogeneous e-commerce to integrated 
e-business is not only technically challenging. It 
is more a profound change to the organization. 
In fact, the primary challenge is in the change of 
the organization, not in the implementation of 
the technology. Therefore, e-business systems 
development methodology should support also 
the description of organizational change /R8/.

In this change of organization and implementa-
tion of technology, the role of central information 
management or some kind of central authority in 
the organization is crucial. The central authority 
should take care of the multitude of conflicts oc-
curring when aiming at integration and coordinate 
the creation of objectives for the system. An e-
business development methodology should enable 
the creation of a common vision /R9/, which can 
then be enforced by the central authority.

Evolution with modest but growing objec-
tives may be the only way to develop integrated 
e-business systems. To foster commitment, some 
immediate benefits should be shown with the 
prototypes for each stakeholder. However, at the 
same time, the path to robust architecture should 
also be secured and enough time and resources 
must be given to technical architects. This very 
difficult and complex trade-off must be made in 
every e-business project /R10/.

The implementation of e-business integration 
deals not only with technical issues but also with 
difficult political ones. An organization shift-
ing to integrated e-business must resolve issues 
concerning the internal ownership of information 
related for instance to customers, sales, contracts, 
and products. The ownership and responsibili-
ties related to information must be decided and 
described during the development process. The 

development methodology should include de-
scriptions for organizational responsibilities and 
ownership of information /R11/.

Identifying and agreeing about objectives 
became the most difficult problem in this case. 
Thus, to become valuable in practice, e-business 
development methodology should support not 
only the formation and recording of objectives 
but also measuring of success related to objec-
tives /R12/.

The requirements directed to an e-business de-
velopment organization are quite conflicting. On 
the other hand, the development requires a strong 
authority that can control the process through 
conflicts, and on the other hand, the formation 
of unofficial and shadow organization (peer-level 
networking) should be fostered to allow creative 
solutions and frictionless cooperation between 
businesses /R13/. This requirement is, however, 
not a new one when developing organizations.

Existing Solutions

From a more managerial and decision oriented 
view one could look at business- and strategy 
development methods, which aim at creation of 
a common understanding and vision of business 
strategy. This view sees building of architecture 
as a common vision building effort rather than a 
system building effort. It could also be argued that 
e-business architecture building is quite similar 
to organizational change processes, especially the 
introduction of enterprise wide information sys-
tems, such as ERP. Koontz has argued for this by 
presenting e-business architecture development 
model, which is very generic (Koontz, 2000).

Organizational issues are largely neglected by 
the traditional systems development methodolo-
gies, but form important context and frame for 
the implementation of the e-business systems 
and architectures. The work on organizational 
change and observation of the power-play could 
be fruitful if applied to early stages of architecture 
development. However, they do merely observe the 
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issues than provide solutions. Checkland’s SSM 
methodology is one of the few general-purpose 
methodologies that identifies and models the “es-
sence” of the organizational idea of the system 
and then proceeds to actual development of the 
system (Checkland & Scholes, 1990). It is clear 
from the observations in this case study that the 
explicit identification and framing of the problem 
to be solved, and then resolving the actual goals 
of the architecture forms the basis for architecture 
development. 

Most studies thus far seem to assume that the 
development of e-architecture and infrastructure 
can be guided by the deliberate actions and deci-
sions of management. However, as can be seen 
here the technological changes often evolve from 
designers’ and users’ experience with such tech-
nologies and are often unpredictable (Ciborra, 
2000).The problem of loosing the original target 
while developing partial solutions and prototypes 
(e.g., see R10) could be helped by explicitly rec-
ognizing emergent and opportunistic possibilities 
created on the process.

summary of Issues

The list above shows that most solutions and re-
search this far, has concentrated on the technical 
level. Unfortunately, most of the problems seem 
to be non-technical in nature, they are rather more 
of the linguistic or organizational. E-business cuts 
across functional borders in organization and is 
built on a complex infrastructure of ERP and 
legacy systems and it shares many of the chal-
lenges and opportunities of these organizational 
technologies.

Table 2 summarizes these derived require-
ments for e-business development methodology. 
The requirements and their rationale are described 
in the text above. The ‘Type’ column places the 
requirement to the appropriate context or contexts 
(T: technology, L: language, O: organizational). 
The last column in the table (“Support in RUP 
employing UML”) analyzes how unified model-

ing language (Object Management Group, 2005) 
and the Unified Process (Rational Software Cor-
poration, 2001) support the e-business specific 
characteristics of the development process. This 
is important, because UML and RUP together 
form the current methodological basis for many 
software organizations. The column shows that 
the support is generally poor. The e-business 
specific requirements are not met by UML and 
RUP —only the standard technical issues are 
well covered. This conclusion calls for method 
development supporting better these e-business 
specific requirements.

In the technical context we noted that e-busi-
ness development would benefit from method 
enhancements in IS integration and evolution-
ary development. However, the language and 
especially the organization context appeared to 
have more importance in the development. In the 
language context, there was an urgent need for 
more understandable and concrete architecture 
descriptions that could be used among many 
groups involved in the process, including techni-
cal and non-technical people. The organization 
context appeared as the most important target for 
research and practical methodical improvements. 
In that context, we could identify a multitude 
of issues requiring improvements, including 
better understanding and usable methods for 
the design and implementation of organization 
change, organizational vision, organizational 
ownership of information, and organizational 
responsibilities. 

Figure 3 shows concisely our findings. When 
creating e-business or enterprise architecture, the 
major problems to be solved are organizational. 
This does not align with the support that UML 
and RUP provides, because they mostly concen-
trate on solving the problems in the language 
and technical contexts. It is the task of future 
research to provide improvements to this, but, 
as can be seen from Table 2, it might need quite 
radical extensions or changes to UML and RUP 
to be able to support effectively the formation of 
e-business architecture.
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Table 2. Summary of the requirements for e-business development methodology

Figure 3. Support and requirements
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Requirement Type Rationale Support in RUP employing UML

R1
Technical issues (like distribution, error recov-
ery, and networking) must be described in a 
standard way.

T
These issues will occur as in 
all modern systems develop-
ment

Good; this is what UML and RUP 
are for

R2 Specialized techniques for describing the infor-
mation systems integration T IS integration is characteristic 

to e-business development

Poor; no specialized technique for 
the description of integration in 
standard UML. Some UML 2.0 
extensions are however available.

R3
The development methodology should support 
evolutionary approaches to architectures and 
systems.

L/T

The change and maintenance 
of existing systems forms a 
major part of the e-business 
systems development

Moderate; UML and RUP are 
mainly targeted at the develop-
ment of new systems

R4 Architectural description languages that business 
managers understand L

To enable realistic objective 
selection, business managers 
must have some understanding 
on architecture

Poor; the descriptions necessitate 
too much technical skills and 
knowledge

R5 Business descriptions that are explicit enough 
for technical people L

To understand the objectives, 
technical people must have 
understanding on business

Moderate; no description tech-
niques showing overall aggregate 
view

R6
The methodology should take the development 
to a very concrete level (both politically and 
technically) soon after the project initiation

T/L/
O

The more architecture 
becomes concrete, the more 
stakeholders become aware of 
the consequences, conflicts, 
and problems

Good (technically), none (politi-
cally)

R7

The architecture designs and descriptions (and 
their implications) should be approachable and 
intelligible by the various stakeholders partici-
pating the process

L/O
To enable wide understanding 
to the consequences of archi-
tectural selections (cf. R4).

Moderate; no relevant descrip-
tion technique besides Use Case 
diagrams

R8 Support for the description of organizational 
change O e-business involves deep 

changes to organization

Poor; some thoughts of “organiza-
tion engineering” in RUP’s Busi-
ness Architecture

R9 Support for the description of a common vision O Resolve conflicts, build objec-
tives

Poor; no common language for all 
stakeholders

R10 Both prototyping and careful architecture design 
needed T

Gain commitment and resolve 
objectives through prototyp-
ing, aim at robust architecture

Moderate; iterative basis in RUP, 
but its implementation is difficult 
in practice

R11
Methodology should contain descriptions for 
organizational responsibilities and ownership of 
information

L/O
The ownership of information 
becomes an issue when aiming 
at e-business integration

Poor; only general thoughts
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concLusIon

We have described a process where a large ICT 
company is building architecture for a com-
prehensive e-business system. From the case, 
we extracted 13 requirements for methodology 
supporting integrated e-business systems de-
velopment and classified the requirements to 
technology, language, and organization contexts. 
We also compared the requirements to the support 
that UML and RUP offers and concluded that the 
e-business specific requirements are not met in 
UML and RUP. Successful e-business develop-
ment requires alternative approaches that support 
better organization change, communication be-
tween stakeholders, systems integration, objective 
formation, and evolutionary development.

In our study, architecture manifested itself as 
a catalyst that makes business and organizational 
conflicts and problems concrete. When making 
decisions about architecture, the systems archi-
tects had to take into account the organizational 
situation in the company. At the same time the 
architecture starts shaping and changing the or-
ganization, thus forming a double mangle (e.g., 
Jones, 1998). The architects also realized that 
technical rationality is not enough for success in 
this kind of a situation. To succeed in e-business 
architecture development, one has to be aware 
of the political and organizational forces that are 
driving the development and its objectives. E-busi-
ness architecture development can therefore be 
characterized as a process of seeking boundaries, 

finding sufficient consensus, and identifying com-
monalities across organizational borders. Most 
previous literature on architectural methods has 
neglected this and sought to develop description 
languages for describing the actual architec-
tures for systems with clear problem statements, 
whereas we claim that it would be more important 
to seek tools that aid in building common under-
standing about the system and its architecture 
and tools for processing the emerging conflicts. 
Thus, we maintain that the field of architecture 
for e-business would benefit from tools that help 
to identify and process the emerging conflicts 
than tools that aid in developing a technically 
“perfect” and optimized solution. These tools 
could be used in early phases of development to 
augment UML and RUP based tools. Examples 
of such tools are group support systems and dif-
ferent participation facilitation systems. Thus we 
do not call for replacing UML, but rather adding 
tools that can be used to communicate with non-
technical people about the architecture.
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Table 2. Summary of the requirements for e-business development methodology

Requirement Type Rationale Support in RUP employing UML

R12

e-business development methodology should 
support the formation and recording of objec-
tives and measuring of success related to 
objectives

L/O

Identifying and agreeing about 
objectives is one of the most 
difficult issues in e-business 
development

Poor; the objectives are mostly 
supposed to be given to the devel-
opment project

R13
The development process should support orga-
nizationally both effective control structures and 
flexibility

O

Strong authority is needed to 
handle the conflicts and unof-
ficial structures for creative 
solutions

Poor; development organization 
“design” in a general level
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Chapter VI
Nazar Foods Company:

Business Process Redesign Under Supply 
Chain Management Context

Vichuda Nui Polatoglu
Anadolu University, Turkey

executIve summAry

Nazar Group of Companies has been a leading 
producer and distributor of cookies, crackers, 
cakes, chocolate, and other products in Turkey for 
more than 40 years. This case is about the group’s 
management roles in transforming the compa-
nies into a more consumer-focused orientation 
using supply chain management philosophy as a 
strategic framework. Descriptions of supporting 
business systems were summarized along with the 
challenges and problems facing managers in ef-
fective utilization of these systems in practice. 

orgAnIZAtIonAL bAckground

Nazar Cookies Company (NCC) was founded in 
1961 by an entrepreneur who had seen a business 
opportunity in providing new cookie varieties 
for Turkish consumers. Having graduated from a 
European university with a management degree, 
he was expected to manage the family business 

of flour milling. After a short stay in his father’s 
business, however, he decided to go on his own 
way with a clear vision of bringing new tastes to 
Turkish consumers at the highest possible quality. 
He also decided to establish his company in his 
hometown, which is a strategically located cen-
tral Anatolian city that already had considerable 
industrial activity.

After a year of intensive work both in prod-
uct and process development, NCC could begin 
production in 1962 with a capacity of three tons 
per day of a few varieties of products that already 
existed in the market. Since NCC was essentially 
a production-focused company, and since there 
had not been any other marketing companies to 
work with, the products were sold in bulk (4-5 
kg boxes) to individual merchants at the factory 
door, who would then distribute them to retail 
shops in their own territories. 

During the first few years, workers, fore-
men, engineers, and the owner were all working 
together very closely and with high motivation 
toward getting a share in the market, which was 
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dominated by three major players, all of which 
were located in Istanbul, the heart of trade in 
Turkey. In addition to his quick learning ability, 
the owner/president was very successful in trans-
ferring a few critical people from competitors and 
bringing know-how through his European friends 
and their networks.

The company established the first semi-au-
tomatic production line in Turkey in 1967. NCC 
grew rapidly by the addition of new production 
lines and new brands. In 1971, NCC became a 
family-owned company under the trade name of 
Nazar Food Company (NFC). In 1975, together 
with its major competitor today, NFC successfully 
employed the packaging machines, which were 
able to produce individually wrapped portions in 
its process lines. This led these two companies 
to differentiate their products and earn strong 
consumer acceptance in the marketplace. Also, 
in the same year, management decided to lease a 
computer from IBM to handle personnel files and 
payroll, which marked itself in history as the first 
private organization using a computer in Turkey. 
In 1979, a machinery company (Nazar Machinery 
Company) was established in the city industrial 
zone to produce special bakery machines both 
for Nazar companies and others. Also, during 
that time, the accounting activities were fully 
computerized. 

As NFC was about to become the market 
leader in 1980 with sales reaching 39,400 tons, the 
country experienced its strongest social unrest, 
which created unfortunate problems with worker 
unions. The operations had suffered for almost a 
year, during which the two companies faced grave 
financial problems. In 1981, the president decided 
to establish a new production company (Bonjuu 
Food Company) in the industrial zone and a new 
marketing company (Nazar Marketing Company) 
in the city, both with the minor partnership of a 
big industrial conglomerate.

Until 1990, the Nazar Group of Companies 
experienced stagnation. Computerization reached 
operational levels in each company. The market-

ing company organized wholesalers across the 
country and executed its sales operations through 
them. There were about 50 large wholesalers who 
sold Nazar products to more than 2,000 smaller 
local wholesalers, who also could procure directly 
from NFC. The transportation between the fac-
tories and wholesalers was outsourced.

In 1993, the president decided to establish a 
new and modern production facility for NFC in 
the industrial zone and to transfer the production 
in the old factory entirely to the new one in time. 
This new plant started production in 1995 with 
one highly automated production line. In 1997, 
the marketing company was moved to Istanbul, 
and the sales operations were reorganized under 
a new distribution system where individual and 
exclusive distributors were hired as business 
partners. Most of the old wholesalers became 
exclusive distributors of Nazar brand products.

Between 1990 and 2000, the business grew 
on the average of 5% every year, reaching about 
74,000 tons annually (see Exhibit 1 in the Ap-
pendix). Until that time, export business had been 
given little attention. In 2000, however, the export 
directorship was formed within the marketing 
company, and exclusive distributorships were 
initiated in about 40 countries. In 2001, a new ap-
proach to production planning was implemented, 
which transformed then predominantly produc-
tion-focused system into a sales-driven system.

The Nazar group management decided to enter 
into the chocolate business, and a new chocolate 
factory was built in 2003 in the industrial zone 
under NFC. By the end of that year, the market-
ing company sold about 111,000 tons of about 
80 different Nazar brands, including cookies, 
crackers, digestives, light products, baby biscuits, 
specialties, cakes, pies, wafers, and breakfast 
cereals, out of which 21,000 tons were exports. 
The revenue exceeded $250 million US, while 
the group had almost no debt (see Exhibit 1). 
Nazar brand became one of the top five brands 
recognized in Turkey.
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According to Nielsen data, between 2000 and 
2003, the Turkish packaged bakery products mar-
ket was stagnant. Since per capita consumption 
of packaged bakery products is about 3.8 kg in 
Turkey, which is well below developed countries 
(e.g., 7.2 kg in Germany, 11.4 kg in England, 14.2 
kg in Holland), the reason for market stagnation 
was explained by the economic crisis that the 
country had been going through in recent years 
that adversely affected disposable incomes of 
the people (Euromonitor, 2003). Therefore, as 
economy improved in Turkey, the market was 
expected to grow considerably. This expecta-
tion had been luring most of the multinational 
companies and local industrial conglomerates to 
move into FMCG market through acquisitions, 
joint ventures, or direct investments. 

In this market, from 2000 to 2003, Nazar’s 
share rose from 29% to 33% (see Exhibit 1), 
while its major competitor’s share declined from 
59% to 50%. The rest of the market was filled 
by almost 50 small, mostly local producers, the 
largest of which had 5% share. The duopolistic 
market structure created by Nazar and its major 
competitor had been a big entry barrier for the 
newcomers. Both had established very strong 
brands and distribution patterns during the past 
40 years. While Nazar’s major competitor had 
been successfully moving into different food 
categories, from beverages to cooking oil, during 
the past few years, Nazar had chosen to remain 
focused at its core business until recently when 
it had moved into the chocolate business. 

Nazar production companies currently operate 
under ISO 9002 quality standard leading towards 
TQM. This is in compliance with the group’s ob-
jective of producing and selling the best quality 
products at affordable prices to Turkish consum-
ers. In the late 1990s, NFC had turned down a 
joint venture deal with a giant multinational food 
corporation, closing the opportunity for higher 
competition in this market.

Among the distribution channels, the chain 
stores sales in Turkey had been rising from 19% 

in 2000 to about 40% in 2003, still far below de-
veloped countries, while the individual grocery 
stores’ share dropped to 52% from 71% in terms 
of Nielsen’s Retailer Measurement Index. The rest 
of the channel comprises confectionary stores, 
kiosks, gas stations, and so forth remain about 
the same. Nazar’s distribution pattern altered 
similarly in that the share of national chain stores 
rose up to about 15% in 2003 in volume.

Nazar Marketing Company (NMKC) is the 
only customer of the two production companies 
and functions as a service (transportation, sales, 
marketing, etc.) provider for them. By design, these 
four companies cannot function independently in 
that together they form a big supply chain that is 
administered by the Group Management Team 
(see Exhibit 2 for the list of group managers.) 
Some of the members of this team have been 
elected for the Management Council, which the 
president established in 1999 (see the list of council 
members in Exhibit 3.) The council sets strategic 
directions and gives organizational and financial 
decisions regarding the group of companies. 

All of the Group Management Team members 
are placed under the payroll of NFC. Also, NFC 
holds the industrial property rights of Nazar 
branded products. On the other hand, each com-
pany has a general manager who is responsible for 
its board, which is comprised of family members, 
professionals, and a few external consultants 
(see top levels of the organizational charts of 
NMKC and NFC in Exhibit 4.) Vice President of 
Procurement oversees the Procurement Director 
who manages a group of officers responsible for 
executing the MRP system through which the 
material requirements of the production compa-
nies are satisfied collectively. They communicate 
with the Supply Chain Group Manager and the 
factories’ planning managers. 

Vice President of Planning and IT oversees 
the Supply Chain Group Manager, the Informa-
tion Systems Group Manager, and a number of 
technical analysts, and administers the Produc-
tion Inventory Management System (PIMS), 
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which is the key interface between sales and 
production functions. The Supply Chain Group 
Manager communicates with the procurement 
officers, Sales Forecast Manager, and country 
managers in the NMKC and planning managers 
in the production companies. The Information 
Systems Group Manager administers central data 
processing, the help desk for the Nazar intranet, 
and computer program development projects. The 
Vice President is also responsible for corporate 
governance and strategic planning, for which he 
or she establishes and coaches project groups to 
satisfy certain organizational needs.

The Technical Coordinator oversees the Qual-
ity Assurance Group Manager and a number of 
technical analysts and administers the use of 
technology and feasibility of investments in the 
production companies. The manager also coordi-
nates group resources for process design, facility 
layout, Total Productive Maintenance projects, 
and quality assurance activities. 

The NMKC has Marketing, Sales, Exports, and 
Planning directorships located at the head office 
in Istanbul, who report to the General Manager. 
NMKC has eight regional sales offices, each with 
sizable warehouses geographically dispersed 
across Turkey. Each office has a regional manager 
directly reporting to the Sales Director. There 
are about 150 distributors who execute exclusive 
sales routes. These distributors are individual 
merchants who serve about 180,000 sales points, 
including small kiosks, confectioneries, gas sta-
tions, groceries, and local chain stores. Each dis-
tributor is served by a Distribution Manager, who 
reports to the Regional Manager, who looks after 
daily local business affairs in addition to admin-
istration of financial and operational obligations 
of the distributors towards NMKC. Distributors 
own their service trucks, which are driven by 
their sales representatives who are trained and 
equipped according to the standards established 
by the Sales Director. Each sales representative 
carries a hand-held terminal through which they 
view the individual account of a sales point, is-

sue an invoice, take backorders, or view promo-
tion programs. The Sales Director designs and 
administers incentive packages for distributors, 
which include various operational and financial 
targets. If a distributor meets these criteria, he or 
she earns additional sales premiums.

The Marketing Director oversees a number of 
brand managers who are assigned to certain prod-
uct groups. Brand managers administer standing 
of brands in the market, monitor competitors’ 
activities, design promotion programs, develop 
brand advertisements, conduct consumer surveys, 
and contribute new product development projects. 
In addition, there is a Sales Forecast Manager 
under the Marketing Director who operates the 
Demand Forecasting and Production Order Sys-
tem (DFPOS) in collaboration with the Supply 
Chain Group Manager.

The Export Director and a number of country 
managers operate the Export Order Manage-
ment System (EOMS) in collaboration with the 
Supply Chain Group Manager. The Planning 
Director of NMKC administers improvement 
projects as a project leader, which involves cost 
cutting, technology implementation, TQM, and 
other organizational issues. The Director also 
manages a local IT group, which acts as a help 
desk for the Distributor Management Information 
System (DMIS).

The General Managers in two production 
companies oversee Production, Technical, Plan-
ning, Quality Assurance, Finance, and Person-
nel Managers. The production companies are 
organized along the production processes, where 
each process has an owner who reports directly 
to all of the managers. Planning Managers oper-
ate PIMS in collaboration with the Supply Chain 
Group Manager.

settIng the stAge

Prior to 1990, computer utilization had been lim-
ited to data processing for payroll and accounting 
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purposes, which was administered under the 
Finance Coordinator. This involved a backroom 
operation lacking a clear vision or strategy. In 
1990, Deniz Batu was hired as the Vice President 
responsible for planning and IT. His main task 
was to identify critical business processes and to 
develop IT applications to enhance and, if neces-
sary, to redesign them according to a priority given 
for him at that time. Batu’s concerns were on re-
designing business processes using an IT-enabled 
approach to organizational change (Al-Mashare & 
Zairi, 2000; Davenport & Short, 1990; Davenport 
& Stoddard, 1994; Grover et al., 1993).

Until 1990, there had been an officer working 
under the General Manager of NFC who would 
communicate with NMKC through telephone, 
receive sales information, negotiate with them, 
and establish a production scheduling program 
for the following month. The manager would take 
into account capacity limitations, material, and 
workforce requirements based on some scheduling 
patterns coming from personal experience. Batu 
thought that this approach had been successful in 
the past when the system was compact enough, but 
then it eventually became too ad hoc and myopic, 
which did not allow structural business growth. 
He envisioned a new approach.

Batu decided to start from the business trans-
actions of the wholesalers; that is, he formed 
a project group that developed an IS for order 
processing, credit status reporting, and payment 
collection. Shortly after the implementation of this 
system, the project group developed an additional 
IS module, which included warehouse inventory 
management and shipment operations.

Having collected sizable data through the use of 
this IS platform, Batu decided in 1992 to develop 
a performance measurement system that sum-
marized financial and operational data as graphs 
and tables in order to support business decision 
making as well as to measure the performance 
of the marketing and production companies. This 
approach, however, changed the atmosphere of the 
group management meetings adversely, because 

until then the decision makers were used to relying 
on their instincts and limited information. The 
production people were more reluctant to accept 
the measurement results, while marketing people 
were disturbed mostly by someone else watching 
their operations.

One of the positive outcomes of the perfor-
mance measurement system, however, was that 
the group management realized that the overall 
profitability of the group had been affected ad-
versely by demand fluctuations. Thus, a lesser 
degree of demand variation would lead to less 
shortages, lower inventories, and higher capac-
ity utilization. The group management started to 
search for remedies.

The friction between Batu and the rest of the 
group, however, did not stop him from proceeding. 
As a next step forward, he initiated another project 
group to work on sales forecasting. This group 
developed an IS module that generated monthly 
sales forecasts for each SKU based on the past 
36 months’ sales data. Users would input pricing 
and promotion information and choose among 
alternative analytical and subjective forecasting 
tools. As a result, the program would output fore-
cast intervals (minimum and maximum values) 
for the following three months. Unfortunately, 
even though the users in NMKC liked the idea 
of forecasting, they were not willing to adapt for 
change. Thus, the use of this system failed in the 
implementation stage.

Batu’s next target was to improve the pro-
curement operation performance, measured as 
production loss due to material shortages. To this 
end, he decided to develop an MRP system for the 
Procurement Director and his team. He formed a 
project group that included production people and 
procurement officers. This group developed an 
MRP platform, which was essentially a decision 
support system to optimize total cost of procure-
ment while improving the relationship between 
production planning and material availability. The 
system has been upgraded several times since its 
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launch in 1995.
In about 1994, based on performance measure-

ment results, the group management started to 
exercise the idea of implementing an exclusive 
distributorship instead of working with whole-
salers. Even though the operational cost of a dis-
tributor system would be higher, it was believed 
that, among other benefits, this system would 
yield more accurate sales forecasts, which, in 
turn, would improve the overall performance of 
the Nazar group. 

In 1996, the group management made its 
decision in favor of distributorship. Thus, Batu 
decided to develop an operation management 
system that would replace the existing system 
for the management of wholesalers. To this end, 
the Distributor Management Information System 
(DIMS) was developed and implemented in 1997. 
DMIS included order processing, inventory and 
account management, and promotion and pric-
ing modules, which were presented as a decision 
support platform for the distributors. On the other 
end, the financial and operational performance of 
each distributor was monitored daily, since the 
system was synchronized by dial-up connections 
every night.

Together with DMIS, a newer version of the 
sales forecasting IS, called Demand Forecasting 
and Production Order System (DFPOS) was also 
launched. Being a monthly-operated, three-month 
planning horizon system, DFPOS was designed to 
administer production orders for Nazar production 
companies based on sales forecasts. In the first 
phase of the run, each Distribution Manager (64 
individuals at that time) entered their subjective 
views as a function of 10 critical factors, includ-
ing competitors’ activities, new product launches, 
and distributors’ stocks for each SKU. This in-
formation then was provided for each Regional 
Manager as a regional sum, and their acceptance 
or revision was asked.

Following this stage, the regional forecasts 
were integrated together with the analytical 
forecasts obtained by running three forecasting 

methods using the past 36 months’ sales data, 
corrected for seasonality, price, promotion, and 
advertisement effects. The resulting forecast 
intervals for each SKU were passed into the 
second phase of DFPOS run, where the weekly 
production orders for the next 12 weeks were 
obtained. In this process, annual budget figures 
and market research parameters also were taken 
into account.

Implementation of DMIS continued smoothly, 
since there was an urgent need for such an oper-
ating system to run the new distributor system. 
DFPOS was launched in 1997; however, it could 
not be implemented successfully, because between 
1997 and 1998, the top management of NMKC 
had been almost completely renewed, and there 
were more urgent organizational problems to 
deal with.

Between 1997 and 1999, Nazar Group’s op-
erations grew considerably, which required more 
synergy between the production and marketing 
companies. However, it seemed to Batu that the 
production companies were making their produc-
tion plans on their own, while NMKC was trying 
to respond to market dynamics in the short term. 
As a result, the group management meetings were 
dominated by inconclusive discussions between 
the marketing and production people. 

In the Management Council, Batu argued that 
the group management team had not been able 
to manage the Nazar supply chain efficiently. 
Thus, the subsystems developed that far had to 
be integrated further in order to establish more 
group synergy. Batu commented:

From my side, supply chain management concept 
is a management model which extensively utilizes 
the systematic approach to run the business. … 
Our efforts/practices could not be seen as the 
picture of a developed supply chain and its ad-
ministration, but only a part of it. These efforts 
only show our consciousness on the way to have 
a supply chain management system and its prac-
tice. The transition is still going on. (See Chandra 
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and Kumar, 2000; Ho, et al., 2002; Kopczak and 
Johnson, 2003; Larson and Halldorsson, 2002; 
Mentzet et al., 2001; for reviews of supply chain 
management).

After long discussions, the Management 
Council accepted Batu’s proposal and, in addition, 
decided to move the group management from 
production-focused (push-type) orientation to a 
more customer–focused (pull-type) one. 

In 1999, the General Manager of NFC and the 
Technical Coordinator left the group, which was 
the initial sign of change. Batu had to revise his 
implementation strategy; thus, he had to determine 
where to start the integration project and how to 
proceed. In 2000, a new Technical Coordinator 
was hired as a council member, who also had 
background in supply chain management. He 
became Batu’s major partner in system design.

cAse descrIPtIon

In mid 2000, Batu decided to start the integration 
project right at the interface between Production 
and Sales, where the majority of management 
problems originated. He formed a steering com-
mittee, which assigned certain projects to cross-
functional project groups. The steering committee 
reported to the Management Council. The objec-
tive of the initiative was to develop and implement 
an IS, called Production-Inventory Management 
System (PIMS), which would integrate sales 
forecasts coming from NMKC and production 
planning, while optimizing the overall operational 
efficiency of the Nazar supply chain.

Prior to the PIMS project, Batu pointed out that 
production companies were undertaking pseudo-
production planning activities without an obliga-
tion to meet production orders taken from DFPOS. 
Although a production order for each product was 
given each month, orders were rarely met. For 
this reason, production cost control in that kind 
of environment had been very difficult. Finch and 

Luebbe (1995) state that planning for operations 
is essential because operation function controls a 
large percentage of a firm’s resources, including 
inventories, capacities, and workforce. 

Basic supply chain components of Nazar 
Group are shown in Exhibit 5, where the system 
boundaries of PIMS and its relational diagram 
also are indicated. Having looked at this picture, 
Batu realized that in the first stage of the project, 
conceptualization of PIMS had to be agreed upon 
collectively. To this end, many project meetings 
were organized where production, marketing, and 
procurement people were presented with a num-
ber of alternative approaches to system design. 
After many discussions, a list of protocols was 
established between marketing and production, 
and another one between production and procure-
ment functions under which the selected system 
(shown in Exhibit 6) was defined.

The protocols were designed to underline the 
responsibilities of both parties and to resolve or 
avoid conflicts. For instance, under the protocol 
between marketing and production, the planning 
period was established as 12 weeks rolling ho-
rizon and the time step was taken as one week. 
Therefore, NMKC had to enter the sales forecasts 
for 12 weeks for each SKU. That is, every week, 
sales forecasts for the following 11 weeks could 
be revised, and the 12th week had to be entered 
for the first time. Sales forecasts, however, only 
could be revised under certain revision limits 
that were previously agreed upon. The correla-
tion between weekly sales forecasts (revised) 
and actual shipments was a part of performance 
measurement for NMKC. On the other hand, 
the production company was responsible for the 
realization of production orders and preparation 
of stocks, including safety stocks, for shipment 
in the beginning of the assigned week. The cor-
relation between production orders and actual 
production was a part of the performance measure 
of the production company.

Under the protocol between production and 
procurement, the production company was respon-
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sible for validating daily raw material usage, while 
it was procurement’s responsibility to update sup-
plier information, net cost of procurement, batch 
sizes, and so forth. Also, it was the procurement 
department’s responsibility and its performance 
measure to provide the correct materials at the 
required time. To this end, the materials were 
divided into two groups; namely, major and minor 
materials, where the major materials were the ones 
with high usage, short shelf-life, or short leadtimes 
(less than two days), and minor materials were 
the ones with low usage or long leadtimes. It was 
agreed under the protocol that the procurement 
department would have to provide minor materials 
needed at the beginning of the week and provide 
major materials not longer than two days before 
their use. The timing of usage of the materials 
was given by the Production Planning Program 
(PPP) output (see Exhibit 7).

Having established the systems concept, Batu 
decided to move forward to the next stage, where 
a number of project groups would examine the 
MRP, production, production planning, human 
resources, and warehousing functions in order to 
identify their weaknesses under the new system 
requirements. After several upgrading studies, 
these functions were improved, especially, in 
terms of IT and decision-making abilities. User 
terminals were transformed into Web-based, and 
the underlying database operations were stream-
lined to achieve a higher speed of data exchange. 
Also, the connections to remote locations, espe-
cially within factory floors or warehouses, were 
improved.

In the mean time, a group of analysts started the 
development of PPP with an objective of generating 
a 12-week production plan that utilized production 
means and sources in the most economical way. 
To this end, PPP was designed as a hierarchical 
optimization model (Schneeweiss, 1999), as shown 
in Exhibit 7. At the Master Production Schedule 
(MPS) level, the optimal weekly production plan 
for the 12-week planning horizon was determined. 
This plan optimized the use of production line 

capacities in order to fulfill the sales forecasts 
and safety stock requirements so that shortages 
and inventory carrying costs were minimized. 
MPS was modeled as a periodic review, partial 
backlogging, and capacitated production-inven-
tory model (Hax & Candea, 1984).

The output of MPS (weekly production quanti-
ties) was entered into the Scheduling Model. This 
model used a heuristic solution procedure to obtain 
the detailed production schedules for 63 shifts 
(three weeks) that minimized the completion times 
and setup losses. The output of the Scheduling 
Model was entered into the Assignment Model, 
which determined the optimal workforce assign-
ments for the 63 shifts given by the Scheduling 
Model so that the use of workforce skills was 
maximized. Under this hierarchical structure, an 
iterative method was used so that the lower-level 
optimization programs checked feasibility of the 
higher-level program solutions. If the feasibility 
test did not pass, then the higher-level program 
searched for the next solution. The iterations 
ended when a feasible and satisfactory solution 
was obtained. 

The MPS model, developed for one of NFC’s 
plants where 120 SKUs were produced in 12 pro-
duction lines, was structured as a Mixed Integer 
Programming (MIP) model with about 10,000 
constraints and 5,000 decision variables. The 
Scheduling and Assignment models also were 
designed as MIP models with 52,000 constraints 
and 41,000 decision variables, and with 4,500,000 
constraints and 5,350,000 variables, respectively. 
The optimization models were developed using 
GAMS modeling tool. The iterative hierarchical 
solution procedure was developed in-house using 
a C++ code, which called in Cplex solver for MIP. 
The entire system is located in a server with 2 GB 
RAM and 2.4 GHz Pentium IV microprocessor. 
It took 90 minutes for the program to obtain a 
satisfactory solution. 

One of the critical success factors of the project 
was the effective use of IT so that the resulting 
system would allow fast and accurate decision 
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making and be open for future system extensions. 
This required a careful database management on 
the mainframe, because there were many distrib-
uted network users from different disciplines, and 
their interactions involved data entry, report/graph 
viewing, and local decision making. 

In the next phase of system integration, Batu 
decided to launch user training programs. MRP 
users were trained for the use of materials man-
agement according to new rules. Human resource 
departments at the production companies were 
trained for updating operator skill levels, devel-
oping operator training programs, and getting 
performance measurement information. Also, 
the production planning people at the production 
companies were trained for updating product and 
process parameters, setup times, operator skill 
definitions, and so forth. 

In the last quarter of 2001, Batu decided to 
launch the PIMS system starting at one of NFC’s 
production plants. There were minor IT- or IS-
related problems, which were solved immediately. 
However, there was major resistance from both 
production and marketing users, but not from the 
procurement people. In fact, in the beginning of 
2001, a new general manager was hired for NFC 
and appointed to the Management Council as 
well, who was hesitant to show leadership for 
implementation, since most of the major decisions 
were made before him. 

The production people also were arguing 
strongly about the success of the new production 
paradigm (customer-focused, planned produc-
tion), and they were defending the performance 
of the old paradigm (production-focused, myopic 
production planning), where they enjoyed full 
control of production resources. For instance, they 
claimed that the finished goods inventories were 
higher compared to one year before. However, after 
a short analysis, it was shown that the difference 
originated partly from the safety stocks, which 
did not exist before, and the rest of the stocks on 
weighted average were moving at a rate faster 
than before. Batu thought that the production 

people were used to giving short-term tactical 
decisions, which mostly optimized local factors, 
and they were not willing to see easily that PIMS 
was concerned about group-wide optimization 
that involved longer-term strategic decisions; for 
this reason, the model outputs seemed flawed to 
most users.

Marketing people also were resisting change. 
The sales forecasts coming through DFPOS were 
still short-sighted. They were complaining about 
PIMS not being able to adapt to changes in the mar-
ket quick enough, which, they argued, had been 
leading the company to a high loss of sales.

Amidst all these low user adoptions, the system 
was operating technically quite smoothly. Batu 
was able to reply to almost all of the complaints 
with performance measures. These complaints 
continued until mid-2002, when Batu decided 
to move ahead and promote his project leader as 
Supply Chain Group Manager, thereby collect-
ing most planning decisions under one manager. 
From that point on, PIMS was administered by 
this group manager, who was knowledgeable 
about the entire system.

In 2002, the sales grew 12%, and the market 
share rose 2%, while the Management Council 
decided to remain neutral about PIMS. In 2003, 
Batu decided to include the other NFC plant and 
Bonjuu Foods under PIMS. The implementation 
took about nine months with almost no imple-
mentation problems on the production side. DMIS 
also was upgraded from a dial-up connection to a 
Web-based application in 2003, adding features 
to streamline the process and adding value for 
the distributors. Since the distributors are Nazar’s 
customers in its supply chain, this application is 
hoped to form a basis for more collaboration. (See 
Fawcett and Magnan, 2002, for a study of supply 
chain integration practice; and Lancioni, et al., 
2003, for Internet application trends in SCM.)
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current chALLenges/  
ProbLems FAcIng the  
orgAnIZAtIon

By the end of 2003, all existing production lines 
were administered under PIMS except for those 
in the new chocolate plant, which would be joined 
later. It seemed to Batu that a procurement and 
production mechanism was built, which operated 
at a reasonable efficiency; however, the sales fore-
cast errors were still too high to get the most out 
of this system. The marketing people were still 
operating the system with shortsighted forecasts, 
which led to imposing too many forecast changes 
and thus, higher stock levels than expected. In 
return, this often caused wrong management con-
cerns about the effectiveness of PIMS. It seemed 
to Batu that adapting marketing people to change 
would take longer than expected, and he had to 
initiate another process to motivate them.

Batu also believed that the group management 
organization was not adequate anymore for the 
current size of the overall supply-chain operations. 
Under the current group management structure, 
the cross-functional decisions were not made as 
fast nor as effectively as they should have been. As 
a result, the implementation of PIMS was affected 
adversely by the lack of a collaborative group 
management platform. In fact, all collaborative 
group operations, such as product development, 
were affected adversely by the current manage-
ment structure. Thus, the problem would have to 
be solved through a holistic strategic management 
approach.

On the other hand, users were complaining 
about the long response time of the system, as 
they were trying to test the performance of sev-
eral implementation scenarios. Batu believed that 
there were still a number of improvements to be 
realized about the optimization algorithms within 
the PIMS and MRP systems in order to speed up 
the overall solution time. The current runtime of 
about 90 minutes seemed to be a practical limit to 
undertake what-if type manual decision interven-

tions regarding the use of production resources, 
such as overtime or hiring/firing decisions. 

In addition, there had been a strong demand 
from users in that they needed more variations 
about the output report formats. Batu considered 
these continuous improvement projects as a step 
toward higher user adoption, where he placed 
utmost emphasis. 

note

Dedicated to the memory of Mustafa Ozturk.
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APPendIx

Exhibit 1. Financial data: Nazar Group of Companies

Year 2003 2002 2001 2000 1999

Total Sales (tons) 111,214 101,887 90,817 74,462 62,816

Total Revenue (million 
USD)

260 175 145 153 126

Export (% of Total 
Revenue)

13.6 9.83 13.8 6.7 0.4

Market Share (%)* 33 32 30 29 30

*Nielsen Data.

Exhibit 2. List of Group Management Team Members, all placed under the payroll of NFC

• President (family member)
• Vice President of Procurement, (family member)
• Vice President of Planning and IT
• R&D Coordinator (family member)
• Technical Coordinator
• Finance Coordinator
• Human Resource Coordinator
• Group Auditor

Exhibit 3. List of Management Council Members

• President (family member)
• Vice President of Procurement, (family member)
• Vice President of Planning and IT
• R&D Coordinator (family member)
• Technical Coordinator
• General Manager of Nazar Marketing Company
• General Manager of Nazar Foods Company
• External Consultant for Finance
• External Consultant for Public Relations
• Two Family Members

Exhibit 4. Top Level Organization Charts of Nazar Foods and Nazar Marketing Companies

Nazar Foods Company Board
 General Manager
  Production Manager
  Production Planning Manager
  Technical Manager
  Quality Assurance Manager
  Finance Manager
  Personnel Manager
  Plant Manager (Rusk Factory)
  Plant Manager (Chocolate Factory)

Nazar Marketing Company Board
 General Manager
  Marketing Director
   Sales Forecast Manager
  Sales Director
   8 Regional Managers
   Chain Stores Manager
   Transportation Manager
  Export Director
   Country Managers
  Planning Director
  Finance Manager
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Exhibit 5. IS components under Nazar group supply chain

Exhibit 6. Conceptual overview of production-inventory management system (PIMS)

Procurement salesProduction warehousing distribution
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Exhibit 7. Production planning program (PPP) system design

This work was previously published in Journal of Cases on Information Technology, Vol. 8, Issue 1, edited by M. Khosrow-Pour, 
pp. 49-62, copyright 2006 by IGI Publishing, formerly known as Idea Group Publishing (an imprint of IGI Global).
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AbstrAct

A critical success factor for information systems 
is their ability to evolve as their environment 
changes. There is compelling evidence that the 
management of change in business policy can 
have a profound effect on an information system’s 
ability to evolve effectively and efficiently. For 
this to be successful, there is a need to represent 
business rules from the early requirements stage, 
expressed in user-understandable terms, to down-
stream system design components and maintain 
these throughout the lifecycle of the system. Any 
user-oriented changes could then be traced and if 
necessary propagated from requirements to design 
specifications and evaluated by both end-users 
and developers about their impact on the system. 
The BROOD approach, discussed in this article, 
aims to provide seamless traceability between 
requirements and system designs through the 

modelling of business rules and the successive 
transformations, using UML as the modelling 
framework. 

IntroductIon

The ubiquitous nature of information systems 
and the increasing dependency of organizations, 
government and society on such systems highlight 
the importance of ensuring robustness in their 
operation. At the same time rapid changes in the 
environment of information systems places an 
increasing emphasis on the ability of these systems 
to evolve according to emerging requirements. A 
large proportion of a total systems’ lifecycle cost 
is devoted to introducing new requirements, and 
removing or changing existing system functional-
ity (Grubb & Takang, 2003). Software evolution 
therefore is considered as a key challenge in the 
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development and maintenance of information 
systems (Erlikh, 2000). 

In recent years there has been an increasing 
interest of the IS community in business rules, 
which has resulted in dedicated rule-centric 
modeling frameworks and methodologies (Ross 
& Lam, 1999; Zaniolo et al., 1997), international 
initiatives for the investigation of business rules’ 
role in the context of knowledge management 
(Hay & Healy, 1997), conferences, workshops and 
tutorials (Mens, Wuyts, Bontridder, & Grijseels, 
1998), and rule-centric rule management tools and 
application development support environments 
(e.g., Blaze Advisor Builder, BRS RuleTrack, 
Business Rule Studio, Haley Technologies, ILOG 
Rules, Platinum Aion, Usoft Developer and Visual 
Rule Studio). Whilst these efforts make significant 
contributions in their own right, a key challenge 
remains unanswered namely the linking of busi-
ness	rules	specifications	to	software	designs. 

The aim of the BROOD (business rules-driven 
object oriented design) approach is to address the 
issue of software evolution from both require-
ments and design perspectives. This confluence 
should provide a seamless and traceable facility 
that arguably should bring about a more effec-
tive way of dealing with software evolution, by 
aligning changes of the information system to 
changes in its environment. BROOD adopts as its 
methodological paradigm that of object orientation 
with UML as its underlying graphical language. 
It augments UML by explicitly considering busi-
ness rules as an integral part of an object-oriented 
development effort. To this end BROOD aims:

i. To explicitly model business rules in a man-
ner understandable to end-user stakehold-
ers.

ii. To map these to formal descriptions ame-
nable to automation and analysis. 

iii. To provide guidelines on the deployment of 
business rules in the development process.

iv. To provide guidelines on the evolution of 
requirements and related design specifica-
tions.

The article is organized as follows. Section 
2 discusses the background to business rules 
modeling. Section 3 introduces the motivation 
for BROOD. Section 4 introduces the BROOD 
metamodel as the foundation for modeling busi-
ness rules. Section 5 discusses the manner in which 
business rules are linked to design components via 
the concept of ‘rule phrase.’ The BROOD process 
is detailed in section 6. The BROOD approach is 
supported by an automated tool and this is briefly 
discussed in Section 7. The article concludes with 
an overview of BROOD, observations on its use 
on a large application and comparisons with 
traditional approaches. 

The language details for business rules 
definition are given in appendix A. The BROOD 
approach is demonstrated through an industrial 
application which is described in appendix B. 
This application had originally been developed 
using a traditional approach. Therefore, it proved 
useful not only as a means of providing a practical 
grounding on BROOD but also on comparing and 
contrasting the use of BROOD with a traditional 
development effort. 

busIness ruLes modeLLIng

The motivation of BROOD is to provide a develop-
ment environment whereby the business analysis 
and system design domains are supported by 
business rules modeling with the specific aim to 
facilitating more effective software evolution. 

The term “business rule” has been used by 
different authors in different ways. For example, 
in (Rosca, Greenspan, Feblowitz, & Wild, 1997), 
business rules are:

statements of goals, policies, or constraints on an 
enterprise’s way of doing business.

In (Herbst, 1996a), they are defined as: 

statements about how the business is done, i.e. 
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about guidelines and restrictions with respect to 
states and processes in an organization.

Krammer considers them as “programmatic 
implementations of the policies and practices of 
a business organization” (Krammer, 1997) whilst 
Halle states that:

depending on whom you ask, business rules 
may encompass some or all relationship verbs, 
mathematical calculations, inference rules, step-
by-step instructions, database constraints, busi-
ness	goals	and	policies,	and	business	definitions.	
(Halle, 1994).

In general, business rules in the information 
systems field may be viewed in terms of two 
perspectives: (a) business rules as applied to con-
ceptual modeling and (b) business rules as applied 
to evolvable software systems development.

business rules in conceptual  
modeling

1. Business rules as part of requirements gath-
ering and systems analysis have not been 
ignored by structured analysis, information 
engineering or object-oriented analysis ap-
proaches (Moriarty, 1993) which, to varying 
degrees, subsume or represent business rules 
as part of notation schemes used to specify ap-
plication requirements (Gottesdiener, 1997) 
Ross (1997) comments that traditional IS 
methodologies have addressed rules poorly, 
and only relatively late in the system develop-
ment lifecycle. (Hay & Healy, 1997) mention 
that rules dealing with information structure 
may be represented by any of several flavors of 
entity—relationship or object class diagrams, 
and responses to events may be shown via 
essential data flow diagrams (McMenamin 
& Palmer, 1984) or as entity life history 
diagrams (Robinson & Berrisford, 1994). 

From a conceptual perspective there are ap-
proaches that consider business rules as an integral 
part of the modeling and analysis of systems’ re-
quirements. An early effort in this direction was 
the RUBRIC project (Loucopoulos & Layzell, 1986; 
van Assche, Layzell, Loucopoulos, & Speltinex, 
1988) parts of which were integrated into the infor-
mation engineering (Martin, 1989) method. 

In BROCOM (Herbst, 1996b, 1997), the rule 
language is a type of structured English, and 
therefore it is highly expressive. Moreover, rules 
are organized according to a rich meta-model, 
and can be retrieved based on a number of differ-
ent criteria. As far as methodological guidance 
is concerned, Herbst proposes the development 
of various models which are helpful during the 
analysis phase, but the process of creating and 
using them is not clearly defined. The transition 
from analysis to design and implementation has 
not been addressed by this approach.

The DSS approach (Rosca, Greenspan, & Wild, 
2002; Rosca et al., 1995) focuses on the analysis 
phase of IS development by supporting the ratio-
nale behind the establishment of rules. DSS adopts 
the ECA (event-condition-action) paradigm for 
structuring rule expressions and also links these 
expressions to the entities of an underlying enter-
prise model. The absence of a formal rule language 
confines the use of DSS on modeling tasks.

The Business Rules Group (BRG), formerly 
known as the GUIDE Business Rule Project 
(Hay & Healy, 1997), investigated an appropriate 
formalization for the analysis and expression of 
business rules (Hay & Healy, 2000). This approach 
identifies terms and facts in natural language rule 
statements, and consequently, it offers a high level 
of expressiveness. The meta-model it provides for 
describing the relations between these terms and 
facts is very detailed. Therefore, rule models are 
(a) highly manageable and (b) formal and fully 
consistent with the information models of a specific 
organization. 

The IDEA method (Zaniolo et al., 1997) focuses 
on the maintenance of formality and consistency 
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with underlying business models. The method 
offers guidance for every activity being involved 
in the development of a rule-centric information 
system. The IDEA method is directed towards the 
use of specific active and deductive databases, and 
of the corresponding rule languages. As a result 
of this, (a) IDEA rules are rather difficult to be 
expressed or even understood by business people; 
and (b) the choice of technologies to be employed 
for the development of an information system is 
rather limited.

The BRS approach (Ross, 1997) is formal, in 
accordance with the underlying data models of an 
organization, offers sufficient methodological guid-
ance, and allows management of rule expressions 

based on a very detailed meta-model. It is also one 
of the few methods that adopts a graphical notation 
for expressing rules. Regarding the development 
process, BRS introduces a business rule meth-
odology called BRS ProteusTM methodology that 
defines a number of steps for both business and 
system modeling (Ross, & Lam, 2003). BRS also 
provides the BRS RuleTrackTM, an automated tool 
for recording and organizing business rules.

The object constraint language (OCL) of UML 
(Eriksson & Penker, 2000) is tightly bound with the 
widely accepted UML but lacks methodological 
guidance for the collection of rules. Rule structures 
are implied by the allocation of rules to classes, 
attributes, associations and operations.

BR Approach
Criteria BRG BROCOM BRS

Concepts

Business Rule Definition IS IS Business

Business Rule Taxonomy

- Structural Rules High (10) Low (0) Medium (1)

- Behavioural Rules Medium (8) High (>30) Medium (8)

- Derivation Medium (2) Low (0) Medium (2)

Bus. Rule Management Elements Medium (5) Medium (9) High (>30)

Modelling Language

Understandability Medium Medium High

Expressiveness (business rules) Medium High High

Unambiguity Medium High Medium

Formality Medium Medium High

Evolvability Medium Medium High

Process

Lifecycle coverage A A A + D

Process description N/A High High

Coherence N/A High High

Support for evolution No Yes Yes

Pragmatics

Communicability Medium High High

Usability Medium High High

Resources availability Low Medium High

Openness High Medium High

Lifecycle coverage: A-Analysis, D-Design, I-Implementation, M-Maintenance

Table 1. Comparative evaluation of business rule in conceptual modeling
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A comparative evaluation of the treatment of 
business rules for conceptual modeling by three 
widely used approaches is shown in Table 1.

business rules in evolvable  
software evolution

The majority of approaches in this category aim 
to improve the understanding and evolution of 
a software system by logically and physically 
separating business rule components from other 
software components.

The adaptive object model (AOM), which is 
also known as the dynamic object model (Riehle, 
Tilman, & Johnson, 2000), is “a system that rep-
resents classes, attributes, and relationships as 
metadata” (Yoder, Balaguer, & Johnson, 2001). 
Unlike traditional object-oriented design, AOM 
is based on objects rather than classes. It provides 
descriptions (metadata) of objects that exist in the 
system. In other words, AOM provides a meta-
architecture that allows users to manipulate the 
concrete architectural components of the model 
such as business objects and business rules. These 
components are stored as an object model in a 
database instead of in code. The code is only used 
to interpret the stored objects. Thus, a user only 
needs to change the metadata instead of changing 
the code to reflect domain changes.

The coordination contract method aims to 
separate coordination from computation aspects 
(or core components) of a software system (An-
drade, Fiadeiro, Gouveia, & Koutsoukos, 2002). 
It is motivated by the fact that there should be two 
different kinds of entities in a rapidly changing 
business environment—core business entities 
which are relatively stable and volatile business 
products which keep changing for the business to 
remain competitive (Andrade & Fiadeiro, 2000). 
Volatile business products are implemented as 
contracts. A contract aims to externalize the 
interactions between objects (core entities) by 
explicitly define them in the conceptual model. It 
extends the concept of association class by adding 

a coordination role similar to other components 
in architecture-based software evolution such as 
architectural connectors (Oreizy, Medvidovic, & 
Taylor, 1998), glue (Schneider, 1999), actor (Astley 
& Agha, 1998) or change absorbers (Evans & 
Dickman, 1999).

Business Rule Beans (BRBeans), formerly 
known as accessible business rules (Rouvel-
lou, Degenaro, Rasmus et al., 1999; Rouvellou, 
Degenaro, Rasmus et al., 2000), is a framework 
that provides guidelines and infrastructures for 
the externalization of business rules in a distrib-
uted business application (IBM, 2003). Business 
rules are externally developed, implemented and 
managed to minimize the impact of their changes 
on other components such as core business, ap-
plication, and user interface objects. They are 
implemented as server objects, which are fired by 
embedded trigger points in application objects. A 
rule management facility is provided to help us-
ers to understand the existing rules and to locate 
the rules when changes are required. BRBeans is 
implemented as a part of WebSphere Application 
Server by IBM “to support business applications 
that externalize their business rules” (Kovari, 
Diaz, Fernandes et al., 2003).

A comparative evaluation of the treatment 
of business rules evolvable software systems 
development by the three approaches is shown 
in Table 2.

motIvAtIon For the brood  
APProAch

According to Lehman’s laws (Lehman & Belady, 
1985), a software system that is used in a real-world 
environment inevitably must change or become 
progressively less useful in that environment. 
Lehman’s laws also state that the software struc-
ture tends to become more complex due to the 
implemented changes and its size must continue 
to grow to accommodate new user requirements. 
Therefore, there is a need to introduce a method 
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that facilitates the management of the increasingly 
complex and larger size software system due to 
its evolution.

The position put forward in this article is 
that developers need to identify the sources of 
changes for software evolution in the system’s 
environment and that some of the most volatile 
of these components tend to be business rules. In 
section 0 many contemporary approaches were 
reviewed all of which aim to externalize business 
rules from software components. 

At the conceptual modeling level, there are 
approaches that separate syntax and semantics 
for modeling business rules. This effort localizes 
the changes to business rule components, and also 
increases the understanding and maintainability 

of business rules specification. This category of 
approaches provides a great deal of help in dealing 
with the concepts related to business rules, but they 
provide relatively little description on the design 
and implementation aspect of business rules.

At the implementation level, approaches cre-
ate separate software components that implement 
business rules. As a result, the business rule 
changes will only localize to such components, 
and reduce the impact of changes to the overall 
software structure. This group of approaches 
provides very good facilities for developing 
evolvable software components but is less helpful 
in representing business rules at the conceptual 
business level.

Table 2. Comparative evaluation of business rules in evolvable software systems

BR Approach
Criteria

Adaptive Object 
Model (AOM)

Coordination 
Contract

Business Rule 
Beans (BRBeans)

Concepts

Business Rule Definition Implicit Implicit Explicit

Business Rule Taxonomy primitive, compos-
ite, workflow ECA

derivation, con-
straint, invariant, 
script, classifier

Business Rule Management Elements Nil Nil Yes

Modelling Language

Understandability High Medium Medium

Expressiveness (business rules) Low Medium Medium

Formality Low High Medium

Evolvability High High High

Process

Lifecycle coverage (Evolutionary) D + I + T + M A + D + I + T + M

Process description Low Medium High

Coherence Medium Medium Medium

Support for evolution Low Medium High

Pragmatics

Communicability High Medium Medium

Usability Low Medium Medium

Resources availability Medium Medium High

Openness Medium Medium Low
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The BROOD approach addresses both busi-
ness modeling and the linking of business model 
components to software architecture components. 
By focusing on the conceptual level, BROOD 
attempts to externalizing changes from software 
components. This user-oriented view enhances 
understandability and maintainability since it 
encourages the direct involvement of business 
stakeholders in the maintenance of their busi-
ness rules. 

By introducing a linking component between 
the conceptual model of business rules and 
software design, BROOD attempts to increase 
business rule traceability. Traceability is highly 
desirable since one can keep ‘forward’ and 
‘backward’ tracks of changes between business 
and software.

BROOD considers both product and process 
perspectives of the development and evolution 
of a software system. The product is defined us-
ing the BROOD metamodel, which specifies the 
structure for business rule specification, software 
design, and their linking elements. The process 
refers to a set of systematic and well-defined 
steps that should be followed during software 
development and evolution. The BROOD process 
emphasizes several important activities in a soft-
ware lifecycle that contribute to a more resilient 
software system.

the brood metAmodeL

The initial concept of the metamodel was intro-
duced in (Wan Kadir & Loucopoulos, 2003; Wan 
Kadir & Loucopoulos, 2004). The metamodel is 
complemented by a language definition based on 
the context-free grammar EBNF, which is included 
in appendix A. The language definition defines 
the allowable sentence patterns for business rule 
statements and describes the linking elements 
between business rules and the related software 
design elements.

At the outset, three main desirable characteris-
tics were set for developing an appropriate business 
rule metamodel, which would be consistent with 
the aims of BROOD: 

•	 It should have an exhaustive and mutually 
exclusive typology to capture different types 
of business rules. 

•	 It should have the structured forms of ex-
pressions for linking the business rules to 
software design. 

•	 It should include rule management elements 
to improve business rule traceability in a 
business domain.

These three characteristics form the basis for 
the development of the business rule metamodel, 
which is shown in Figure 1. This figure shows the 
business rules metamodel together with parts of 
the UML metamodel that deal with static (classes) 
and dynamic (actions and events) aspects. The 
key requirement of BROOD for tracing changes 
from business to software through the use of 
business rules is achieved by integrating these 
three metamodels. 

business rules typology

The metamodel classifies business rules into three 
main types, which are constraint, action assertion, 
and derivation.

Constraints

Constraint rules specify the static characteristics 
of business entities, their attributes, and their 
relationships. They can be further divided into 
attribute and relationship constraints. The for-
mer specifies the uniqueness, optionality (null), 
and value check of an entity attribute. The latter 
asserts the relationship types as well as the car-
dinality and roles of each entity participating in 
a particular relationship.
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Examples of attribute constraints from the 
MediNet application expressed according to the 
BROOD syntax (see attribute constraint 
definition in appendix A) are the following:

Patient must have a unique patient registration 
number.

Patient may have a passport number.
Bill must have a unique bill number.
The amount of Bill must be less than the maximum 

bill amount set by the paymaster.
An employee level of a Panel Patient must be in 

{employer, executive, production opera-
tor}.

Examples of relationship constraints for Me-
diNET (see relationship constraint 
definition in appendix A) are:

Clinic item is a/an item type of bill item.
Bill must have zero or more bill item.
HCP Service Invoice is a/an Invoice.

Actions

Action assertion concerns a behavioral aspect of 
the business. Action assertion specifies the action 
that should be activated on the occurrence of a 
certain event and possibly on the satisfaction of 
certain conditions. An event can be either a simple 
or a complex event where the latter is constructed 
by one or more simple events using the logical 
connectives AND/OR. A condition may be a 
simple or complex condition. A simple condi-
tion is a Boolean expression which compares a 
value of an entity attribute with any literal value 
or the value of another entity attribute using a 

Figure 1. The BROOD business rule metamodel
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relational operator. It can also be an inspection 
of the existence of a value of an entity attribute 
in a list of values. 

An action is performed by a system in response 
to the occurrence of an event and the satisfaction 
of the relevant condition. The execution of action 
may change the state of the system. An action 
may be a simple action or a sequence of simple 
actions. Simple actions can be further catego-
rized into three different types, trigger actions, 
object manipulation actions, and user actions. 
Trigger action invokes an operation, a process, 
a procedure, or another rule under certain cir-
cumstances. Object manipulation action sets the 
value of the attribute or create/delete an instance 
of an entity. User action is a manual task that is 
done by system users. During implementation, 
user action is often implemented as a message 
displayed to the user.

Examples of action assertion for MediNET 
(see action assertion definition in ap-
pendix A) are:

When new invoice created then calculate invoice 
end date.

When patient consultation completed then re-
moved the patient from consultation queue 
and create bill for the patient.

When invoice entry updated if stock of drug 
smaller than re-order threshold then reorder 
the drug.

Derivation

A derivation rule derives a new fact based on 
existing facts. It can be of one of two types, com-
putation, which uses a mathematical calculation 
or algorithm to derive a new arithmetic value, or 
inference, which uses logical deduction or induc-
tion to derive a new fact. Typically, an inference 
rule may be used to represent permission such as 
user policy for data security. An example of a com-
putation derivation rule such as “The amount HCP 
MediNET usage invoice is computed as the amount of 

transaction fees, which are calculated as the transaction 
fee multiply by the total number of transactions, plus 
the monthly fee” would be expressed as:

let a = transaction_fee;
let b = number_of_treated_patient;
transaction_fees = a * b;
invoice_amount = transaction_fees + month-

ly_fee;

Examples of inference rules are given be-
low:

If the paymaster’s last quarter transaction is more 
than RM12,000.00 and the paymaster has 
no past due invoices then the paymaster is 
a preferred customer.

If the user type is equal to HR Officer and the 
user company is equal to patient paymaster 
then the user may view the patient’s medical 
certificate.

the rule template

Rule templates are the formal sentence patterns 
by which business rules can be expressed. They 
are provided as a guideline to capture and specify 
business rules as well as a way to structure the 
business rule statements. Each rule template 
consists of one or more well-defined rule phrases, 
which are discussed in section 0.

By using the available templates, an inex-
perienced user may easily produce a consistent 
business rule statement. Rule templates help users 
to avoid tedious and repeated editing when creat-
ing many similar rules; and ensure uniformity by 
restricting the type of rules that can be written by 
business users. The use of templates also allows 
the precise linking of business rules to software 
design elements. The templates can be directly 
derived from the rules definition in Appendix A. 
Business rules templates are shown in Table 3.



  ���

BROOD

the rule management elements

Management elements are also included in the 
BROOD metamodel for facilitating the organi-
zation and management of business rules. These 
elements include the rule set, business process, 
and owner.

Rule set is used to group business rules into 
a set of closely interrelated rules. Each business 
rule model must have a single rule set, which 
is considered as the root rule set. This rule set 
must have at least one rule statement or another 
rule set. 

One of the popular ways to identify a rule 
set is through its related business process. For 
example, the rules ‘The bill amount is calculated as 

the sum of amounts of all bill items’ and ‘If a patient is 
a panel patient and his paymaster pays the bill in full, 
the balance is set to 0 and the bill status is set to paid’ 
can be grouped in a rule set which is related to 
‘bill preparation’ process. By properly organizing 
rules, the complexity of managing a large set of 
rules can be reduced.

Each business rule model must have an owner. 
An owner may also be defined for a rule set. The 
owner of a parent rule set is assumed to be the 
owner of its child rule set if the child does not 
define its owner. It is important to define the owner 
information in a business rule model to determine 
the access rights and responsibility to a business 
rules repository, especially for software systems 
with multiple user groups that possess different 

types templates

Attribute 
Constraint

<entity> must have | may have [a unique] <attributeTerm>.
<attributeTerm�> must be | may be <relationalOperator> <value> | <attributeTerm�>.
<attributeTerm> must be in <list>.

Relationship 
Constraint

[<cardinality>] <entity�> is a/an <role> of [<cardinality>]<entity�>.
[<cardinality>] <entity�> is associated with [<cardinality>]<entity�>.
<entity�> must have | may have [<cardinality>] <entity�>.
<entity�> is a/an <entity�>.

Action
Assertion

When <event> [if <condition>] then <action>.
The templates of <event> :

<attributeTerm> is updated
<entity> is deleted | is created
<operation>|<rule> is triggered
the current date/time is <dateTime>
<number> <timeUnit> time interval from <dateTime> is reached
<number> <timeUnit> after <dateTime>
<userEvent>

The templates of <condition> :
<attributeTerm�> <relationalOperator> <value | attributeTerm�>
<attributeTerm> [not] in <list>

The templates of <action> :
trigger <process> | <operation> | <rule>
set <attributeTerm> to <value>
create | delete <entity>
<userAction>

Computation <attributeTerm> is computed as <algorithm>

Derivation

if <condition> then <fact>.
The templates of <fact> :

<entity> | <attributeTerm> is [not] a <value>
<entity> may [not] <action>

Table 3. Business rule templates
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business rules. An owner may be an organiza-
tional unit, an individual user, a user group or 
role that is responsible for the management of the 
respective business rules. During business rule 
implementation, each rule set, business process, 
and owner is given a unique identifier. 

the ruLe PhrAse

A rule phrase in BROOD links a user-oriented 
business rule definition to a software design 
component. There are alternative ways in which 
this may be achieved. For example, using a rule 
object or rule engine, or making use of OCL. The 
use of rule object or rule engine increases the se-
mantic distance between analysis and design and 
imposes implementation considerations. The use 
of constraints expressed using OCL may provide 
a link between business rule specifications and 
software design but OCL is still hard to under-
stand by business users although OMG claims 
that no mathematical background is required in 
using OCL. 

Rule phrases are considered as the building 
blocks for rule statements. They can be maintained 

independently during implementation, in other 
words, they are not deleted when a business rule 
is deleted. However, the modification and deleting 
of a rule phrase is not recommended since a care-
ful effort is needed in reviewing its aggregated 
business rules. In addition to playing a role as the 
building blocks for business rule statements, rule 
phrases are also important in linking business 
rules to software design elements.

The mappings between rule phrase types and 
UML model elements are summarized in Table 4. 
Most of the rule phrases are directly linked to class 
diagram model elements. Entity and attribute term 
are directly connected to the respective class and 
attribute in the class diagram. Cardinality and role 
are correspondingly linked to multiplicity and role 
of an association end of a relationship. Algorithm 
is linked to operation specification.

Rule phrases for event, condition, and action, 
which are the building blocks for action assertion 
rules, are naturally linked to statechart diagram. 
Event, condition, and action are respectively 
linked to event, guard, and action of a state transi-
tion in a statechart diagram. Consequently, event 
and action may be linked to a class operation, and 
guard may be linked to an operation specification, 

Table 4. Association between rule phrases and design elements

Rule Phrase Type Software Design Elements

Entity Class

Attribute Term Attribute

Operation Term Operation

Attribute Constraints Attribute.isUnique, Attribute.notNull

Cardinality AssociationEnd.multiplicity

Role AssociationEnd.role

Event Transition.event  Class.operation

Condition Transition.guard, Operation.specification

Action Transition.action  Class.operation

Algorithm Operation.specification

Value - (literal value), Operation.

List - (enumeration), Operation

Relational Operator - (enumeration)
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in a class diagram. List and relational operator 
contain enumerated values whilst value contains a 
literal value. However, value and list can be linked 
to an operation that return a single and multiple 
values respectively.

the brood Process

The BROOD process is described using the 
process model based on the syntax and seman-
tics of the OMG software process engineering 
metamodel (SPEM). SPEM was developed by 
the Object Management Group to provide a 
metamodel and notations for specifying software 
processes and their components (OMG, 2002). 
SPEM extends the unified modeling language 
(UML) (OMG, 2001) metamodel with process 
specific stereotypes. A part of SPEM that shows 
most of the important components of a process 
structure is shown in Figure 2.

In SPEM, a work product is an artifact pro-
duced, consumed, or modified by a process. It may 
be a piece of information, a document, model, 
or source code. It is either used as an input by 
workers to perform an activity, or a result or an 
output of such activities. A work product is called a 
deliverable if it is needed to be formally delivered 
by a process. The examples of work products in 

BROOD are class diagram, statechart diagram, 
and business rule specification. Each work product 
is associated with a process role that is formally 
responsible for its production.

A process role defines the responsibilities of 
an individual, or a group of individuals working 
together as a team. Each process role performs 
or assists with specific activities. 

The core activities of the BROOD process 
are situated in the analysis, design, and evolu-
tion phases. Analysis phase produces analysis 
model that contains two main work products: the 
initial business rule specification and preliminary 
software design models. Both work products are 
refined and linked during the design phase to pro-
duce a more traceable and consequently evolvable 
software system. The flow of activities in each 
BROOD phase is shown in Figure 3.

the Analysis Phase

As shown in Figure 4, the analysis phase starts 
with an architectural analysis activity that consid-
ers the work products from requirements phase 
such as use-case model, business model, initial 
architecture descriptions, and supplementary 
requirements. A software architect performs 
architectural analysis by identifying the analysis 
packages based on the functional requirements 

isDeliverable : Boolean

workProduct

work : WorkDefinition

ProcessPerformer

Processrole
governedProcesses : Process

LifecyclePhase

Iteration

Activity

performer : ProcessPerformer
parentWork : WorkDefinition

workdefinition

step

performerwork

0..*
{ordered}

assistant
0..*

activity
0..*

parentWork

0..*

subWork   0..*

step   �..*
activity   �

workProduct   0..*

responsibleRole   0..�

Figure 2. An excerpt from OMG software process engineering metamodel (OMG, 2002)
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and knowledge of the application domain. Each 
package realizes a set of closely related use cases 
and business processes to minimize the coupling 
between packages, which in turn localizes busi-
ness changes. This activity identifies analysis 
classes and outlines their name, responsibilities, 
attributes, and relationships. In order to extract 
more information about the behavior of the classes, 
collaboration or interaction diagrams can be 
developed based on the process flows (scenario) 
in the use case models. The main work products 
produced by this activity are analysis class dia-
grams and packages in their outline version.

Considering the MediNet application, ar-
chitectural analysis resulted in three packages 
business processes i.e. registration, billing, and 

Figure	3.	The	flow	of	activities	in	the	BROOD process
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invoicing. The registration package groups all 
classes related to patient registration such as Pa-
tient, Paymaster, HCProvider, Clinic, User, and 
RegLocation. Billing package contains classes 
related to billing and drugs inventory such as Bill, 
BillPayment, Bill _ Item, TransType, TransItem, 
and ExpenseItem. Invoicing package includes 
classes related to invoicing and invoice payment 
for example Invoice, InvoiceItem, Payment, and 
PaymentAllocation.

The outline of analysis class diagrams and 
packages are further refined by class analysis 
and package analysis activities, respectively. 
A component engineer identifies more detailed 
information about responsibilities and attributes 
of each class. Different types of relationships 
between classes such as association, aggregation, 
and inheritance are also identified. The possible 

states and their transitions can be identified to 
understand the behavior of objects from certain 
classes. These steps are repeated until a complete 
analysis class diagram, statechart diagram and 
package are achieved.

The activity of business rule modeling consid-
ers the informal statements captured during initial 
requirements and identifies the types for each 
business rule statement based on the BROOD ty-
pology. Business rule statements are transformed 
into more structured business rule specifications 
according to the templates’ definition.

Table 5 shows a set of structured rules for the 
MediNet application. This template provides the 
means of managing rules as they get discovered 
and analyzed and acts as a ‘repository’ of rules 
for their entire lifecycle.

Table 5. Business rule statements for the MediNET application

Business 
Process Business Rule Example Rule Type

Registration

A patient must have a unique registration number. Att. Constraint

A patient may have more than one paymaster. Rel. Constraint

If a patient has an outstanding balance, then the patient should be banned from consultation regis-
tration Action Assertion

When consultation registration is successfully completed, then put the patient into the consultation 
queue. Action Assertion

If a patient’s condition is critical then the patient is an emergency patient. Inference

Billing

The amount of a panel patient’s bill must not exceed the maximum bill amount set by the paymaster. Att. Constraint

Each bill item is associated with an item from the clinic transaction items Rel. Constraint

When consultation is completed then create bill. Action Assertion

If the bill is a panel patient’s bill then create panel transaction item. Action Assertion

The amount of a bill is computed as the sum of all amounts of bill items. Computation

The amount of bill item is computed as the unit amount multiply by the quantity. Computation

A bill can be modified only if the user role is Chief Clinic Assistant. Inference

Invoicing

One invoice must have zero or more payments. Rel. Constraint

When a payment is not received within 30 days from the invoice date, then the first reminder will 
be sent. Action Assertion

The amount of HCP MediNET usage invoice is computed as the sum of monthly subscription fee 
plus transaction fees. Computation

A paymaster (panel company) is under probation if the paymaster has an invoice with category 1 
past due and the current balance is more than RM 5,000.00. Inference
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the design Phase

The design phase involves the identification 
of application-specific and application-general 
subsystems. The application-specific subsystems 
are related to packages that group a set of closely 
related services in an application domain. The 
application-general subsystems are related to 
implementation technology decisions such as 
the introduction of user interface and database 
connectivity layers. The MediNet subsystems 
definition is shown in Figure 5.

The class design activity elaborates further 
the static and dynamic information of classes 
that were defined during the analysis phase. Ad-
ditional information on the operations, attributes, 
and relationships can be added to each class. The 
specification of operations and attributes is made 
using the syntax of the chosen programming lan-
guage. If necessary, the methods that specify the 
algorithm for the implementation of operations 
are specified. 

The class design activity for the MediNet 
application resulted in detailed specification of 
for the three packages of registration, billing 
and invoicing. The class association diagram of 
Figure 6 shows the class details for invoicing. 
In order to reduce diagrammatic complexity all 
parameters and return values are hidden in the 
class operations.

The calculation of invoice amount is different 
for different types of invoice. The amount for 
healthcare service invoice is calculated as the total 
of its item amounts after applying additional com-
putation rules such as bill limit, invoice limit and 
discount. MediNET uses the open item invoicing 
method that allows an invoice issuer to track each 
unpaid invoice as an individual item for aging 
purposes. Panel patient bills are considered as the 
items for HCP MediNET usage and HCP service 
usage invoices. For HCP MediNET usage invoice, 
the number of bills issued by a particular HCP 
is counted as the number of transactions, which 
is later used in the invoice amount calculation. 

Figure 5. Software architecture for the MediNet application

reg billing invoicing
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In terms of payment, MediNET allows balance 
forward invoicing method in addition to open 
item method.

Within the design process classes are further 
elaborated in terms of the events and conditions 
that trigger their transition from one state to an-
other. These are shown as statechart diagrams. 
For example, a statechart diagram for the HCSer-
viceInvoice object is shown in Figure 7.

Within the BROOD design phase, rule phrase 
specifications are developed. Each rule phrase 
definition is stored in the repository called rule 
phrase entries. The possible values for rule phrase 
may be a set of enumerated values or the values of 
the linked software design element. A component 
engineer may define certain attributes for each 
business rule specification such as rule priority, 
owner, and business process. Each business rule 

createInvoice()
addItem()
closeInvoice()
receivePayment()
allocatePayment()
calculateAmount()
archive()

invoiceNo : int
issuerID : String
amount : double
currentBalance : double
description : String
status : String
fromDate : Date
endDate : Date

Invoice

itemNo : int
invoiceNo : int
hcpID : String
billNo : int
description : String
insertDate : Date

InvoiceItem

paymentNo : int
receiverID : String
payerID : String
type : String
referenceNo : String
paymentDate : Date
amount : double
balance : double

Payment

�
*

paymentNo : int
invoiceNo : int
issuerID : String
amount : Double
allocateStaffID : String
allocateDate : Date
receiverID : String

PaymentAllocation

�

0..*

�

0..*

payer �

0..*

0..� �

issuer�

0..*

calculateAmount()
hcpID : String
hcPmedinetusageInvoice

�..*

0..�

calculateAmount()
paymasterID : String
hcserviceInvoice

calculateAmount()
paymasterID : String
PmmedinetusageInvoice

receiver

�

0..*

bill

payer �

0..*
{OR}

�

0..*

receiver �

0..*

receiver�

0..*

Paymaster

hcProvider
�

*

Figure 6. Class association diagram for invoicing for the MediNet application
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statement can also be arranged in an appropriate 
rule set to assist the future management of the 
business rules.

For the MediNet application, the rules shown 
in Table 5 are specified according to rule phrases 
syntax as shown in Table 6.

The first rule in Table 6 shows the rule phrase 
derived from the attribute constraint rule, infor-
mally defined in the analysis phase as “A patient 
must have a unique registration number.” The rule 
phrases ‘a patient’ and ‘registration 
number’ are respectively linked to Patient class 
and patRegNo attribute. The keywords ‘must 

have’ and ‘a unique’ are not statically linked 
to any design element. Instead, they are used to 
dynamically toggle the optionality and uniqueness 
values of patRegNo attribute during the creation 
or modification of the business rule statement. In 
other words, they are used to enable the automated 
change propagation to software design.

The second rule in Table 6 shows a relationship 
constraint., The rule phrases ‘clinic item’ 
and ‘bill item’ are respectively linked to 
TransItem class and Bill _ Item class. The rule 
phrases ‘one and only one’ and ‘clinic 
item’ play a similar role to keywords as in the 
attribute constraint rule, that is their purpose is to 

Figure 7. The STD HCServiceInvoice object for the MediNet application
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propagate business changes to design elements. 
The former specifies the multiplicity of an asso-
ciation end whilst the latter specifies the role of 
an association end.

In the action assertion rule “When a payment is 
not received within �0 days from the invoice date, then 
the first reminder will be sent,” the rule phrases that 
represent the event, condition, and action are not 
directly linked to any design element but they are 
respectively used to generate the specifications 
of the transition’s event, guard, and action in the 
HCP service usage invoice STD. Since event, 
condition, and action rule phrases are themselves 
composed by other rule phrases, they may be in-
directly linked to the related design components 
via these rule phrases.

The computation and inference rules are 
linked to the operation specification —the com-
putation rule is linked to the specification of 
calculateAmount() operation in HCPMediNETUs-
ageInvoice class and the inference rule is linked 

to getStatus() operation from Paymaster class. 
During the development of an inference rule, a 
new operation is often needed to be added in its 
associated class to perform the derivation and 
return the inferred value.

the evolution Phase

In general, business rule changes may be classified 
into simple and complex changes. A simple change 
is concerned with the modification, addition, or 
deletion of business rules that do not need to in-
troduce new rule phrases or design elements. A 
complex change involves the addition or deletion 
of rule phrases or design elements. 

Ordinarily, simple business rules changes 
could be performed by business users. The 
examples of five change scenarios that require 
simple business changes in MediNET system are 
shown in Table 7.

Table 6. Rule phrases and linked software design elements for the MediNet application

B Rule Category Business Rule Phrases Software Design Elements

Attribute Constraint

<entity> = ‘a patient’ Patient (class)

                            ‘must have’ - (patRegNo.optionality)

                            ‘a unique’ - (patRegNo.uniqueness)

<attributeTerm> = ‘registration number’ Patient.patRegNo (attribute)

Relationship Constraint

<cardinality> = ‘one and only one’ - (AssociationEnd.multiplicity)

<entity>         = ‘transaction item’ TransItem (class)

<role>            = ‘item type’ - (AssociationEnd.name)

<entity>         = ‘bill item’ Bill_Item (class)

Action Assertion

<event>        = ’30 day after the creation date of the invoice’ - (Trans1.event.spec)

<condition> =  ‘current balance of the invoice is greater than 0’ - (Trans1.guard.body)

<action>      = ‘trigger issue the first reminder’ - (Trans1.action.initialiseInvoice().spec)

Computation

<attributeTerm> = ‘the amount of HCP MediNET Usage 
invoice’ HCPMediNETUsageInvoice.amount

<algorithm>       = ‘the sum of monthly subscription fee plus 
transaction fee’

HCPMediNETUsageInvoice. calculateA-
mount().specification

Inference

<attributeTerm> = ‘a paymaster status’ Paymaster.status

<value>             = ‘under probation’ - (literal value)

<condition>       = ‘the paymaster has an invoice with category 1 
past due’ AND ‘the current balance is greater than RM 5,000.00’ Paymaster.getStatus().specification
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The implementation of a complex business rule 
change requires more effort than that of simple 
change. It involves the introduction of new rule 
phrases or design elements, which is needed to 
be performed by an individual with the knowl-
edge of software design. In addition to technical 
skills, it often requires creative skills in making 
a design decision. Three examples of complex 
rules changes are shown in Table 8.

The first scenario initiates the modification of 
two existing business rule statements, the calcula-
tion of bill and the calculation of invoice amount. 
These business rule changes consequently lead 
to a minor change in software design, that is the 
introduction of hasMaxBill attribute in the Pay-
master class.

In the second scenario, the paymaster decided 
to introduce different healthcare benefit coverage 
to different levels of their payees. For example, 
executive staff is entitled to any medical treat-
ment and medical procedures whilst production 
staff is only paid for outpatient treatments. It 

is obvious that simply implementing this new 
requirement into the existing Paymaster or Pan-
elPatient class may increase the complexity of 
these classes. Therefore, additional classes that 
are responsible to manage the healthcare benefit 
coverage are required to be added to the existing 
software design. The possible candidates for these 
classes include BenefitCoverage, SelectedClinic, 
MedicalProcedure, and Entitlement. 

The third scenario requires the intervention 
of a software developer. This scenario requires a 
number of new inference rules to be added to define 
a loyal, potential, and good paying customer. In 
addition to these business rules, an action asser-
tion rule that initializes the value of the invoice 
discount during invoice creation should also be 
added. The introduction of the new inference rules 
consequently requires isLoyal(), isPotential(), 
and isGoodPaying() operations to be added to 
the Paymaster class. Similarly, the newly intro-
duced action assertion rule requires component 
engineers to modify the action component of the 

Table 7. Simple change scenarios for the MediNet application

Change Scenarios Changed Business Rules 

1. HCP allows patients to make ‘more than 
one payment for their bills’ instead of the 
previously set ‘single payment for each 
bill’.

One patient bill is associated with zero or more payments.

2. HCP makes small changes on the 
conditions to issue the reminder and block 
paymaster.

WHEN 15 days from the invoice date IF a payment is not received 
THEN issue the first reminder.
WHEN 30 days from the invoice date IF the payment is not re-
ceived  THEN issue the second reminder.
WHEN 45 days from the invoice date IF the payment is not re-
ceived  THEN block the paymaster.

3. The MediNET supplier offers a more 
attractive usage charge to HCPs. They are 
charged based on the number of treated 
patients regardless the number of patient 
visits.

The amount of HCP usage invoice IS CALCULATED AS if (opt 
new package) then the transaction fee multiply by the number of 
registered patients, else, the transaction fee multiply by the number 
of treated patients, plus the monthly fee.

4. HCP introduces 5% discount to its inter-
net customer.

If the paymaster is an internet customer, then give 5% discount to 
their invoices.

5. The HCP decides that each expense item 
must belong to one of the pre-defined types.

Zero or more expense item is associated with one and only one 
transaction item.
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transition from the initial state to ‘Active’ state 
in the STD for HCServiceInvoice object.

the brood suPPort tooL

The BROOD process introduces several additional 
activities to the traditional object-oriented soft-
ware design process. These additional activities 
include the documentation of business rules and 
their linking to software design components. To 
assist a developer with these BROOD-specific 
activities, a tool has been developed that sup-
ports the activities of business rule specification 
and management, software design editing, and 
business rule change propagation.

The BROOD tool was developed on top of the 
generic modeling environment (GME) (Ledeczi 
et al., 2001; VU, 2003), which is a configurable 
modeling environment.

The metamodel and templates, which are 
discussed in section 0, were used to implement 
the BROOD tool environment. 

GME was used to visually edit the software de-
sign models, business rule specification, and rule 
phrase entries. Three main modules (known as 
interpreters in GME) were developed to simplify 
the rule phrase management, business rule com-
position, and business rule modification. These 
modules also perform the automated propagation 
of business rule changes to the respective software 
design elements, since a manual undertaking of 
such propagation would be impractical for most 
applications. 

The BROOD tool has been designed to be used 
by both software developers and business users. 
A user-friendly interface is provided to ease the 
management and traceability of business rules 
by non-IT users. An overview of the BROOD 
support tool is shown in Figure 8.

The metamodel, the graphical model editor, 
the rule phrase management, the business rules 
composition and the business rules modification 
functions are part of the core component and user 
application layer in the BROOD tool architecture. 

Table 8. Complex change scenarios for the MediNet application

Change Scenarios Changed Business Rules 

1. HCP introduces new package for pay-
master. In this package, the paymaster may 
limit the maximum amount of each patient 
bill to RM 20.00, and the excessive cost is 
absorbed by HCP. However, the paymaster 
must pay a monthly fee of RM5.00 for each 
patient.

The amount of a bill is computed as
let amount = the sum of all amounts of bill items
if (patient is a panel patient) AND (paymaster has maximum bill 
amount) AND (amount > RM 20.00)
amount = 20
The amount of HCP service invoice is computed as
let amount = the total of the invoice items
if (paymaster has maximum bill amount)
amount = amount + 5 * the number of paymaster’s patients

2. Paymaster wishes to provide different 
healthcare benefit coverage for different 
groups of its payees.

If (the patient is a panel patient) AND (the patient is an execu-
tive staff) then the patient is entitled to any type of treatments and 
medical procedures.
If (the patient is a panel patient) AND (the patient is a production 
staff) then the patient is entitled for an outpatient treatment.

3. HCP would like to introduce a 5% 
discount on the invoices to preferred 
paymasters as a way to express gratitude 
to the loyal, potential, and good paying 
paymasters.

If (a paymaster has been a paymaster panel for more than 5 years) 
then (the customer is a ‘loyal’ customer).
If (a paymaster has an average of at least RM24000.00 for the 
invoices over the last five years) then (the paymaster is considered 
as a ‘potential’ customer).
If (a paymaster never has a past due invoice for the last two years) 
then (the paymaster is considered as a good paying paymaster).
When (the invoice in created) if (the paymaster is a loyal, potential 
and good paying customer) then (set the discount of the invoice to 
5%)
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The rule phrase entries, business rule specifica-
tion, and software design models are stored in 
the storage layer. 

The BROOD tool maintains the consistencies 
between business rule and the linked software 
design each time a business rule is created or 
modified. It provides full automated support in 
performing simple changes and partial support 
for complex changes since these require creative 
skills of software engineers in making a design 
decision.

There are four main types of model that can be 
managed using the BROOD tool: rule phrase en-
tries, business rule, class diagram, and statechart 
diagram. Users may select the type of model to 
be created from a set of choices. An example of 
the BROOD model editor is shown in Figure 9. 
The model editor provides a convenient way to 
create a model and also to connect it or parts of 
it to other models.

While graphical model editing is convenient 
for visual models such as those of class and stat-

echart diagrams, it is less helpful for business 
rules specification.

The graphical model editor can be used for 
some simple business rules definition such as car-
dinality, relational operator, list, and optionality 
but for more complex rules the BROOD tool offers 
a dedicated rule editor, the add business rule (ABR) 
module. This module performs two main tasks: 
business rule composition and software design 
updating. In business rule composition mode, 
rule phrases are used to construct a business rule 
statement. In software design updating mode the 
module updates the software design model that 
corresponds to the composed rule.

The BROOD tool also helps with the imple-
mentation of business rule changes. The modify 
business rule (MBR) module was developed to 
assist tool users in performing this task, an ex-
ample of which is shown in Figure 9.

A full description of the tool is beyond the 
scope of this article. It should be stressed how-
ever, that the tool plays an important part in the 

Figure 8. Overview of the BROOD tool

Figure 9: Overview of the BROOD Tool
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effective application of the BROOD approach by 
simplifying a sometimes tedious, error-prone, 
and time-consuming task of linking and propa-
gating business rule changes to software design 
components. 

dIscussIon

The main aim of BROOD has been to facilitate 
the process of software evolution through: (a) 
externalization of business rules and their explicit 
modeling and (b) the linking of each modeled 
business rule with a corresponding software com-
ponent. This approach provides full traceability 
between end-user concepts and software designs. 
By combining BROOD to design traceability 
in source code (Alves-Foss, Conte de Leon, & 
Oman, 2002), it is possible to achieve effective 
traceability in a software system.

The BROOD metamodel offers a complete 
foundation and infrastructure for the development 

of a software system that is resilient to business 
rule changes. 

With regard to business rule typology, BROOD 
introduces three main business rule types: con-
straints, action assertion, and derivations. These 
types are further divided into an adequate number 
of sub-types and templates. In contrast to BRG, 
BROCOM, and BRS approaches, BROOD at-
tempts to remove the redundancy by reducing 
the unnecessary business rule types. At the same 
time, it improves the incompleteness of business 
rule types in AOM, coordination contract, and 
BRBeans approaches. In terms of business rule 
management elements, BROOD provides the 
concept of ruleset to organize the groups and 
hierarchy of the closely related business rules. 

In terms of its modeling language, BROOD 
offers a high level of expressiveness. The keywords 
in the language definition and a sufficient number 
of sentence templates should provide adequate rep-
resentation constructs. In general, achieving total 
expressiveness of the modeling language business 

Figure 9. Example of the BROOD model editor
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rules is relatively hard to achieve due to the large 
number of ways of expressing business rules in 
a natural language. The usability of BROOD in 
this context will be proved in due course once the 
approach has been applied on different domains 
and applications. BROOD was found to have a 
high level of un-ambiguity by the introduction of 
the appropriate typology and templates. BROOD 
provides a mutually exclusive set of business rule 
types and removes the superfluous templates in 
order to avoid conflict and redundancy in repre-
senting the meaning of business rules.

In practical terms, BROOD can be applied 
using the UML-based SPEM metamodel, which 
provides a set of concepts and notations to de-
scribe various software process components such 
as lifecycle phases, activities, process roles, and 
work products. The use of business rule templates 
and UML improves the usability of the BROOD 
approach. The templates allow users to create 
a business rule statement by simply composing 
the existing rule phrases whilst UML provides 
abstractions for users to naturally design a soft-
ware system. Moreover, the detailed process de-
scription is provided to guide users especially in 
performing complex tasks such linking business 
rules to software design and handling different 
types of changes.

The utility of BROOD was demonstrated in 
this paper through the use of the MediNet indus-
trial application. This application had originally 
been developed using a standard object-oriented 
approach. It was therefore possible (and indeed 
desirable) to use the case study not only as a way 
of demonstrating BROOD but also for comparing 
and contrasting BROOD to a traditional develop-
ment approach. 

By considering UML for software design, 
BROOD maintains the well-known object-ori-
ented design quality attributes such as modular-
ity, high cohesion, low coupling, efficiency, and 
portability. BROOD however provides additional 
quality attributes such as requirements trace-
ability, software evolvability, and approach 
usability.

The traditional approach deployed for Me-
diNet did not provide explicit traceability of 
business policy defined during the requirements 
specification phase. Instead, it provides a so-
called ‘seamless transition’ from the use case 
models that document the user requirements to 
the analysis and design models. This resulted in 
business rules being embedded in both require-
ments specification and software design models. 
In contrast, with BROOD there was a natural 
transformation of the MediNET requirements 
into the structured business rules specification 
and in turn this specification was directly related 
to software design components. 

Concerning software evolution, the imple-
mentation of changes using the traditional ap-
proach required the use of expertise with specific 
knowledge of the MediNET software design. 
Since software engineers do not normally initiate 
business changes, they had to repeat all phases 
in MediNET development lifecycle especially 
requirements and analysis phases. Locating the re-
lated software design components was hard since 
there was no explicit link between the MediNET 
design models and its user requirements. 

In relation to approach usability, the traditional 
approach was easier to apply during development 
since it did not have to deal with additional steps 
that were added to explicitly specify, document, 
and link business rules specification to software 
design. These steps were found to increase the 
complexity and duration of software development 
process. However, the availability of the business 
rule typology and templates, which provide the 
guidelines for the analysis of business rule state-
ments and the identification of rule phrases, were 
found useful in minimizing these problems. The 
business rule templates have improved the Me-
diNET system understandability and increased 
the involvement of business users in the Medi-
NET development. During evolution, BROOD 
was found easier to be used than the traditional 
approach. Using BROOD, business users could 
perform the simple business rule changes as 
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demonstrated in the MediNET application. Rapid 
change implementation is important especially 
in business critical applications with intolerable 
downtime. The detailed process description fa-
cilitated the implementation of complex changes 
in MediNET.

In summary, BROOD contributes to three 
critical areas namely business rules specification, 
object-oriented design, and software evolution 
process. The proposed business rule specification 
extends the state-of-the-art approaches to busi-
ness rule representation by reducing redundancy 
and avoiding conflict among business rule types 
in its typology. The structures of rule templates 
have been defined so as to make them suitable for 
linking to software designs in support of future 
software evolution. A specification is aligned 
to changing user requirements via the linking 
of business rules to software designs through a 
detailed transformation of business rule into the 
specification of related software design compo-
nents. Thus, the externalization of frequently 
changing aspects of a system into detailed business 
rules and the maintenance of associations between 
these and corresponding software components 
should provide a strong framework for effective 
software evolution.
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APPendIx A. sPecIFIcAtIon oF brood

Part I: the brood metamodel

Business Rule Organisation and Typology 

business_rule_model = rule_set, owner;
rule_set = (rule_set | rule_statement), {rule_set | rule_statement}, [owner], [business_process];
business_rule = (constraint | action_assertion | derivation), name, [is_mandatory], [priority], [is_propagatable];
contraint
constraint = att_constraint | rel_constraint;
Attribute Constraint
att_constraint =  e n t i t y ,  ( ‘ m u s t  h a v e ’  |  ‘ m a y  h a v e ’ ) ,  [ ‘ a  u n i q u e ’ ] ,  a t t _ t e r m 

 |  a t t _ t e r m ,  ( ‘ m u s t  b e ’  |  ‘ m a y  b e ’ ) ,  r e l a t i o n a l _ o p ,  ( v a l u e  |  a t t _ t e r m ) 
 | att_term, ‘must be in’, list;

att_term = attribute, ‘of’, entity;
Relationship Constraint
rel_constraint =  (  [ c a r d i n a l i t y ] ,  e n t i t y ,  ‘ i s  a / a n ’ ,  r o l e ,  ‘ o f ’ ,  [ c a r d i n a l i t y ] ,  e n t i t y 

 |  [ c a r d i n a l i t y ] ,  e n t i t y ,  ‘ i s  a s s o c i a t e d  w i t h ’ ,  [ c a r d i n a l i t y ] ,  e n t i t y  
 |  e n t i t y ,  ( ‘ m u s t  h a v e ’  |  ‘ m a y  h a v e ’ ) ,  [ c a r d i n a l i t y ] ,  e n t i t y 
 |  e n t i t y ,  ‘ i s  a / a n ’  e n t i t y  ) , 
 {Association};

Action Assertion

action_assertion = ‘WHEN’, event, [‘IF’, condition], ‘THEN’, action, {StatechartDiagram, Transition};
Event
event = simple_event | complex_event;
simple_event = (change_event | time_event | user_event), {Class, Operation};
change_event =  a t t _ t e r m  ( ‘ i s  u p d a t e d ’  | )  | 

 e n t i t y  ( ‘ i s  d e l e t e d ’  |  ‘ i s  c r e a t e d ’ ) 
 (operation | business_rule), ‘is triggered’;

time_event =  d a t e _ t i m e  | 
 n ,  t i m e _ u n i t ,  ‘ t i m e  i n t e r v a l  f r o m ’ ,  d a t e _ t i m e  ,  ‘ i s  r e a c h e d ’  | 
 number, time_unit, ‘after’, date_time;

user_event = string;
complex_event = simple_event, {(‘Or’ | ‘And’), simple_event {(‘Or’ | ‘And’), simple_event}
Condition
condition = simple_condition | complex_condition;
simple_condition = [‘Not’], attribute_term, relational_op, (value | attribute_term) | attribute_term, (‘in’ | ‘not in’), list;
complex_condition = simple_condition, (‘Or’ | ‘And’), simple_condition, {(‘Or’ | ‘And’), simple_condition};
Action
action = simple_action | action_sequence;
simple_action =  t r i g g e r _ a c t i o n  |  o b j e c t _  m a n i p u l a t i o n _ a c t i o n  |  u s e r _ a c t i o n ,  
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 {Class, Operation};
trigger_action = ‘trigger’, (process | operation | business_rule);
object_manipulation_action =  ‘ s e t ’ ,  a t t _ t e r m ,  ‘ t o ’ ,  v a l u e  |  

 (‘create’ | ‘delete’), object;
action_sequence = simple_action, {simple_action};

Derivation
derivation = computation | inference;
Computation
computation = attribute_term, ‘is computed as’, algorithm, {Class, Operation};
algorithm = string;
(* i.e. any specification language for specifying the algorithm e.g., OCL, pseudo-code, etc.  *)
Inference
inference = ‘If’, condition, ‘then’, fact;
fact =  ( a t t r i b u t e _ t e r m  |  e n t i t y ) ,  r e l a t i o n a l _ o p ,  [ ‘ a ’ ] ,  v a l u e  )  | 

 entity, (‘may’ | ‘may not’), action, {Class, Operation};

Rule Phrases / Linking Elements / Low-Level Definitions
(* S o m e  l o w  l ev e l  n o n - t e r m i n a l  s y m b o l  s u c h  a s  < r e a l >,  < i n t e g e r >  a n d  < s t r i n g >  

are not defined.                                                       ****  *)
entity = phrase, Class;
attribute = phrase, Class, Attribute;
operation = phrase, {Class, Operation};
cardinality = phrase, maxCard, minCard;
eventPhrase = phrase, event, {Class, Operation};
actionPhrase = phrase, action, {Class, Operation};
role = string;
list = string,{string};
phrase = string;
value = string | integer | real | date | time;
number = real | integer;
time_unit = ‘second’ | ‘minute’ | ‘hour’ | ‘day’ | ‘month’ | ‘year’;
relational_op = ‘equal’ | ‘not equal’ | ‘less than’ | ‘less than or equal’ | ‘greater than’ | ‘greater than or equal’;
name = string;
priority = ‘high’ | ‘medium’ | ‘low’;
is_mandatory = boolean;
is_propagatable = boolean;
boolean = ‘true’ or ‘false’;

Part II: the brood Process

The following specification is based on OMG Software Process Engineering Metamodel.
Process: Business Rule-based Object-Oriented Design (BROOD)

Phase: Analysis
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Activity: Analyze business rule statements
ProcessRole: Functional Analyst
ActivityParameters {kind: input}
WorkProduct: use-case model {state: revised}
WorkProduct: business rule statements {state: revised}
ActivityParameters {kind: output}
WorkProduct: Business Rule Specification {state: initial draft}
Steps
Step: Identify business rule type
Step: rewrite business rules according to sentence templates
Step: Resolve rule conflicts and redundancy

Activity: Architectural Analysis
ProcessRole: software Architect
ActivityParameters {kind: input}
WorkProduct: use-case model {state: revised}
WorkProduct: business model {state: completed}
WorkProduct: Architecture description {state: initial draft}
WorkProduct: supplementary requirements {state: revised}
ActivityParameters {kind: output}
WorkProduct: Analysis class diagram {state: outline}
WorkProduct: Analysis Package {state: outline}
WorkProduct: Architecture description {state: revised draft}
Steps
Step: Identify analysis packages
Step: Identify analysis classes
Step: describe analysis object interactions

Activity: Analyze a class
ProcessRole: component engineer
ActivityParameters {kind: input}
WorkProduct: Analysis class diagram {state: outlined}
ActivityParameters {kind: output}
WorkProduct: Analysis class diagram {state: completed}
Steps
Step: Identify class responsibilities
Step: Identify class attributes
Step: Identify class relationships

Activity: Analyze a Package
ProcessRole: component engineer
ActivityParameters {kind: input}
WorkProduct: Analysis Package {state: outlined}
WorkProduct: Architecture description {state: revised draft}
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ActivityParameters {kind: output}
WorkProduct: Analysis Package {state: completed}
Steps
Step: Analyze the cohesiveness of each package
Step: Analyze the dependencies between packages
Phase: design
Activity: Architectural design
ProcessRole: software Architect
ActivityParameters {kind: input}
WorkProduct: use-case model {state: revised}
WorkProduct: Analysis model {state: completed}
WorkProduct: Architecture description {state: revised draft}
WorkProduct: supplementary requirements {state: revised}
ActivityParameters {kind: output}
WorkProduct: design class diagram {state: outline}
WorkProduct: design Package {state: outline}
WorkProduct: Architecture description {state: revised}
Steps
Step: Identify subsystems and their interfaces
Step: Identify architectural significant classes
Step: Identify generic design mechanisms

Activity: design a class
ProcessRole: component engineer
ActivityParameters {kind: input}
WorkProduct: design class diagram {state: outlined}
ActivityParameters {kind: output}
WorkProduct: design class diagram {state: completed}
WorkProduct: design statechart diagram {state: completed}
Steps
Step: Identify operations
Step: Identify attributes
Step: Identify relationships
Step: describe method
Step: describe state
Step: Link statechart diagram element to class diagram

Activity: design a sub-system
ProcessRole: component engineer
ActivityParameters {kind: input}
WorkProduct: sub-system {state: outlined}
WorkProduct: Architecture description {state: revised}
ActivityParameters {kind: output}
WorkProduct: sub-system {state: completed}
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Steps
Step: design sub-system dependencies
Step: design sub-system interfaces

Activity: Develop Business Rule Specifications
ProcessRole: component engineer
ActivityParameters {kind: input}
WorkProduct: Business Rule Specifications {state: initial draft}
ActivityParameters {kind: output}
WorkProduct: Business Rule Specifications {state: revised draft}
Steps
Step: Define rule phrases
Step: Link rule phrase to design elements
Step: Form structured rule statements
Step: Populate rule attributes
Step: organize rule set

Activity: Validate Business Rule Specifications
ProcessRole: Functional Analyst / business user
ActivityParameters {kind: input}
WorkProduct: Business Rule Specifications {state: revised draft}
ActivityParameters {kind: output}
WorkProduct: Business Rule Specifications {state: completed}
Steps
Step: ensure correctness of business rule specifications
Step: ensure understandability of business rule specifications

Phase: evolution
Activity: examine business rule change request
ProcessRole: business user / Functional Analyst
ActivityParameters {kind: input}
WorkProduct: business rule change request {state: initial}
WorkProduct: Business Rule Specifications {state: completed}
ActivityParameters {kind: output}
WorkProduct: business rule change request {state: revised}
Steps
Step: determine the type of business rule change
Step: revise business rule change request (for complex change)

Activity: Perform Business Rule Modification Change
ProcessRole: business user / Functional Analyst
ActivityParameters {kind: input}
WorkProduct: design model {state: completed}
ActivityParameters {kind: output}
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WorkProduct: design model {state: changed}
Steps
Step: Locate the relevant business rule specification
Step: Perform change on business rule specification
Step: Propagate change to software design

Activity: Analyze business rule change request
ProcessRole: software Architect
ActivityParameters {kind: input}
WorkProduct: business rule change request {state: revised}
WorkProduct: design model {state: completed}
ActivityParameters {kind: output}
WorkProduct: business rule change Plan {}
Steps
Step: Identify the effect of changes
Step: Produce the detailed change plan

Activity: Implement business rule change
ProcessRole: component engineer
ActivityParameters {kind: input}
WorkProduct: business rule change Plan {}
ActivityParameters {kind: output}
WorkProduct: design model {state: changed}
Steps
Step: review the change plan
Step: Perform the changes
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APPendIx b. the medInet APPLIcAtIon

MediNET is a suite of internet applications that addresses the administrative and back-end processing 
requirements of the healthcare business community. It acts as a secondary layer to the existing admin-
istrative and information systems. MediNET allows various components of the healthcare industry to 
exchange business data instantaneously and automate their routine administrative tasks. Therefore, 
facilitated businesses are able to reduce their administrative burdens, become more efficient and make 
better informed business decisions. In contrast to the traditional applications, MediNET does not require 
its users to maintain separately installed software. It allows its users to leverage the power of technology 
without having to bear massive development, acquisition, infrastructure or maintenance costs. 

MediNET users only need to pay as and when they use the application. In general, MediNET users 
can be divided into three categories: paymasters, healthcare providers (HCPs), and supplier. Paymasters 
are those who pay for medical or healthcare services, for examples employers, insurers and managed 
care organizations. They use MediNET to maintain the basic parts of the patient records such as per-
forming their payee registration and defining the healthcare benefit coverage of their payees. HCPs are 
the professionals who dispense medical treatment, for examples general practitioners (GPs), hospitals 
and dentists. HCPs use MediNET to manage patient records, patient billing and paymaster invoicing. 

The current implementation of MediNET is only limited to employers as the paymasters and GPs as 
the HCPs. The supplier is the company who owns, provides and maintains the MediNET application. 
It rents MediNET to HCPs and paymasters as and when the applications are needed and charges them 
based on the number of performed transactions. 

MediNET was chosen as a case study due to the various frequently changing business rules introduced 
by its different users. For example, HCPs provide different packages to the paymasters that constrain the 
way they perform the patient billing and paymasters invoicing. Paymasters may also want to introduce 
different healthcare benefit coverage to different staff levels that control the eligibility of the staff’s 
treatments. The business rules related to the packages and benefit coverage are frequently changed by 
the HCPs and paymasters. Other common changes to business rules include the introduction of invoice 
discounts, the rule to block non-paying paymasters, and the conditions to issue reminder for past due 
invoices. These frequent changes indicate the need for an approach to simplify the implementation of 
changes in MediNET software system.

This work was previously published in Journal of Database Management, Vol. 19, Issue 1, edited by K. Siau, pp. 41-73, copy-
right 2008 by IGI Publishing, formerly known as Idea Group Publishing (an imprint of IGI Global).
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AbstrAct

This article describes a best practice model for 
standardization within companies, based on a 
process approach to the development of company 
standards. Per process, a best practice is developed 
based on an investigation within six multinational 
companies and a review of literature, if any. The 
findings are benchmarked against experiences in 
three comparable fields: IT management, qual-
ity management, and knowledge management. 
Though the number of company standards exceeds 
by far the number of external standards, they have 
been neglected in standardization research. The 
authors hope that standards practitioners will 
benefit from their study and that it will stimulate 
researchers to pay more attention to this topic.

IntroductIon

By the end of 2003, the People’s Republic of 
China had 20,226 national standards (includ-
ing adopted international standards), more than 

32,000 professional standards, more than 11,000 
local standards, and more than 860,000 company 
standards (When, 2004). Most other countries do 
not have a central registration of company stan-
dards, but it can also be expected in other parts 
of the world, the number of company standards 
outweighs to a large extent the number of other 
standards. This huge difference is not reflected 
in the amount of attention to company standards 
in scientific literature. Main exceptions are some 
German books in the series DIN Normungskunde 
(Adolphi, 1997; Hesser & Inklaar, 1997; Schacht, 
1991; Susanto, 1988). Professional publications 
on company standardization include AFNOR 
(1967), Bouma and Winter (1982), British Stan-
dards Society (1995), Nakamura (1993), Ollner 
(1974), Simons and de Vries (2002), Toth (1990), 
Verity Consulting (1995), Wenström, Ollner, and 
Wenström (2000), and Winter (1990). Publications 
on IT standardization that touch the topic of com-
pany standardization include Cargill (1997) and 
Rada and Craparo (2001). In this article, we will 
contribute to a better understanding of company 
standardization by investigating how company 
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standards are developed in company practice and 
in developing a best practice for this.

A company standard is the result of the stan-
dardization by a company or other organization for 
its own needs (Düsterbeck et al., 1995). Company 
standardization includes developing standards for 
use within the company and developing standards 
to be used in the company’s relations with its 
direct business partners (de Vries, 1999). Devel-
oping does not mean that each company standard 
has to be designed from scratch. A company 
standard may have the form of the following (de 
Vries, 1999):

• A reference to one or more external standards 
officially adopted by the company

• A company modification of an external 
standard

• A subset of an external standard (i.e., a 
description of the company’s choice of com-
peting possibilities offered in an external 
standard, or a subset of the topics covered 
in the external standard)

• A standard reproduced from (parts of) other 
external documents (i.e., suppliers’ docu-
ments)

• A self-written standard

Companies may prefer external standards 
from IEEE, for example, but these do not meet 
all their needs, and therefore, they complement 
these with all forms of company standards just 
mentioned. In most companies, the number of 
company standards exceeds the number of ex-
ternal standards.

This research project stems from a wish of five 
big Dutch companies to try to improve their own 
company standardization performance by learn-
ing from each other. At a later stage, a sixth one 
joined the group. The research project aimed at 
developing a best practice for company standard-
ization. This best practice should be established 
by comparing the standardization activities of the 
six companies and, subsequently, by choosing the 
best way to perform them.

reseArch desIgn

In order to be able to compare the companies, a 
common model was needed. The model should 
describe the processes needed for developing and 
implementing a company standard. For determin-
ing best, the expected contribution of standards 
to business results was chosen as a starting point. 
For best practice of a process, its expected suit-
ability for contributing to a successful company 
standard was the criterion. In order to assess this, 
findings in company practice were completed by 
insights from (standardization) literature, as far 
as relevant. Although the majority of standards 
are company standards, scientific standardization 
literature pays little attention to them. 

steps to company standardization 
success

As we want to determine best practice, we need 
to define success; when is it possible to say that 
company standardization has been successful? 
Because there is not much literature about the 
subject of (company) standardization, we had to 
look mainly at the practical situation within the 
six companies. The definition of success resulted 
from the interviews carried out within the com-
panies and from discussions with people who 
work with or who are professionally engaged with 
standardization. These findings were completed 
with insights from literature. 

In line with ISO 9001 (ISO, 2000b), we can 
define success as user satisfaction. We will use the 
term direct user for people that read the standard. 
Other users use products, services, systems, and 
so forth, in which the standard has been imple-
mented. Because of the diversity of standards 
and user categories, it is difficult to measure this 
satisfaction and, subsequently, to relate it to best 
practices in the way of preparing the standards. 
The success of company standardization results 
from the processes that constitute it (see Figure 1). 
Therefore, we relate success to these processes. 
We can distinguish three steps. 
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Step 1: The Standard Should Be There. 

The demand for a (company) standard starts 
either within the organization or arises from 
external obligations (e.g., legislation). Then, this 
demand should be assessed, and it should be 
decided whether or not to develop the standard. 
Such a decision should be based on standardiza-
tion policy, and the possible development of the 
proposed standard should be balanced against 
other requests for standards development: pri-
oritizing. 

The development of the standards is the next 
process, which consists of the composition of a 
draft version of the standard and commentary 
rounds, the writing of the final version of the 
standard, and the approval of this standard. The 
output is an approved company standard (or 
normative document). To develop the standard, 
there is a need of competent personnel (Human 
Resource Management); the standard has to be 
paid for (funding process); and IT tools should 
be in place to support standards development 
(facility management). 

Step 2: The Standard Is Known and Available. 

When a standard has been developed (and 
accorded for), the next step toward success is 
the standards becoming available to the intended 
users and they are aware of its existence. This is 
a second prerequisite for success.

During this introduction process, the potential 
direct users should become informed about the 
standard’s existence and its potential fitness for 
use (Juran, 1988). The benefits of the standard and 
the reasons for certain choices in the standard can 
be explained. The more and better the standard 
is known, the higher the chance they will actu-
ally use it and do so in the way intended by the 
standard’s developers. In our model, the output of 
a process forms the input of the following process. 
However, practice can be less rigid. For instance, 
it can be important to start with the introduction 
(promotion) of the standard already during its 
development. Also, after the introduction period, 
the promotion of the standard can continue. 

For the standard’s availability to the direct 
users (physically), a distribution process should 

Figure 1. Company standardization model
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be in place. This process should ensure that the 
standards reach the direct user in a fast and easy 
way. This can be done, for instance, by subscrip-
tion, ordering on demand, or publishing on de-
mand using an intranet. An extra success factor 
is that the direct user always works with the right 
version of the standard. After a period of time, 
the standard may be revised, so the distribution 
process has to be defined in such a way so as to 
make sure that the right version of the standard 
always is being used. 

Step 3: The Standard Is Used. 

Company standardization only can be a success 
when the standard is used in practice (in the right 
way). A standard that is of a high quality but is 
not used in practice has no value; there has to be 
a market for the standard. So, the potential direct 
users must be willing to use the standard and be 
capable of understanding and using it. We even 
can define the success one step further when we 
look at our standardization definition. The product 
of the company standardization—the company 
standard—has to solve the matching problem. 
The standard has to be the answer to the demand 
out of the organization, which was the starting 
point of the process. 

Evaluation of the standard’s use may form the 
basis for withdrawing, maintaining, or changing 
the standard. The developed standard should be 
an answer to the question for which it was pro-
duced: Are the (potential) users of the standard 
satisfied? Therefore, user feedback to those who 
have decided to make the standard as well as to 
the people who have developed it is essential. 
The picture shows one feedback loop, but this is 
a simplification; more might be drawn because 
the (quality) management of each process needs a 
form of feedback, as in the Deming circle—plan, 
do, check, act. A process approach that uses feed-
back and aims at enhancing customer satisfaction 
by meeting needs is characteristic of the ISO 
9000:2000 quality management approach (ISO, 
2000a, 2000b). 

measuring company standardization 
success

In the research project, it appeared to be difficult to 
measure the success, mainly because of difficulty 
in measuring the real usage of a standard and its 
impact on business performance. Therefore, we 
have chosen an indirect way to assess best practice, 
taking the example of Chiesa et al. (1996), who 
have developed a technical innovation audit. They 
divide the innovation process into subprocesses 
(main processes and facilitating processes), and 
for every subprocess, they define characteristics 
that are associated with success or failure of the 
subprocess and the overall innovation process. 
All these characteristics are put in a statement on 
a scorecard. The answer on the statement can be 
put in a scale (e.g., from 1-5, from not applicable 
at all to completely applicable). Innovation and 
company standardization have a lot in common. 
Innovation is concerned with the development 
of a new product or process, or the improvement 
of an existing product or process. The innova-
tion process can only be really successful when 
there is a market for this product or process. In 
company standardization, a standard is developed 
or revised. This also can only be called a success 
when there is a market for the standard. As the 
success of the company standardization process 
depends on the use of the standards, we have tried 
to find factors that positively influence the use of 
the standards. The factors can be related to the 
elements of our model. By defining these factors, 
the companies can be compared to each other. The 
companies can be scored per factor with a score 
on a pre-defined scale. This appeared to be an 
applicable method for the best practice study. 

The scorecard method is also very useful to 
compare the different practices and to develop a 
best practice. For every process of the model in 
Figure 1, we, therefore, have developed scorecards 
with propositions that define a (supposed) best-
practice situation—best in the sense of the expected 
contribution of the process to the overall success 
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of company standardization. The statements have 
been developed on the basis of discussions with 
specialists from both the practical area (the users 
and developers of company standards) and the pro-
fessional area (university staff and experts from the 
national standards body). Company standardization 
literature has played a minor role, as, in general, it 
does not provide in-depth best-practice data. Each 
proposition could be answered on a scale from 1 
(not applicable at all) to 5 (completely applicable). 
The score of 5 is considered to be best practice.

For every company, the scorecards were filled 
in both by the companies and the researchers 
(objective party). The scores have been put to-
gether with the scores of the other companies, 
and a mean-score has been determined. These 
figures have been presented in tables, the most 
interesting ones also in graphs. This has been 
done per process. For every process, the order of 
companies was different so the companies could 
not recognize which score belonged to which 
company. By comparing their own scores with 
the best practice and with the other companies, 
it was possible for the cooperating parties to 
distinguish gaps between their practice and best 
practice, think about reasons for this, and decide 
on focus and improvement points for their future 
policies on company standardization. 

Moreover, besides an overall research-report 
for all companies, a small report per company was 
made with a description of their actual company 
standardization and the focus points for them to 
work toward best practice. This has been supported 
by a presentation within the company for a group 
of people involved in the different processes of 

standardization. In this session, there was also the 
possibility to discuss the best-practice situation 
in relation to the possibilities of the company. Of 
course, best practice can have a different follow-up 
in each company. Besides the report, these indi-
vidual sessions were seen as a helpful method to 
analyze the status of the current situation on com-
pany standardization and to identify focus points 
for its future optimization. In this discussion, the 
presented model for company standardization 
appeared to be very helpful in order to make the 
discussion more clear and structured. 

To elucidate the scorecards method, we will 
give an example—a graph of three different crite-
ria out of the scorecard for the company standard 
development process. 

These propositions describe the importance of 
involving the (potential) users of a standard in the 
development process. This is to make sure that 
the standard is user-friendly, that it can be used in 
practice (and not only in a theoretical situation), 
and that it really helps the user. In addition, the 
standard must be a solution for the initial demand 
out of the organization. 

The scores of the six companies on these three 
propositions are visualized in a graph (Figure 2). 
The picture shows seven pairs of bars. The first 
six represent the scores of the six companies, the 
seventh the mean scores on these criteria. Now the 
companies can compare their scores with those of 
the other companies, the mean scores, and the best 
practices. When most of the companies score low 
at a certain proposition, it is a point of attention 
for the companies on which they can do better, or 
it might be a weak point in the best practice. 

Table 1. Score card method example—three criteria for the company standard development process

Nr. Description Score

1. The party that demands for a new or revised company standard is involved in the development process of the standard.

2. During the development process of the standard the potential users of the standard are involved. 

3. It is possible for contractors or suppliers to give input for a company standard.
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best-PrActIce exAmPLes

The result of the research study is a best prac-
tice model. The best practice can be divided in 
best practices for each process. Every company 
has its own specific needs, culture, and ways of 
doing things. So, the best practices have to be 
adapted to the specific situation of a company, 
and, therefore, a company best practice can differ 
from company to company. The model presented 
here was deducted partly from literature, but the 
bigger part was based on real practices. 

steering group

Standardization work always can be postponed 
for a day; direct productive labor always comes 
first. But postponing may lead to doing nothing 
at all. Without a clear standardization policy and 
an organization structure to fulfill this policy, 
standardization is not effective. Having a company 
standardization steering group is an important 
part of best practice. A few of the investigated 
companies have such a group. The steering group 
develops the policy, and the board of directors 
approves this policy. The steering group consists 
preferably of (technical) managers from the several 
departments or business units. The standardiza-
tion activities have to be linked to the interests 
of these business units/departments. The line 

management has to commit itself to the year’s 
plan drawn up by the steering group. 

The standardization department acts as the 
steering group’s secretary and brings in standard-
ization skills. The standardization department 
coordinates and supports the standardization 
activities; the business unit managers can be 
addressed for providing their technical experts 
(with their skills). The standardization policy has 
to be a deduction of the general company policy. 
To support this, a steering group membership of a 
general (technical) director can be very helpful.

Adolphi (1997) is the main scientific study on 
the organization of company standardization. Nei-
ther he nor other scientific literature mentions the 
idea of a steering group. Some professional studies 
do (De Gelder, 1989; Simons & de Vries, 2002). 
The British Standards Society (1995) mentions 
a standards committee but does not talk about a 
real steering responsibility. ANSI’s best practice 
research (Verity Consulting, 1995) apparently 
did not find steering groups in the multinational 
companies they investigated. 

Adolphi (1997) pays a lot of attention to the 
role of a central standardization department. 
Other sources do this as well, whereas the Brit-
ish Standards Society (1995) only mentions a 
standards specialist, whereas in an earlier edition 
of this publication (British Standards Institution, 
1970), they mentioned a standards department. 

Figure 2. Scorecard graph example—Three criteria for the company standard development process
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Figure 2. Scorecard graph example – three criteria for the company standard development process. 
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Indeed, it can be observed that the number of 
companies that operate a special (staff) depart-
ment on standards has diminished, despite all its 
advantages. This is reflected in the diminishing 
number of members of national standards users’ 
organizations in most countries. Companies that 
have maintained a standardization department 
have reduced their size. Philips, for instance, has a 
Corporate Standardization Department consisting 
of about 20 employees, whereas 20 years ago, the 
department employed 150 people. However, big 
and medium-sized companies will need one or 
more full-time or part-time standards specialists 
somewhere in the organization. 

user Participation

Crucial in the development of standards is the 
way the actual users of the standards participate 
in this process. The investigated companies rec-
ognize the importance of user participation but 
often still give it too little attention. From both 
literature (particularly, Nakamura [1993]) and 
practice, it is known that involving the users in 
the (company) standards development process has 
a positive influence on their actual usage. User 
involvement makes standards more acceptable and 
applicable, and for this reason, acceptance rate 
increases. Because in practice it is impossible to 
involve all users, a group of representatives is the 
best option. So, not only one specialist develops 
the standard, but an entire committee does. After 
completing a draft version of the standard, other 
users and specialists can be involved through 
commentary rounds.

Of course, the amount of user involvement and 
the advantages related to that should be balanced 
with the cost—time is money. Diverging user 
opinions may hinder standards development, but 
it is better to discover these and reach consensus 
(including the option to stop further development) 
than to develop standards that the intended users 
do not want.

During the research, not only the six compa-
nies were visited but also several contractors and 
suppliers. These external parties were obliged to 
use the (technical) company standards, although 
sometimes they had a better alternative. This can-
not be called best practice. Increasingly, engineer-
ing is outplaced. We concluded that involving the 
user is important, and therefore, external parties 
also should be involved in developing certain 
company standards. Best practice, in this case, 
balances the advantages and disadvantages of the 
company and its suppliers.

Automatic usage of standards

A direct user reads the paper or electronic version 
of the standard. It is not self-evident that the user 
then really will understand and use it properly. 
Sometimes, the standard’s contents can be built 
into, for instance, software, drawings, specifica-
tions, machine settings, forms, or gauges. In this 
way, the standard is used automatically. The only 
literature in which we found something about 
automatic standards was Dutch professional stan-
dards literature (Bouma & Winter, 1982; Simons 
& de Vries, 2002).

scorecArd exAmPLe

We now will discuss one of the scorecards in 
more detail; particularly, the scorecard policy 
making—strategic level. Policy making was the 
only process that has been divided in three parts; 
namely, strategic, tactical, and operational lev-
els. Because best practice includes management 
support for company standardization, we have 
chosen this one. After discussing the strategic 
level, we add some remarks on the tactical and 
operational levels.
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Policy making—strategic Level

To make company standardization work, there has 
to be a (organizational) framework and a policy 
within which the standardization activities are 
executed. There has to be enough engagement to 
the policy by the people that have to carry out the 
standardization activities and their management 
(and the higher levels of management). In our best 
practice, top management is represented in com-
pany standardization or at least supports it. The 
most effective way to make this work is by means 
of a steering group in which the standardization 
department, (technical) managers from business 
units, and a member of a top-level management 
(e.g., technical director) are represented. 

Figure 3 presents a possible organizational 
structure. For making a good standard, the tech-
nical expertise of one or more technical experts 
(who, in general, work within the business units) 
should be combined with the standardization 
expertise of a standards engineer (who may work 
within a standardization department). A network-
ing structure, in one way or another, is expected 
to be the best way to do this.

All the companies have filled in the score 
presented in Table 2, and the score has been dis-
cussed. In the following section, we will present 
a few of the graphs that can be constructed out 
of the answers of the six companies.

Table 2. Scorecard for the policy making process at the strategic level

Scorecard Policy Making – Strategic level

Nr. Description Score

1. There is a clear strategic policy on company standardization.

2. At the corporate level a clear framework has been for operating company standardization.

3. At the corporate level tasks, competencies and responsibilities for company standardization have been defined.

4. Standardization expertise has sufficient influence on the company’s strategic policy.

5. At the corporate level, management is aware of the importance and benefits of having (company) standards and 
standardization.

6. The maintenance of the existing system of company standards is a part of the strategic policy on company standard-
ization.

7. The business units have sufficient influence on the strategic policy on company standardization (to make sure that 
their needs in this area are met).

8. The business units commit to the strategic policy on company standardization.

9. The strategic policy on company standardization is derived from the general strategic policy of the company (it sup-
ports the general policy and it does not conflict with it).

10. In this strategic policy on company standardization the goals are clearly defined.

11. The management is willing to steer company standardization at a high (top) level in the organization in order to mini-
mize the danger of sub-optimization.

12. The management is aware that by using (company) standards company-wide the company can achieve cost-benefits 
for the purchasing of materials.

13. The management is aware that by using (company) standards company-wide the company can reduce cost of engi-
neering and maintenance.

14. The management is aware that (company) standards use is needed to assure a specified quality-level of the company.

15. The management recognizes company standardization as an essential activity and steers this activity at a corporate 
level.

16. Corporate management has authorized the strategic level company standardization. 

17. The strategic policy on company standardization has enough status and is being pursued by the total company.
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Statement 17: The strategic policy on company 
standardization has enough status and is being 
pursued by the total company.

Statement 17 is one of the statements in which 
there is a variation between the scores of the dif-
ferent companies. These are the more interesting 
statements. It can mean three things: either this 
part of the best practice does not fit within the 
culture of this company; this is not best practice; 
or it is a focus point for the company to improve 
its process. These statements have been the focus 
points in the discussions with the companies. All 
companies saw Statement 17 as best practice and, 
therefore, as an important focus point when they 
scored low. 

It is important that company standardization 
has enough status in order to make sure that stan-
dards are being developed and used. It helps a lot 
when company standardization is supported at a 
corporate level within the organization, because 
frequently, the company focus is on short-term 
moneymaking. The graph in Figure 4 shows that 
most companies do not score high on this state-
ment. To give company standardization enough 
status, it is helpful when, at a corporate level in the 
organization, the importance of standardization 

and the benefits that it can bring are recognized 
and formalized. Subsequently, when this policy 
is communicated in the right way, it is more 
likely that company standardization becomes a 
success.

Companies that scored low on the status also 
scored low in the participation of the business 
units in the definition of a strategic policy on 
company standardization (see Figure 5). Although 
recognition of the importance of standardization 
at a high level within the organization is an es-
sential factor, this is not enough. In order to make 
it work also on the other levels, these levels must 
be involved in the formulation of the strategic 
policy. In practice, the importance of this fact 
was recognized, but not many of the companies 
did, in fact, involve the BUs in strategic policy 
development. 

Now we will address in short the tactical and 
operational level in policy making. The best-
practice statements related to these levels can be 
found in Appendix 1.

Policy making: tactical Level

Additionally, on this level, the participation of 
the business units is important for the overall 

Figure 3. Possible organizational structure for company standardization

Central Department
Company Standardization

    Service        Coordination 
 of tasks

Business Unit 

Decentral Company
Standardization

(one or more persons)

Business Unit 

Decentral Company
Standardization

(one or more persons)

Corporate Staff 
Steering Group 

Company Standardization

Networking structure

Figure 3. Possible organizational structure for company standardization
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commitment toward (company) standardization. 
In a situation where a staff function (as a com-
pany standardization department often is) has 
to work in a demand-driven market situation, 
it is important to know what that market wants. 
The market concerns the demand for standards 
within the company. Therefore, that market, the 
(potential) users of the standards, should be given 
a possibility to speak. They should be involved in 
the prioritizing process, including setting criteria 
for prioritizing and the recognition of certain areas 
of attention (see Figure 6).

Policy making: operational Level

At the operational level, there is an important 
point of interest. A lot of the input for standards 

comes from technical experts. In general, they 
work within a BU, so there is no hierarchical rela-
tionship between the standardization department 
management and these experts. Standardization is 
only one of their activities. These technical experts 
have to report to their line management in their 
BU. Often, these BU managers do not consider 
standardization a top priority. Their lack of support 
is related to the fact that, for the most part, they 
are not involved in the corporate policy-making 
process on standardization. This makes it very 
difficult for the standardization department to 
really manage company standardization. The way 
to solve this is by involving BU management in 
corporate standardization management.

Figure 4. Scorecard graph example—Status of company standardization policy

Figure	5.	Scorecard	graph	example—The	influence	of	business	units	on	the	strategic	policy	concerning	
company standardization
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AnALysIs

Our best practice in company standardization may 
be benchmarked with best practices in comparable 
fields, especially with quality management, IT 
management, and knowledge management. 

It management benchmark 

Developing and implementing a standard may 
be compared with developing and implementing 
an IT system. Kocks (1997) analyzes the rather 
common failure of project management in automa-
tion projects and discusses two approaches used 
for such projects: the waterfall approach and the 
evolutionary approach.

In the waterfall approach, product specifica-
tions form the basis for the design of the project. 
The final product as well as some in-between 
milestones are defined. However, experiences 
in EDP auditing show that often the predefined 
specs are not met. The main reasons for this are 
the following:

• A lack of knowledge in extracting user needs 
from the clients.

• A lack of knowledge in deriving a process 
design from the prespecified product.

• Problems linking people to the process (even 
with a perfect process design, if people do 
not do what they are expected to do, the 
project will fail).

The evolutionary approach reflects the other 
side of the spectrum of possible approaches. In 
this approach, the project team starts without 
knowing the final result. Hope for a positive 
result is based mainly on trust in the personal 
skills of the people who carry out the project. 
Project planning is vague, and the budget can-
not be estimated easily. The characteristics of a 
successful evolutionary approach are flexibility, 
smooth communication, fast decision making, 
and professional people.

Company standardization naturally resembles 
the waterfall approach. It may share drawbacks 
that are inherent to this approach, such as problems 
in specifying the standard needed, difficulties in 
designing the process to arrive at that standard, 
and difficulties in handling unforeseen human 
behavior. In best practice, these drawbacks are 
tackled as follows:

Figure	6.	Scorecard	graph	example—The	 influence	of	business	units	on	criteria	 for	 the	prioritizing	
process
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• During the prioritizing process, the com-
pany’s standardization department makes a 
proposal for the project, including planning 
and budget, in cooperation with (represen-
tatives of) the intended participants. This 
resembles the functional specification of an 
automation system and the plan for making 
it, though in a limited sense. 

• Best practice for the standard developing 
process includes measures to assure arrival at 
a product that meets user needs. Milestones 
are draft standards that already have the form 
of the final standard. The process usually 
has a standard design; it is not adapted to the 
specific requirements of the standard. The 
only specific thing concerns the selection of 
the people; representatives of all interested 
parties join.

• The third drawback is intrinsic to making 
use of codesigning customers (de Vries, 
1999) but can be restricted by having a 
skilled standardization department. Dur-
ing the whole process, intended users are 
involved. 

All three reasons for failure of the waterfall 
approach apply to company standardization, but 
the best practice includes measures to avoid this, 
mainly in the form of user involvement. 

Standardization practice has at least some 
characteristics of the evolutionary approach. Dur-
ing the process, unexpected circumstances have 
to be attended to so that the final result, if any, 
does not always meet the criteria set at the outset. 
However, experience shows that unstructured 
standards development leads to low priority of 
company standardization. Company standards 
themselves provide structure, and the process 
of developing them should not contradict this. 
However, problems related to the waterfall ap-
proach can be solved partly by learning from the 
evolutionary approach that the project manager 
(i.e., the standards officer) should manage flex-

ibility, informal communication, and informal 
pre-decision making. 

Luitjens (1997) mentions five key success 
factors for complex governmental automation 
projects:

1. A Pronounced Assignment. Without a clear 
assignment, projects fail. This is reflected 
in the best practice for the prioritizing pro-
cess. 

2. Financing Schedule from the Outset. 
From the very beginning, a clear financing 
schedule for the whole project should be 
established and agreed upon. This includes 
giving an estimate of the costs and a list of 
parties that have expressed their willingness 
to pay. Salami tactics mostly fail. Prioritizing 
and funding best practice provide solutions 
for this.

3. Understanding Complexity. Complexity 
consists of product complexity, the technical 
complexity of the system that has to be built, 
and process complexity, which includes 
the different stakeholders with diverging 
interests and mutual relations and financial 
possibilities. Not all individual standards are 
complex, but the whole collection of inter-
related standards is. Best practice separates 
process design and product (standard) de-
sign and provides solutions for stakeholder 
involvement and resource management.

4. Creating a Basis for the Project. The dif-
ferent actors should support the project. To 
attain this, it is important to make explicit 
the arguments for them to start and maintain 
their participation. Joint conceptualization 
appears to be a prerequisite for this—the 
more people are involved in finding solutions 
and balancing alternatives, the more they 
will be willing to support the final choice. 
The policy, prioritizing and standards devel-
opment processes, and user involvement in 
all processes provide a sound basis for the 
project.
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5. Personal Skills. Some people manage, 
whereas others in comparable circumstances 
fail. Common sense and a sense of humor 
appear to be prerequisites. This is the only 
missing element in the company standard-
ization best practice model. 

quality management benchmark

Company standardization and quality manage-
ment can be compared at two levels. First, quality 
management includes developing, maintaining, 
and improving a quality management system. This 
may be compared with developing, maintaining, 
and improving a standards collection. More than 
that, such a collection may form part of a quality 
management system. Secondly, quality manage-
ment includes the development of procedures and 
instructions, which can be regarded as company 
standards. Therefore, quality management theory 
can form a benchmark for company standardiza-
tion at both levels. 

At the first level, quality management literature 
pays a lot of attention to quality as a line function 
vs. quality as the activity of a separate department 
or quality manager. Dale and Oakland (1991) and 
many others emphasize that quality should be 
managed in the line functions. However, “there 
is a role for a quality management representative, 
at board or senior management level, but this is 
concerned with facilitation, support, planning, 
promotion and co-ordination. Quality planning, 
review, and re-planning are the foundations of 
quality improvement. Without this basis the 
development of product and service designs, 
specifications, operational specifications and 
instructions, quality manuals, reviews and evalu-
ation procedures will be poorly structured and 
badly focused” (Dale & Oakland, 1991, p. 228). 
Therefore, in order to arrive at quality manage-
ment for the line, they advise a form of central 
support. The same can be seen in the best practice 
model: line management establishes policy (policy 
process) and sets priorities (prioritizing process), 

and users are involved in all other processes, which 
are supported by a standardization department or 
standards officer. Dale and Oakland (1991) stress 
the importance of user involvement. The quality 
circles they advise can be compared with working 
groups that develop a standard. 

At the second level, developing procedures and 
instructions, our own experience demonstrates 
the comparability of both. We developed a book 
and a course on developing procedures for an 
ISO 9000-based quality management system 
based on our experience in company standard-
ization (de Vries, 2002). Feedback from dozens 
of people who have read the book or joined the 
course confirms that this approach is fruitful for 
developing procedures. Conversely, the book was 
used for developing the company standardization 
best practice. 

knowledge management benchmark

Company standardization can be regarded as 
a form of knowledge management, where tacit 
knowledge is transformed into explicit knowledge. 
Slob (1999) has compared the conclusions of the 
best-practice study (real practice) with literature 
on knowledge management (the English-lan-
guage sources were Brown [1991], Essers and 
Schreinemakers [1996], Kriwet [1997], Nonaka 
[1991, 1994], Nonaka and Takeuchi [1995], Polanyi 
[1966], Schreinemakers [1996], and Thayer [1968]) 
and concludes that knowledge management lit-
erature does not add real new insight to the best 
practice founded during the practical research. 
This underpins that it is really a best practice. 

Company standardization can be seen as a 
way to manage technical knowledge. Figure 7 
shows the way company standardization often 
is organized in organizations. The technical 
specialist(s) together with the standardization 
department are responsible for the realization of 
the standard. Knowledge is recorded (in the stan-
dard) and transferred to the other workers/users. 
Knowledge management literature (Verkasalo, 
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1998) distinguishes between the knowledge do-
main of the providers of the knowledge (in our 
case, the technical specialists) and the receivers 
of the recorded knowledge (in our case, the work-
ers/direct users of standards). Both have their own 
knowledge domain. This has to be an important 
consideration when the knowledge is recorded. 

Slob (1999) focuses mainly on standard de-
velopment. It appears to be successful when the 
(technical) knowledge that is captured in standards 
is available for the direct users and the standards 
are actually used within the company. To achieve 
this, the standard should be user-friendly. To 
arrive at this situation, the actual user should 
play an important role in the standard develop-
ment process. In practice, this is done too little. 
Arguments for user involvement can be found in 
several sources of literature, such as Nakamura 
(1993), Adolphi (1997), Brown and Duguid (1991), 
Gouldner (1954), De Gelder (1989), and Winter 
(1990). These findings in the area of standardiza-
tion are supported by experiences and literature in 

knowledge management (Nonaka, 1991, 1994).
This leads to a slightly different model for com-

pany standardization (see Figure 8). In this model, 
the practical knowledge and experience of the user 
is connected with the technical knowledge of the 
specialist and with the standardization knowledge 
of the company standardization department. By 
involving the user in the development of stan-
dards, experience and practical knowledge flow 
into the standards. Even more important is that 
their knowledge about using standards can help 
to make the standards user-friendlier. A user-
friendly standard influences the actual using of 
the standard positively. 

Slob (1999) concludes the following:

• Company standardization is a way to man-
age technical (company) knowledge.

• Standardization is a structured way to trans-
fer tacit into explicit knowledge.

Figure 7. Model for company standardization (the old way)

Figure 8. Model for company standardization (best practice way)
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• When tacit knowledge is made explicit, it 
should be considered by whom this codified 
knowledge will be used in the future.

• It also should be considered that there can 
be an important difference in the knowledge 
domain of the specialist(s) or writer(s) of 
the standard and the intended direct users 
of that standard.

• These users of the standards, therefore, 
should be drawn into their development.

The presented new model for company 
standardization (Figure 8) compromises these 
conclusions.

concLusIon

In this article we have developed a process-based 
model for company standardization and a best 
practice for the processes that constitute company 
standardization. Best practice has been developed 
by examining practices in six big companies in 
the Netherlands and by using insights from stan-
dardization literature. The latter appeared to be 
incomplete, especially where academic literature 
was concerned. 

The main benchmark for best in best practice is 
the success of the company standard. A company 
standard is successful when it is used and appears 
to solve the problem for which it was developed. 
Success results from a combination of successful 
performance of the company standardization pro-
cesses that can be distinguished and that are shown 
in the company standardization model. Therefore, 
for each of these processes, several good practice 
indicators have been developed. The starting point 
for this was the way the six companies carry out 
their activities. The best practice of these was 
assessed by professionals as well as the research 
team. Where possible, standardization literature 
was used as an additional benchmark, but in sev-
eral cases, this was not possible simply because 
literature on company standardization appeared 

not to address the topics concerned. Afterwards, 
the best-practice findings were confirmed by 
comparing them with insights from literature in 
the areas of IT management, quality management, 
and knowledge management.

Findings have been presented in the form of 
scorecards. Using these scorecards, the individual 
companies could benchmark themselves against 
the others, the mean score, and the best practice. 
The six companies differ in scores. No one is 
overall the best or the worst. Each one has good 
as well as bad performances in different areas. 

The participating companies and other com-
panies that develop many company standards can 
use the results to improve the performance of their 
company standardization processes and, in this 
way, improve the effectiveness and efficiency of 
their company standardization activities. 

dIscussIon

The research project did not concern IT standards 
but rather engineering standards used by multi-
national chemical and petrochemical companies. 
The following remarks can be made concerning 
the applicability of the results for other companies 
and for the typical domain of IT standards.

• The investigated companies use the stan-
dards mainly for the quality and safety of 
their installations, for the compatibility of 
parts thereof, and for avoiding an unnec-
essary variety of these parts. This can be 
compared with IT standards used by big 
companies, though in that case, there is more 
emphasis on compatibility (e.g., companies 
may face the problem of which external IT 
standards to choose for their systems or 
which options within or versions of these 
standards). So, the function of IT standards 
is, to a large extent, identical to the one of 
engineering standards in process industries, 
although the research, in fact, does not con-
cern the standards contents but the process 
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of developing them. In any case, it may be 
expected that results equally apply to IT 
standards.

• An exception to this conclusion may concern 
the best way of organizing standardization. 
In many cases, companies will have a central 
IT department. This department, instead of 
a central standardization department, might 
support the standardization activities. In 
this case, the advantage of having specialist 
knowledge of IT should be balanced against 
the possible disadvantages of having less 
standardization expertise and of additional 
coordination to manage interrelations be-
tween IT and non-IT standards. 

• In most branches of business, standards 
related to the products or services are the 
most important ones. In the case of IT com-
panies, these are product- or service-related 
IT standards. The main purpose of such 
standards is to support the market success 
of the products or services. Compared to our 
study, the role and benefits of such standards 
differ, but the way they are prepared may 
be identical. Therefore, there is no reason 
why company standardization and the best 
practices for it are fundamentally differ-
ent. However, the participants will differ 
as standardization in such companies will 
be more directly linked with product or 
service development and marketing. This 
may result in a different organizational set-
ting and governance structure for company 
standardization (Adolphi, 1997). 

• The advantages of some of the company 
standards increase with growth in company 
size. For instance, quantity rebates related 
to preference ranges of software packages 
are more feasible in big companies. Small 
companies will not always have the possibili-
ties to have a standardization department, 
a steering group, an intranet, and so forth. 
Small enterprises need less formalization, so 
their need for standards is less. But they will 

need standards, and the processes described 
apply to them, as well. Best practice for them 
may be expected to be more low-profile.

• Another difference may concern intellectual 
property rights (IPRs). IPRs hardly apply to 
engineering standards but may be impor-
tant for product standards. Therefore, in 
IT standardization, it may be an additional 
best practice to have standardization and 
IPR closely related (Clarke, 2004).

• Possibly, some of the best practices are 
typically Dutch, and in other cultures, other 
practices would be better. Some differences 
between Dow Chemical (with a culture that 
mixes American and Dutch influences) and 
the other companies suggest this. For rea-
sons of confidentiality, we cannot mention 
examples. In general, corporate culture of all 
such multinational companies is becoming 
increasingly international.

These issues are possible topics for future re-
search. Other future research items may include 
the following:

• Practice as well as best practice of IT (com-
pany) standardization within companies that 
produce IT products or services and within 
(big) organizations that use IT systems to 
support their functioning.

• The relation between best practice and cost 
reduction, taking into account the cost of 
(human and other) resource allocations, 
transaction costs (for standards develop-
ment and implementation), and total cost 
of ownership (of the IT systems).

• Balancing between developing a company 
standard or using an external standard.

• Possibilities for modification of the practice 
model for use by standards-developing orga-
nizations. In the available best practice study 
on national standardization organizations 
(Bonner & Potter, 2000), such a model is 
missing.



  ���

Best Practice in Company Standardization

• Role of company standards in case of out-
sourcing of activities (this applies to process 
industries that outsource engineering or 
maintenance of plants as well as to compa-
nies that outsource IT system development, 
support, or maintenance).

• Completion of the comparisons with IT 
management, quality management, and 
knowledge management in the form of a 
more thorough review of the literature.

• Comparison of user involvement in company 
standardization with user involvement in 
formal standardization and consortia.

• (Best practice) field research in other 
branches of industry; for instance, mechani-
cal engineering or service industries.
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APPendIx

Standardization policy: Strategic level
See the main text.

Standardization policy: Tactical level
• (Line) managers of experts involved in company standardization are involved in setting the com-

pany standardization policy.
• People responsible for setting company standardization policy at the tactical level have enough 

knowledge to be able to do so.
• The Company Standardization Department (CSD) is involved in establishing (separate scores):

 the way of funding company standardization activities;
 the status of company standards (voluntary or compulsory);
 priority areas (for instance, ‘engineering standards’ or ‘standards to assure and improve 

environmental performance’);
 criteria for prioritizing.
 Business units (BUs) are involved in establishing (separate scores):
 the way of funding company standardization activities;
 the status of company standards (voluntary or compulsory);
 priority areas (for instance, ‘engineering standards’ or ‘standards to assure and improve 

environmental performance’);
 criteria for prioritizing.
 There is a clear company standardization policy deployment to all people concerned. 
 CSD informs all people concerned on company standardization issues.

Standardization policy: Operational level
• CSD co-ordinates the operational standardization activities and monitors progress.
• Progress of activities is evaluated on a regular basis.
• CSD reports delays, line management decides on corrective and actions, if any.
• People involved in standardization are encouraged to propose suggestions for improvement of 

standardization policy.
• Standardization policy at the operational level is evaluated on a regular basis.

Prioritising process
• Each employee is authorized to submit proposal for developing, changing or withdrawing company 

standards.
• (Final) users are encouraged to submit (change) proposals.
• CSD co-ordinates gathering proposals.
• Company standardization expertise is used in prioritizing.
• Criteria for prioritizing are in line with general company policy.
• Criteria for prioritizing are evaluated on fitness for use on a regular basis.
• Optimal overall company results prevail over BU benefits (no sub-optimalization).
• Once priorities have been set, CSD makes a proposal for planning and budget in co-operation with 

(representatives of) the intended participants.
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• Planning and budget are realistic and performable.
• CSD informs the interested parties on the annual planning and makes it available to them.
• CSD monitors whether set priorities are being realized.
• In the case of an absence of agreed-upon expert-involvement in developing a company standard, 

CSD is responsible to ask the heads of these experts to charge them to pick up their duties. 

Company standard development process
• Those who have asked for standards become involved in their development.
• Intended standards users become involved in their development.
• Supplier and/or contractors can provide input in the company standard development process.
• Standards writers communicate with stakeholders during the development process.
• Each company standard is assessed on its expected fitness to contribute to business results.
• The company has a meta-standard that provides criteria for its company standards.
• This meta-standard is known by all involved in company standards development and they apply it.
• On a regular basis, the requirements in this meta-standard are assessed on topicality and fitness for use.
• Company management has authorized this meta-standard. 
• The company standard is not just based on the personal opinion of one expert but it is broadly based.
• Participants in standard development consider their task as important and urgent.
• The status of writing standards equals the status of carrying out projects.
• There are enough competent employees for writing new standards and maintaining the quality 

and consistency of the existing standards collection.
• A ‘why-document’ is attached to each company standard. It provides the underpinning of the most 

important choices/decisions that have been made during standards development.
• A draft of each new company standard is sent out for comments to a relevant group of people 

within the company.
• There is a procedure for processing comments.
• Everybody is allowed to comment on draft standards.
• CSD co-ordinates comments processing.
• Comments, if any, are sent to the development team. They decide on adoption or rejection.
• In the case of rejection they give the reasons why.
• CSD checks the standard against the requirements in the meta-standard.
• Company management authorizes the standard.
• IT tools are used in developing and writing the standard.

Company standards introduction process
• CSD is the central help-desk for questions concerning company standardization.
• CSD is able to answer questions concerning company standards or to refer to experts who can 

answer these questions.
• CSD announces new, modified and withdrawn standards, when necessary via BU officers respon-

sible for standardization or via certain (other) users within the organization.
• CSD is able to communicate with the rest of the organization about new, modified and withdrawn standards. 
• There is a procedure for how to announce company standards.
• CSD is able to tailor information to the needs of specific user groups.
• CSD monitors user satisfaction concerning the provision of standards-related information.
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• Each BU has appointed one or more officers responsible for the diffusion of standards-related 
information.

• CSD uses IT tools for standards introduction.
• The information concerning changes in the standards collection includes reasons for the (new / 

modified) standard and for major choices within the standard, and expected advantages. In the 
case of withdrawal, the reasons for this are mentioned.

Distribution process 
• CSD makes standards available.
• Company standards can be obtained on request or by subscription to the whole collection or to a 

part of it.
• CSD can advise on searching and ordering standards.
• CSD operates a database with bibliographical data on all company standards.
• Out-dated versions of existing standards and withdrawn standards remain available for consultation.
• CSD operates a system that shows who has which standard, including the version of this standard.
• In the case of a new version all users of the replaced version get the announcement.
• Users can get standards in a form (electronic and/or paper) and format that suits them.
• The version of a standard is clear to the users.
• CSD publishes company standards in electronic format and makes them available in a virtual way.
• Virtual company standards are, as far as the text is concerned, available in text mode (not in pixel 

mode only), which enables text search on headwords.
• On a regular basis, CSD monitors the effectiveness and topicality of its subscription system. Sub-

scriptions include department name and name of the employee concerned.

Facility management 
• CSD monitors the market for IT tools that may support its processes.
• CSD has a budget for investments in facilities.
• IT facilities to support company standardization should fit with IT used elsewhere within the 

organization. 
• IT facilities to support company standardization should fit with IT used by the national standards 

body for producing, making available, distributing, and searching its standards.
• The company operates an intranet and uses it for standards-related information.
• Within the company e-mail can be used for communication about company standards.

Funding 
• Funding for the maintenance of the system of company standards is assured.
• Funding for company standards that are essential for the company is assured.
• Fixed costs for CSD are charged on the company as a whole.
• Corporate management decides on the way these fixed costs are charged on the BUs.
• Variable costs for company standardization are paid by those that have caused these costs (the part 

of the company for which the standard has been developed).

This work was previously published in International Journal of IT Standards and Standardization Research, Vol. 4, Issue 1, 
edited by K. Jacobs, pp. 62-85, copyright 2006 by IGI Publishing, formerly known as Idea Group Publishing (an imprint of 
IGI Global).
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Chapter IX
Best Practice in Leveraging 
E-Business Technologies to 

Achieve Business Agility
Ehap H. Sabri

University of Texas at Dallas, USA

AbstrAct

This chapter explains the best practice in imple-
menting e-business Technologies to achieve 
business cost reduction and business agility. 
Many companies started to realize that gaining 
competitive advantage is no longer feasible by 
only managing their own organizations; it also 
requires getting involved in the management of 
all upstream supply organizations as well as the 
downstream network. E-business technologies 
present huge opportunities that are already being 
tapped by several companies and supply chains. 
Although the benefits of implementing e-busi-
ness technologies are clear, enterprises struggle 
in integrating e-business technologies into sup-
ply-chain operations. The author illustrates the 
strategic and operational impact of e-business 
technologies on supply chains and explains the 
performance benefits and challenges firms should 
expect in implementing these technologies. Also, 
the author provides the best-practice framework 

in leveraging e-business applications to support 
process improvements in order to eliminate non-
value-added activities and provide real-time vis-
ibility and velocity for the supply chain. Finally, 
this chapter presents the future trends of using 
e-business in transformation programs.

IntroductIon

Executives realized that producing high-quality 
products is not enough in today’s competitive 
environment; the new challenge is to get prod-
ucts to customers when and where they need 
them, exactly the way they want them, with a 
competitive price and in a cost-effective manner. 
Many factors are making this challenge more 
complicated; globalization, increased complexity 
of supply chains (SCs) with outsourcing and the 
move to mass customization and build-to-order 
(BTO) environments, the need for a shorter time 
to market to gain competitive advantage, and the 
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shift from vertical to horizontal supply chains 
make an efficient integration with suppliers and 
customers more critical.

E-business technologies address the above 
challenges by enabling enterprises to collaborate 
with their internal and external suppliers and cus-
tomers, providing visibility, automating the paper-
driven business processes, and interconnecting 
inventory, logistics, and planning systems.

The way to survive the competition in today’s 
business world is to stay ahead of competitors. 
Leveraging e-business technologies effectively is 
key to staying competitive and achieving business 
agility. Although the benefits of implementing 
e-business technologies are clear, enterprises 
struggle with integrating e-business technologies 
into supply-chain operations. Decision makers 
find themselves asking the most fundamental 
questions. How can we do it? What is the best 
practice? Does it apply to us? Does technology 
add value? If so, what is the best way to quantify 
it and then maximize it? Since many have failed 
in achieving value, how can we make sure that 
we will not be one of them and will be able to 
minimize the risk? What does senior management 
need to do to support transformation initiatives? 
This chapter gives powerful tools for answering 
these questions. 

This chapter addresses the strategic and opera-
tional impact of e-business technologies on supply 
chains and explains the performance benefits and 
challenges firms should expect in implementing 
e-business technologies. Also, it provides the 
best-practice framework in leveraging e-business 
technologies to support process improvements 
in order to achieve cost reduction and velocity 
for the supply chain. This framework includes 
a practical and effective return-on-investment 
(ROI) model to calculate the benefits of e-busi-
ness transformation programs.

The objectives of this chapter can be sum-
marized as follows. 

• Provide a good understanding of the chal-
lenges in today’s business environment

• Identify the impact of e-business technolo-
gies on enterprise processes

• Highlight the benefits of implementing e-
business technologies

• Provide guidelines and a framework for 
implementing e-business technologies suc-
cessfully 

The concepts in this chapter are presented in 
an easy-to-understand manner that is intended for 
any reader interested in learning about e-business 
technologies. Because e-business can be leveraged 
by several functions within the organization, this 
chapter has been written for the wide audience that 
is interested in learning how to leverage e-business 
techniques in improving processes and slashing 
waste. This chapter provides strategies for senior 
managers to use in planning for transformation 
programs, and also provides middle mangers 
with tools to effectively manage and implement 
the best practice. Graduate students can use this 
chapter to gain an excellent understanding of how 
e-business technologies work, and then use this 
knowledge to either extend the research in this 
field or implement the concepts learned from this 
chapter in the industry.

bAckground

Valencia and Sabri (2005) stated that the wide-
spread use of the Internet has turned the eyes of 
many companies to the numerous solutions that 
the Internet provides. E-business technologies 
have helped many companies in improving their 
overall processes and performances. 

On the other hand, Handfield and Nichols 
(2002) mentioned that integrated supply-chain 
management (SCM) is now recognized as a 
strategy to achieve competitive advantage. When 
pressed to identify how to achieve this strategy, 
however, the path forward for executives is not 
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clear. Numerous solution providers offer the “sil-
ver bullets” to supply-chain integration, yet the 
results are never guaranteed.” Devaraj and Kohli 
(2002) mentioned that executives are concerned 
that even when there is promise of a payoff, the 
assumptions may change and payoffs may never 
be realized.

Rigby, Reichheld, and Schefter (2002) men-
tioned that, in a survey conducted by a CRM 
(customer-relationship management) forum, when 
asked what went wrong with their CRM projects, 
4% of the managers cited software problems, 1% 
said they received bad advice, but 87% pinned 
the failure of their CRM projects on the lack of 
adequate change management.

Any transformation program should encom-
pass three specific phases: initial enablement, 
followed by implementation, and finally ongoing 
support and maintenance. An effective trans-
formation plan must support these three phases 
and address all the challenges around selecting 
the right strategy, change management, and soft-
ware provider; maintaining upper management 
buy-in; managing by metrics; and rolling out a 
maintenance strategy.

Valencia and Sabri (2005) mentioned the 
several guidelines that are important to consider 
when e-business technologies are implemented. 
These guidelines can be grouped as follows.

• Initial enablement:
 Synchronize e-business objectives with 

corporate initiatives
 Use e-business as a driver for significant 

process improvement
 Identify operational and financial ben-

efit metrics
 Clearly identify the process and the 

scope of the transformation program
 Obtain consensus from all process 

stakeholders
• Implementation:

 Simplify processes by eliminating non-
value-added activities

 Deploy in small phases with compelling 
ROI

 Consider proactive enforcement of to-
be processes in the solution

 Enable exception-based problem reso-
lution

• Ongoing support and maintenance:
 Define the ongoing process for captur-

ing, monitoring, and analyzing metrics 
data

E-Business Definition

E-business can be defined as the use of the In-
ternet to facilitate business-to-business (B2B) or 
business-to-consumer (B2C) transactions and 
includes all operations before and after the sale. 
E-business can also be defined as the adoption 
of the Internet to enable real-time supply-chain 
collaboration and integration of the planning and 
execution of the front-end and back-end processes 
and systems. E-business has already impacted the 
industry significantly by providing important ben-
efits like cost reduction, visibility improvement, 
lower inventory, streamlined processes, better 
response time, faster time to market, better asset 
utilization, higher shareholder value, fulfillment 
lead-time reduction, flexibility improvement, 
revenue increases by penetrating new markets, 
improvement in customer satisfaction, and better 
standards of living.

E-business, or the Internet computing model, 
has emerged as perhaps the most compelling 
enabler for supply-chain integration. Because it 
is open, standard based, and virtually ubiquitous, 
businesses can use the Internet to gain global 
visibility across their extended network of trad-
ing partners and respond quickly to changing 
business conditions such as customer demand 
and resource variability. 

The Internet is considered to be the enabler 
for e-business technologies, while e-business is 
the enabler for supply-chain collaboration and 
integration. E-business technologies can support 
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different environments: business to employee 
(B2E), B2C, and B2B. The B2E environment links 
the ERP (enterprise resource planning), SCM, 
warehousing, shipping, and human-resources 
systems together into a Web-based system. B2E 
focuses on the internal transactions of a company 
and affects the internal supply-chain process. The 
B2C environment allows customers to place, track, 
and change orders online, and allows sellers to 
gather information about the consumer in real 
time. B2C is sometimes referred to in the literature 
as e-commerce. Other literature differentiates 
between the direct business customer and the end 
customer (consumer). The B2B environment links 
B2E and B2C to the systems of the suppliers and 
affects the external supply-chain processes. The 
best practice is to have all of the three environ-
ments (B2E, B2B, and B2C) under one portal for 
seamless information transfer between them. 

E-business technologies can also be divided 
into two types: (a) process-focused technologies 
like online auctions and (b) infrastructure-focused 
technologies like Web services (XML [extensible 
markup language], SOAP [simple object access 
protocol], UDDI [universal description, discovery, 
and integration], and WSDL [Web service descrip-
tion language]), the wireless application protocol 
(WAP), the global positioning system (GPS), bar 
coding, and radio-frequency identification (RFID) 
to transmit the data into computer applications. 
Web services are built on platform-independent 
standards that enable e-business applications 
to share information over the Internet between 
internal and external systems. 

XML provides the best way for companies 
to pass data and coordinate services over the 
Internet. In essence, XML is a file format that 
allows users to include definitions of terms and 
processing rules within the same file (Harmon, 
2003). SOAP and UDDI are additional software 
protocols, where SOAP is a protocol that enables 
one computer to locate and send an XML file to 
another computer, and UDDI is a protocol that 
allows one company to query another company’s 

computers to determine how certain kinds of data 
are formatted. WSDL is the language in which 
the UDDI protocol is implemented. 

There are still issues to be resolved, and many 
groups are working on middleware and security 
standards to make XML more flexible and secure 
(Harmon). 

todAy’s busIness chALLenges

Executives face many challenges today in every 
aspect of their operations and enterprise integra-
tion. The following are considered to be the top 
10 challenges. 

• The need to be customer oriented and at the 
same time manage cost more efficiently

• Information delay, which is considered to 
be a typical concern. Since the processes 
are the ones that realize the information 
flow between partners, enterprises need to 
redesign their business processes to address 
this challenge.

• Globalization, which intensifies the com-
petition and makes competitive advantage 
crucial

• The increased complexity of supply chains 
and the growing need for a tighter control 
of over it. The supply chain can be defined 
as a network of facilities (manufacturing 
plants, assembly plants, distribution centers, 
warehouses, etc.) that performs the function 
of the transformation of raw materials into 
intermediate products and then finished 
products, and finally the distribution of these 
products to customers. The increased com-
plexity may result from the involvement of 
one company in multiple supply chains, the 
growing complexity of products, the grow-
ing complexity of managing information 
flows, and the increasing trends of third-
party logistics and subassembly (contract) 
manufacturers.
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• Long and unpredictable product life cycles. It 
is important to shorten the product-introduc-
tion cycle and be faster to react to the market 
needs to gain competitive advantage.

• The shift from vertical integration to hori-
zontal supply chains, which calls for more 
efficient collaboration with suppliers and 
customers. The new trend is for companies 
to buy out competitors in the same busi-
ness or merge with them (consolidation) 
instead of buying their suppliers (i.e., to 
expand vertically instead of horizontally); 
this requires the synchronized addressing 
of collaboration, planning, and procurement 
issues. 

• Outsourcing and having suppliers across 
the world. Companies nowadays outsource 
assembly work, information-systems man-
agement, call centers, service-parts repair 
and management, and product engineering 
to contractors. The bigger challenge is to 
decide what to outsource, and how to make 
sure that customer satisfaction, delivery 
service, or quality are not impacted. 

• Expensive cost structure, especially when 
companies are facing intensified competi-
tion. Related to this is the increase in shipping 
costs due to outsourcing.

• The disruption to the supply chain from 
demand and supply mainly caused by the 
supply-chain dynamics. 

• Supporting the redesigned processes with 
leading-edge technology that is easy to in-
tegrate, cheap to maintain, fast to achieve 
results, and low in risk

In order to address the previous challenges 
in today’s environment, companies should look 
for certain key enablers to implement in their 
operations. These key enablers can be grouped 
as follows.

1. Cross-organizational collaboration: This 
can reduce lead time, improve efficiency, 

reduce quality risk, and streamline pro-
cesses. 

2. Flexibility: Flexibility should be built 
into product designs and manufacturing 
processes to become more customer ori-
ented and mitigate the challenge of supply 
and demand fluctuations by providing the 
ability to change plans quickly. Flexibility 
is measured based on the ability to shift 
production load (flexible capacity), change 
production volumes and product mix, and 
modify products to meet new market needs. 
It is important to mention that cost-reduc-
tion initiatives usually inversely impact 
flexibility.

3. Visibility: Real-time visibility reduces the 
uncertainty and nervousness in the supply 
chain, reduces safety stock (i.e., reduces 
cost), and increases customer satisfaction 
(i.e., increases revenue) by presenting the 
real picture and providing the ability to 
solve potential problems ahead of time. It 
will also reduce the impact of disruption 
to the supply chain caused by demand and 
supply. 

4. Process innovation: This enabler addresses 
the following types of questions. How can 
companies reengineer their processes to 
increase speed when introducing new prod-
ucts? What supply-chain-process improve-
ments and tools should companies invest 
in to gain competitive advantage? How can 
companies restructure their supply chains 
to reduce cost and increase profitability 
across their total global network? How can 
companies reduce their supplier base? 

5. Risk management: This enabler addresses 
the new risks related to product quality and 
service delivery that arise from outsourcing, 
locating supply-chain activities across the 
world, and the acceleration of new product 
introductions. It also addresses the security 
concerns after September 11, 2001.
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6. Technology: Technology should be adopted 
to enable and support the new or modified 
processes, and reduce the supply-chain 
complexity. 

E-business is the major driver to implement the 
first, third, and last enablers, while best practice is 
the major driver for the rest of the enablers. These 
two drivers (e-business and best practice) will 
be discussed later in this chapter. The following 
section will provide the benefits of implementing 
the best practice, which is enabled by the right 
e-business technology. 

the ImPAct oF e-busIness 
technoLogIes on scm, crm,  
& srm suPerProcesses

The e-business technologies available through 
the Internet, combined with ongoing advances in 
advanced planning and scheduling (APS) software 
development, have given SCM an enormous boost 
and helped in maximizing business agility. APS 
is a constraint-based planning logic that emerged 
in the early 1990s, and it is considered to be the 
major breakthrough after MRP (material resource 
planning) logic. SCM is defined as the process 
of optimizing the flow of goods, services, and 
information along the supply chain from supplier 
to customer. It is also the process to strategize, 
plan, and execute business processes across facili-
ties and business units. It focuses on the internal 
supply chain, which is under the direct control 
of the enterprise. 

Information at all points along the supply chain 
is captured and well presented by e-business tech-
nologies (in a B2E environment), enabling better 
decision making in SCM businesses processes, 
especially regarding maintaining appropriate 
inventory levels and the efficient movement of 
products to the next production or distribution 
process, and supporting sales and operations 
planning (S&OP). E-business has replaced excess 

inventory with accurate, inexpensive, and real-
time information. Also, real-time information 
about the supply and the ability to collaborate 
with customers on the forecast have helped pro-
ducers to balance and match supply with demand. 
All the above have enabled many companies to 
transform their supply operations from build to 
stock (BTS) and mass production to BTO and 
mass customization. Anderson (2003) defined 
build to order as the on-demand production of 
standard products, while mass customization is 
the on-demand production of tailored products.

Supplier-relationship management (SRM) is 
the process of supporting supplier partnerships 
in the supply chain, and coordinating processes 
across product development, sourcing, purchas-
ing, and supply coordination within a company and 
across companies. CRM is the process of cover-
ing all customer needs throughout the phases of 
customer interaction. CRM is also defined as the 
process of allocating organizational resources to 
activities that have the greatest return on profitable 
customer relationships. Since the best practice 
of SRM and CRM are built around supply-chain 
integration, e-business is considered as the enabler 
for these superprocesses. The B2B environment 
is typically leveraged for SRM, while the B2C 
environment is typically leveraged for CRM.

Organizations utilize e-business solutions (a 
solution is a combination of best-practice pro-
cesses and enabled technology) in the SRM area 
to eliminate paperwork, streamline shipment 
and payments, reduce the cycle time of finding 
and acquiring suppliers, easily monitor contract 
terms, leverage spend consolidation by supplier 
and part rationalization, increase supplier aware-
ness during the design and production phases, and 
automate the procurement process.

On the other hand, organizations utilize e-
business solutions in the CRM area to automate 
order receiving; to capture, analyze, and leverage 
customer information; and to reduce order-to-
delivery cycle time and expediting costs. 

We will drill down in the next section to detail 
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the SCM, SRM, and CRM business processes 
and highlight the impact e-business has on them. 
We will mention the related pain points and show 
the potential benefits of addressing them using 
e-business technologies in addition to several 
success stories in this area.

SRM, SCM, AND CRM business processes; 
Pain Points; benefits of adopting e-business tech-
nology; and success stories

Each superprocess (like SCM, SRM, and 
CRM) consists of several business processes. 
Each key business process is defined (see Table 
2), and typical challenges in the current practice 
(as-is process) are highlighted. The chapter shows 
how e-business technology and its different ap-
plication levels can address these challenges, and 
finally typical benefits resulting from adopting 
e-business technology are mentioned.

key business Processes

Table 1 shows the key business processes in each 
superprocess of SCM, SRM, and CRM. Although 
the name and scope of these processes may vary 
across different industries, this table and the fol-
lowing process definitions give companies a good 
idea on how to map their business to this table 
and understand the impact of e-business on their 
own processes. The criteria used to link certain 
business processes to the appropriate superprocess 
are the following. 

• If a business process has a direct relationship 
with suppliers based on the best practice, it 
would belong to the SRM superprocess.

•  If a business process has a direct relationship 
with customers based on the best practice, 
it would belong to the CRM superprocess.

• If a business process has a direct relationship 
with neither suppliers nor customers, and 
it helps in balancing supply and demand, it 
would belong to the SCM superprocess.

• If a business process is in the gray area 
where it spans across two superprocesses, 
its own subprocesses should be evaluated, 
and the business process will be linked to 
the corresponding superprocess to which the 
majority of the subprocesses belong to.

In the second dimension of Table 1, the criteria 
that have been used to decide the level a certain 
business process belongs to are as follows.

• If a business process is used mainly to gen-
erate strategies to run the business, it would 
belong to the strategic level.

• If a business process is used mainly to gen-
erate a plan to operationalize the strategies, 
it would belong to the tactical level.

• If a business process is used mainly to ex-
ecute the plans to realize the strategies, it 
would belong to the operational and execu-
tion level.

Table 1. Business-process distribution 

Superprocess

L
ev

el

SRM SCM CRM

Strategic Strategic 
Sourcing

Supply-Chain 
Design Marketing Management

Tactical Product Design
Sales & 

Operations 
Planning

Selling Management

Operational Procurement Order Fulfillment Customer-Service Management



 ���

Best Practice in Leveraging E-Business Technologies to Achieve Business Agility

The strategic level is considered to be the 
long-term process, the tactical level is the midterm 
process, and the operational level is the short-term 
process, which includes execution (for simplicity). 
Going up the levels from the operational to the 
tactical to the strategic, the percentage of cost 
savings goes up and the impact of decisions on 
the success of the organization is higher.

Strategic Sourcing

Strategic sourcing is defined as the process of 
identifying the best sourcing strategy to reduce 
cost and raw-material supply risk, and to achieve 
a long-term relationship with suppliers. One of 
the major challenges (pain points) in this process 
is the inability to identify and manage the total 
supplier spend and demand because of complex, 
disconnected purchasing systems. Another 
disconnection is between the engineering and 
purchasing systems, which causes the lack of 
visibility to the design engineers of the approved 
vender list (AVL). Another related challenge is 
the inability to consider supplier performance 
during sourcing decisions by design engineers 
or purchasing analysts.

Product design

Product design is the process of collaboration 
among companies, partners, and suppliers to 
share product design, schedules, and constraints 
to arrive at a single bill of material for a finished 
product effectively. It is a critical process due to 
its ability to facilitate bringing innovative and 
profitable products to the market quickly, and 
to ensure product quality. The product design 
consists of three phases: concept, development, 
and pilot. It also includes product-engineering 
changes (product revisions) as a subprocess. These 
changes can be due to component-cost change, 
product improvements, process change, quality 
corrective actions, material shortages, or product 
obsolescence. Product revisions involve design 

engineers, procurement, suppliers, manufacturing 
and process engineers, contract manufacturers, 
and service support. Product design is tightly 
integrated with PDM (product-definition man-
agement), which is the database for all designed 
parts.

Product design has several challenges like 
intensified competition, which increases the need 
to introduce new products to the market more 
quickly; complex products, which make optimiz-
ing the design more challenging; frequent design 
changes, which increase prototype-part cost due 
to the late involvement of suppliers in the design 
phase; and the inability to identify the right 
products to launch or fund, the right suppliers to 
collaborate with during the design, and the right 
standard items to reuse. Also, subcontracting 
and outsourcing extends the need for real-time 
collaboration with partners and suppliers.

Procurement

Procurement is the process of executing the se-
lected sourcing strategies by performing a request 
for quote, reverse-auction, bid-analysis, and con-
tract-processing work flows to select the source 
of supply, and then managing all daily activities 
of procurement with the selected suppliers. It is 
also the process of managing two-way real-time 
communications with suppliers regarding the part 
or raw-material supply to achieve and execute a 
synchronized procurement plan. 

There are three key pain points for this process. 
First is the lack of intelligent visibility and con-
sistent supplier performance throughout the life 
cycle of the purchase order. This results from the 
inability to conduct reliable bid analysis consider-
ing different criteria in addition to the price, the 
lack of early problem detection for the inbound 
material and mismatch-resolution framework, a 
costly and difficult-to-maintain EDI (electronic 
data interchange) because different versions of the 
software may result in transmission errors, and the 
inability to capture supplier performance data.
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The second key pain point is the many non-
value-added and time-consuming (paper-based) 
activities in this process, like manual RFQ and 
contracting processes, the checking of shipment 
status, and paper invoices. The high cost of both 
expedition and mismatch resolution between 
the receipt and the invoice is the third key pain 
point. 

Supply-Chain Design

SC design is a long-term planning process to op-
timize the supply-chain network or configuration 
and material flow. The primary objective of this 
process is to determine the most cost-effective SC 
configuration, which includes facilities; supplies; 
customers; products; and methods of control-
ling inventory, purchasing, and distribution on 
one hand; and the flow of goods throughout the 
SC on the other hand. Sabri and Beamon (2000) 
mentioned that strategic supply-chain design 
concerns are the location of facilities (plants and 
distribution centers), the allocation of capacity 
and technology requirements to facilities, the 
assignment of products to facilities, and the 
distribution of products between facilities and 
to customer regions. 

The major pain points or challenges of this 
process are the inability of the inflexible sup-
ply-chain configuration to react efficiently to 
the variability in demand and supply, or to the 
introduction of new products into the market. 
The shift from mass production to customized 
products forces companies to rethink about their 
physical SC configurations, and nonrepeatable 
and manual processes.

 
Sales and Operations Planning

The APICS (American Production and Inventory 
Control Society) dictionary defines sales and 
operations planning as “a process that provides 
Management the ability to strategically direct its 
businesses to achieve competitive advantage on a 

continuous basis by integrating customer-focused 
marketing plans for new and existing products with 
the management of the supply chain.” The main 
objective of this process is to balance demand 
and supply, which is not an easy exercise due to 
the dynamic nature and continuous fluctuation 
of demand and supply. Historically, supply and 
demand balancing has been done reactively by 
sales, marketing, and operations teams allocat-
ing constrained products to customer orders, 
expediting product shipments, or reconfiguring 
products to create the required models. This busi-
ness process consists of several subprocesses like 
demand forecasting, inventory planning, master 
planning, and revenue planning. 

Some of the major pain points of this process 
are the inability to generate a unified demand plan 
and to reach consensus across multiple depart-
ments, demand and supply volatility, the lack of 
historical data related to supply and transportation 
lead-time variability, and the lack of visibility 
downstream and upstream the supply chain after 
unexpected events happen.

Order Fulfillment

Order fulfillment is a process of providing accu-
rate, optimal, and reliable delivery dates for sales 
orders by matching supply (on-hand, in-transit, or 
planned inventory) with demand while respect-
ing delivery transportation constraints and sales 
channels or distribution centers’ allocations. It is 
the process of promising what the company can 
deliver, and delivering on every promise. It is 
tightly integrated with the selling-management 
process under CRM. 

The major pain points for order fulfillment are 
the inability to provide visibility across the supply 
chain to ensure on-time delivery to the customer, 
and the inability to provide flexibility in meeting 
customer’s expectations. The Internet market 
forces companies to deal with small shipment 
sizes more frequently, and changes the destination 
of deliveries to residential areas.
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Marketing Management

Marketing management is the process of creating 
effective marketing programs to increase rev-
enue, and to increase demand for the products in 
profitable market segments. It is also the process 
of generating new customers in a profit-effective 
manner and providing the best mix of products 
and services. The marketing process is an input 
to the demand forecasting subprocess to com-
municate the projected demand upstream for 
planning and forecasting purposes. The traditional 
marketing process is company centric, where 
phone or face-to-face meetings are the primary 
marketing media.

In the past, manufacturing controlled the mar-
ket by determining the price, quality, specifica-
tions, and delivery parameters of their products. 
Company-centric organizations were organized 
as isolated departments, each dedicated to spe-
cific fulfillment functions along the supply chain 
(Curran & Ladd, 2000).

The other main pain points for this process are 
the inability to identify appropriate market seg-
ments for incentives and promotions, the inability 
to create effective marketing programs to achieve 
revenue and profitability objectives while consid-
ering supply-chain constraints, and lost revenue 
due to ineffective new-product launches.

Selling Management

It is the process of helping and guiding the cus-
tomer to decide on what to buy, and providing 
accurate and reliable information on the price, 
delivery, and configuration options. Selling 
management is the trigger point for sales order 
processing, which is a subprocess under order 
fulfillment. 

The main pain points in the current practice 
are the inability to match offerings to customer 
needs profitably through intelligent pricing, the 
configuration and availability checking, and the 
inability to provide the sales agents with guided 

selling, pricing, and order-promising information 
to ensure accurate order generation and provide the 
best product-service bundle to the customer.

Sabri (2005) summarized the challenges that 
the retail industry faces in the area of selling 
management.

1. Managing the complicated pricing proc-
ess

2. Managing the growing product catalog with 
the challenge of limited space

3. The need for speed in the complex supply 
network of short-life products

4. Managing promotions and discounts effec-
tively, and the need for markdown optimiza-
tion

5. Managing product assortments, phasing out 
products, and seasonality 

Customer-Service Management

Customer-service management usually starts 
through the signing up of a service agreement 
with the customer, which includes several con-
tract items like discounts on replacement parts, 
guaranteed response time, technicians’ hourly 
rates, and support time (Curran & Keller, 2000). 
This process consists of service planning and 
scheduling, service contract management, ser-
vice order processing, replacement-part delivery, 
damaged-part recycling or returns, call centers, 
and billing. The call center or help desk is the 
traditional channel for receiving the service or-
der notification, which represents a request for a 
customer-service activity that can be used to plan 
specific tasks related to the usage of spare parts 
and resources, allocate resources to the service 
task, monitor the performance of the conducted 
service tasks, and settle service costs. 

Some of the CSM-process pain points are the 
complexity of today’s products, which makes 
managing this process more difficult; customer 
dissatisfaction due to service-part shortage; 
inaccurate forecasting for service parts that are 
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considered of high-dollar value, and slow-mov-
ing items; and the fact that customer service is 
becoming a competitive advantage due to the in-
tensified competition and the need to compensate 
for revenue losses in a flat economy. 

e-business Application Levels and 
Benefits

Application Levels of E-Business

Before discussing how e-business can address the 
aforementioned pain points and provide benefits, 
let us first discuss the different application levels 
of e-business technology as shown in Figure 1. 

There are four application levels of e-business 
as shown in Figure 1. The higher one goes in the 
pyramid, the more impact these levels have on the 
success of the organization and business agility. It 
is important to mention that achieving the higher 
levels depends on mastering the lower levels. In 
Level 1 (the base of the pyramid), information 
is extracted from data. Then, knowledge is ex-
tracted from information in Level 2, and wisdom 
is obtained in Level 3; this enables companies to 
accelerate to Level 4.

Level �: SC Visibility

SC visibility refers to sharing data across different 
participants of the supply chain, and presenting 
the needed information extracted from data to 
all participants, depending on their roles, online 
and on a real-time basis. Some examples of data 
include forecast data, inventory pictures, capacity 
plans, promotion plans, shipment schedules, and 
production schedules. SC visibility addresses the 
challenge of supply and demand uncertainty by 
providing visibility to supply events like supplier 
shortages, and demand events like changes to 
customer orders. SC visibility provides several 
benefits like forward (proactive) visibility, early 
problem detection, and increased productivity 
and efficiency. 

E-business software providers like i2 Tech-
nologies support several important capabilities 
for this level, like a centralized view into critical 
supply-chain information, and multiple modes 
of notification (e-mail, e-mail digests, pagers, or 
cell phones).

Savi Technologies is an example of a company 
that makes use of RFID technologies to track 
individual products, containers, and transportation 
vehicles as they move through the supply chain. 

Figure 1. Application levels of e-business
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The information is put on the Internet so that 
real-time visibility of movements can be obtained 
(Lee & Whang, 2001).

Another example for providing visibility to 
in-transit products and for improving the or-
der-fulfillment process is of a contract trucking 
company that uses a two-way mobile satellite-
communication and position-reporting system 
to monitor the location of its trucks in order to 
improve performance under just-in-time programs 
(Ballou, 2004). 

Level �: Work-Flow Automation

Work-flow automation refers to the automation and 
streamlining of activities between supply-chain 
participants. For example, the request for a quote 
(a subprocess of procurement) and the related 
activities between buyers and suppliers can be 
automated and tightly coupled to increase produc-
tivity and reduce cycle time. Another example is 
the automation of the request for information (a 
subprocess of product design) between engineers 
in the buying organization and suppliers; here, 
productivity and quicker-time-to-market gains are 
achieved. In Level 2, shared information (from 
Level 1) is taken one step further by collaborating 
on it or resolving mismatch problems (exceptions). 
In this level, exceptions are prioritized so that the 
most important supply-chain disruptions are dealt 
with in the quickest and most optimal manner; this 
provides the SC partners the ability to respond 
to problems in real time to minimize the impact 
of disruptions on the supply chain, which means 
cost-effective, speedy, reliable, and almost-error-
free SC activities.

The automation of critical (core competency) 
business processes should be done after improv-
ing the as-is process by eliminating nonvalue 
activities, simplifying and streamlining processes, 
and removing barriers (disconnects) between pro-
cesses or functions. This means the automation 
should be done for the redesigned modified to-be 
process, and the software needs to be customized 

to follow and support the process to maintain 
the competitive advantage. On the other hand, 
automating noncore competency processes can 
be done by either using out-of-the-box work flows 
provided by software companies by which such 
processes are changed accordingly (no value in 
tailoring the software to fit the process), or by 
outsourcing the management of these processes 
to a third party.

A good example of work-flow automation is 
the application of electronic exchange portals in 
the area of procurement, such as Covisint for the 
automobile industry, e2open for the electronics 
industry, and Transora for the grocery industry.

Level �: Integrated SC Planning 

The integrated-SC-planning level allows com-
panies to respond quickly and effectively to 
unplanned supply and demand events that may 
disrupt information and material flow in the sup-
ply chain as one unit. It allows a company to plan 
based on real-time execution data, and execute 
based on an up-to-date plan. Integrated SC plan-
ning provides a process-centric view coordinating 
different business subprocesses like product intro-
duction, forecasting, replenishment, manufactur-
ing, fulfillment, and procurement with suppliers 
and customers, while enabling event management. 
For example, it supports event-triggered planning 
and replanning. This level blends information 
gathered from users using collaboration in Level 
2 and multiple transactions and planning systems 
to allow the exchange of knowledge by the SC 
partners and create synchronized plans and one 
global view of the supply chain. 

Each supply-chain member (buyer, 
supplier, carrier, third-party logistics, contract 
manufacturer, etc.) often operates independently 
and only responds to immediate requirements. If 
the Internet is integrated with the SC planning 
process, SC members can share needed 
information on a real-time basis, and react 
quickly and efficiently to changes in demand, 
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material shortages, transportation delays, and 
supplier inability to replenish. One example 
is the collaborative planning, forecasting, and 
replenishment (CPFR) initiative. 

McDonald’s Japan is a good example of the 
successful use of CPFR. McDonald’s Japan 
established a process around the Internet whereby 
stores, marketing, distribution centers, and 
suppliers would communicate and collaborate via 
the company’s Web site to agree on order sizes 
and supply-replenishment delivery schedules 
(Ballou, 2004). 

TaylorMade (a large golf supplier) leveraged 
integrated SC planning to improve the order-
fulfillment process. TaylorMade adopted Provia 
Software as the warehouse-management system 
and integrated it smoothly with i2’s planning and 
fulfillment systems to prioritize orders based on 
service level, order volume, promised delivery 
date, and transport mode (Bowman, 2002).

Level �: New Innovative Processes

Once companies master e-business application 
levels, they start to think of adopting new strate-
gies and models for conducting business, seeking 
not only incremental improvements, but drastic 
ones. They might seek to reengineer (redesign) 
their processes to leverage the most out of e-busi-
ness technologies. Sometimes, companies start to 
define new processes, seeking new business op-
portunities or trying to penetrate new markets and 
customer segments that were neither apparent nor 
possible prior to the e-business. Companies seek 
the new-generation business models to achieve 
competitive advantage and significant benefits. 
One example is what Dell Computer did when it 
adopted the build-to-order strategy and provided 
flexible configuration capability for customers 
online. The following are examples that show the 
range of possibilities for companies that pioneered 
in these areas.

Example �: Mass Customization

The Internet and e-business technologies facili-
tate mass customization and allow customers to 
configure specific order options tailored to their 
preferences. 

Mass customization is the centerpiece of a 
strategy that woke the big golf supplier Taylor-
Made and propelled it ahead of the competition 
in terms of agility and innovation. Today, Tay-
lorMade can customize virtually any aspect of 
a club. The results to date are impressive (Bow-
man, 2002).

Example �: Public Marketplaces

The Internet and e-business technologies helped 
many companies do business online using a se-
cured specialized Web site. One example is World 
Chemical Exchange, providing a global market 
for chemical and plastic manufacturers and buy-
ers. More than 2,500 members can now conduct 
around-the-clock trading of chemicals and plastics 
of all types (Lee & Whang, 2001).

Example �: Supply-Chain Redesign

A good example is what many remote discount 
computer-hardware and -supply houses did to 
compete with local retail stores. Many of them 
used the Internet technologies as a strategy to 
compress the order cycle time and improve the 
order-fulfillment process: A customer enters the 
order through the company’s Web site, the in-
ventory and payment are checked, and the order 
is filled from the warehouse and shipped using 
UPS, FedEx, or other carriers directly to the end 
customer. 

Example �: Value-Added Replenish-
ment Programs

Companies as part of lean initiatives are trying 
to focus on value-added activities to cut waste 
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in the supply chain and reduce overhead cost. 
Therefore, manufacturers are moving away from 
making products to stock and sell them later. They 
are moving away from procuring based only on 
forecast. Vendor-managed inventory (VMI) is 
a replenishment program that helps companies 
achieve their objectives. VMI delays the owner-
ship of goods until the last possible moment and 
delegates managing the stock to the supplier. 

Western Publishing is using a VMI program in 
its Golden Book lines. It develops a relationship 
with its retailers in which these retailers give 
Western point-of-sale data. Ownership of the 
inventory shifts to the retailer once the product 
is shipped (Ballou, 2004). 

Kanban replenishment is another program in 
which replenishing parts is based on part con-
sumption. It avoids the inaccuracy in forecasting 
and eliminates the need for inventory. 

Example �: Online Retailing

Amazon.com understood e-business technologies 
very well. It has based its business model around it. 
Amazon.com depends on its efficient supply chain 
to satisfy customer needs worldwide. It mastered 
the selling-management process by improving 
the Web shopping experience through provid-
ing quick and reliable promises, and suggesting 
product bundles, among many other features. This 
makes Amazon.com one of the biggest and early 
adopters of e-business technologies. 

Benefits of Adopting E-Business  
Application Levels

Tables 2, 3, and 4 illustrate how the four application 
levels of e-business can address the challenges of 
SCM, SRM, and CRM business processes that 
were mentioned in the beginning of this section. 
These tables also show the potential benefits of 
adopting e-business strategies. 

Tables 2, 3, and 4 show the operational and 
financial benefits of adopting e-business ap-
plication levels. The operational benefits can be 
grouped under inventory reductions, cycle-time 
reductions, productivity increase, supplier perfor-
mance improvement, and customer-service-level 
increase. The financial benefits are driven from 
the operational benefits and can be grouped as 
follows.

• Cost reduction due to cost savings. The 
tight integration of supply-chain processes 
reduces the cost and time needed to ex-
change transactions and allows efficient 
procurement, which helps the purchasing 
staff to focus more on strategic activities 
like building supplier relationships than 
managing day-to-day transactions.

• Revenue growth and profit increase due 
to increased customer satisfaction by de-
livering on every promise and responding 
quickly to customer needs, and the ability 
to penetrate new markets.

• Better asset utilization by replacing inven-
tory with real-time visibility

• Higher shareholder value due to growing 
profit.

The next section will provide the needed 
guidelines to implement e-business technolo-
gies successfully. Finally, a case study will be 
presented.

A FrAmework For successFuL 
ImPLementAtIon oF e-busIness 
technoLogIes

Many companies are struggling with implement-
ing e-business technologies and achieving the 
promised value or ROI. In addition, companies are 
looking for guidelines and strategies for ongoing 
operational management and support after the 
go-live, which includes rolling more customers, 
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SRM Business Processes

E-Business  
Application Levels Strategic Sourcing Product Design Procurement Benefits

SC Visibility Sharing AVL with de-
sign and procurement 
departments

Real-time visibility on 
engineering change 
requests (ECRs) 

Sharing supplier and 
shipment information, 
real-time exception 
visibility, audit-trail 
notification, alerts, 
and tracking

• Reducing part-inventory obso-
leteness

• Improving inventory turns
• Reducing safety stock
• Reducing expedition cost

Work-Flow  
Automation

A single user interface 
for design, sourcing, 
and procurement with 
flexible and configu-
rable work flows

Shared design work-
bench

Automated procure-
ment subprocesses, 
bid analysis, and 
resolution work flow

• Reducing design rework
• Reducing process cycle time
• Improving productivity

Integrated SC  
Planning

Consolidation of en-
terprise spend/demand 
across separate systems

Tightly integrated to 
PDM and AVL

Synchronized replen-
ishment, supporting 
different replenishment 
types, and matching 
execution documents 
like purchase orders, 
ASN, and invoices

• Increasing reuse of existing 
parts in the design

• Improving on-time delivery

New Innovative 
Processes

Analyzing supplier and 
SC performance (slice 
and dice by site, com-
modity, time, supplier, 
and KPI)

Design collaboration Auctions, marketplace 
exchanges • Reducing development cost

• Improving time to market
• Reducing part/raw-material cost
• Improving quality

Table 2. The impact of e-business application levels on SRM processes

SCM Business Processes

E-Business  
Application Levels Supply-Chain Design Sales and Operations 

Planning Order Fulfillment Benefits

SC Visibility Providing an ag-
gregated view on the 
SC performance and 
strategic information

Real-time visibility to 
unexpected events in 
the SC and audit-trail 
data

Real-time SC visibility 
for the order-delivery life 
cycle including contract 
manufacturers, distribu-
tion centers, and logistic 
providers

• Reducing uncertainty and 
safety stock

• Early issue detection

Work-Flow  
Automation

Consistent process 
with friendly user 
interface

Unified demand plan 
across different depart-
ments

Exception work-flow 
resolution for demand 
changes and fulfillment 
delays

• Increasing efficiency
• Fast response

Integrated SC  
Planning

Integration with strate-
gic sourcing to reduce 
supplier base

Synchronized market-
ing, sales, production, 
and procurement plans

CPFR • Speed
• Accuracy

New Innovative 
Processes

SC redesign Mass customization  Build to order • Flexibility
• Penetrating new markets
• Customer satisfaction

Table 3. The impact of e-business application levels on SCM processes
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Table 4. The impact of e-business application levels on CRM processes

E-Business  
Application Levels

Marketing  
Management Selling Management Customer-Service 

Management Benefits

SC Visibility  
(Information Sharing)

Capturing feedback 
from the customers,
providing a mix of 
products and service 
offerings customized 
to customer needs

Providing up-sell and cross-sell 
product recommendations and 
product bundles,  flexible pric-
ing models for markdown and 
rebates

Providing service 
order status and 
highlighting excep-
tions

• Publicizing product infor-
mation 

• Increasing customer satis-
faction

• Reduce Inv.

Work-Flow  
Automation

Capturing log 
records for every 
visit of a user in the 
Web servers’ log 
file, including pages 
visited, duration 
of the visit, and 
whether there was 
a purchase, demand 
collaboration with 
customers

Product configuration,
quotation processing

Service order 
logging, billing of 
services

• Better prediction of cus-
tomer demand

• Improving response time
• Improving productivity 

Integrated SC  
Planning

Considering the sup-
ply-chain constraints 
while executing 
the marketing cam-
paigns, providing 
customer profiling 
and segmentation 

Supporting different channels 
for order capturing (Web based, 
call center, EDI, phone, e-mail, 
or personnel meeting)

Warranty check, ser-
vice order process-
ing, integrating the 
call center 

• Increasing revenues and 
profit

• Creating new market/distri-
bution channels

• Accurate promising date

New Innovative 
Processes

Real-time profiling 
that tracks the user 
click stream, allows 
the analysis of cus-
tomer behavior, and 
makes instantaneous 
adjustments to the 
site’s promotional 
offers and Web 
pages

Online flexible configuration 
and real-time promise date 

Dealing with prod-
ucts and services as 
one package during 
selling

• Long-term relationship and 
trust with the customer

• Gaining competitive advan-
tage 

suppliers, and new business units when imple-
menting e-business solutions to improve SRM, 
SCM, and CRM superprocesses. 

According to a survey of 451 senior executives, 
one in every five users reported that their CRM 
initiatives not only had failed to deliver profitable 
growth, but also had damaged long-standing cus-
tomer relationships (Rigby et al., 2002).

Currently, there is uncertainty and doubt 
among organizations regarding the new Internet 
technologies, and although the appeal for best 

practice and the benefits of implementing e-busi-
ness technologies are clear, enterprises struggle 
in integrating them into supply-chain operations 
because they are encountered by many challenges 
like the inability to master change management, 
the need for new skills to support processes that 
span across suppliers and partners, the need for 
e-business strategy and continuous upper manage-
ment support, the lack of comprehensive metrics 
and continuous monitoring, and the inability to 
select the right software-providing partner.
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Figure 2 is proposed to address these chal-
lenges and provide best-practice guidelines to 
implement e-business program transformation 
successfully.

e-business strategy and goals

A clear strategy is the first step for a successful 
transformation. Executives need to understand 
the big picture, the interactions between all the 
processes, and the e-business applications to help 
them in creating an e-business strategy. 

benchmarking

Benchmarking is the process of comparing and 
evaluating a firm or a supply chain against others 
in the industry to help in identifying the gaps and 
areas of improvement. Benchmarking is used to 
validate the potential benefit and gain in perfor-
mance measures from implementing e-business 
applications. 

Process Analysis

The purpose of process analysis (also called design 
and requirements) is to use modeling (process 
mapping) methods to analyze “as-is” business 

processes, capture the existing challenges and 
pain points in the current process and the sup-
ply chain, design and validate the to-be process 
improvements against best-practice benchmarks, 
determine the extent of process and technology 
changes possible in the currently existing systems, 
and identify the additional software (application) 
capabilities that are required to support the to-be 
process that cannot be supported by the existing 
systems. This requirements list will be the base 
for selecting the new software.

Select the Right E-Business Software

As a best practice, organizations need to identify 
the best-of-breed solution that is most suitable 
for the required functionality for their business, 
taking into consideration software-technology 
maturity and sustainability. Supporting leading 
industry standards for e-business technology like 
Java, XML, Linux, and Web services is crucial 
during the selection process. 

cost and Benefit Analysis

Cost and benefit analysis is the process that de-
termines the potential benefits from implement-
ing the combination of the best-practice process 

Figure 2. Framework for implementing e-business transformation programs
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and the new application or software. It addresses 
questions like the following. What is the potential 
value of increasing the loyalty of our customers 
when new marketing-management software is 
implemented? What is the cost of implementing 
the new solution?

Adopt a value-driven Implementa-
tion methodology 

Adopting a value-driven approach to conduct 
the e-business transformation programs like Six 
Sigma is very critical. An effective transforma-
tion program typically takes 2 to 5 years, with 
several intermediate checkpoints (go-lives) to 
achieve the value needed to pay for the rest of 
the program.

Performance-management system

A performance-management system consists 
of two phases. The first phase is to establish 
a consistent metrics-tracking and -publishing 
process, and this phase should finish before the 
implementation of the transformation program. 
The second phase is to continue measuring the 
benefits and ROI, which should start during and 
after the implementation.

Since the performance-management system 
depends mainly on monitoring the metrics (KPIs), 
it is critical to spend enough time on defining these 
metrics. The performance-management system 
should manage and coordinate the development of 
these metrics. Melnyk, Stewart, and Swink (2004) 
mentioned that metrics provide the following three 
basic functions.

• Control: Metrics enable managers to 
evaluate and control the performance of the 
resources.

• Communication: Metrics communicate 
performance to internal and external stake-
holders.

• Improvement: Metrics identify gaps (be-
tween actual performance and expectation) 
that ideally point the way for intervention 
and improvement.

Sabri and Rehman (2004) provided guidelines 
for identifying and maintaining metrics based on 
best practice, recommended to capture all opera-
tional metrics because improvement in one area 
could be at the expense of another, and suggested 
to summarize benefits in six key areas: revenue 
increase, cost reduction, process lead-time re-
duction, asset reduction, customer benefits, and 
supplier benefits.

change management

Effective change management for e-business 
transformation programs should consider gaining 
and keeping executive sponsorship. Without 
executives’ buy-in and support, a transforma-
tion program would be much closer to failure 
than success. It should also involve all SC part-
ners in developing the new to-be process, and 
should establish a benefit-sharing and incentives 
mechanism. 

maintenance, support, and rollout

Although companies acknowledge the importance 
of ongoing operational management and support, 
few of them think ahead of time and allocate the 
right resources for it. Once the e-business appli-
cation links are in place, companies find them-
selves with an urgent need to manage the ongoing 
maintenance and rollout. Ongoing monitoring and 
maintenance are necessary to ensure 100% uptime 
and compliance. The lack of a defined and clear 
plan for maintenance and rollout might impact 
the whole transformation program negatively. 
The ongoing maintenance and rollout process 
should include adding new SC organizations and 
removing existing ones as necessary. It includes 
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training programs and process compliance by 
monitoring related metrics. It also includes the 
identification and description of all user groups, 
and the process of adding new users, making 
changes to user authorization levels, maintaining 
profiles, and deleting users. Finally, contingency 
plans should be reviewed periodically to make 
sure its readiness. Contingency plans represent 
predefined courses of actions to be followed in 
case of the occurrence of a drastic event like when 
the sources for inbound information go down. 

case study

This case study is based on an article published 
in October 2004 by Reuben Slone in Harvard 
Business Review (HBR), which is about the sup-
ply-chain turnaround by Whirlpool in the last 4 
years. Whirlpool makes a diverse line of products 
like washers, dryers, refrigerators, dishwashers, 
and ovens, with manufacturing facilities in 13 
countries. This case study is a real-life example 
of a company that adopted many of the best-
practice guidelines of implementing e-business 
applications that were highlighted previously in 
this section. 

Strategy

Whirlpool needed a strategy that not only ad-
dresses the current needs, but also anticipates 
the challenges of the future. Whirlpool wanted a 
strategy that can optimize supply-chain perfor-
mance at minimum cost, and include new e-busi-
ness technology, processes, roles, and talents to 
achieve competitive advantage. Its strategy was to 
focus on customer requirements first and proceed 
backward. Therefore, Whirlpool and Sears as a 
customer studied consumers’ desires with regard 
to appliance delivery. They found that consumers 
are asking for accurate promises as a first require-
ment: “Give a date, hit a date.” 

Benchmarking and Process Analysis

Whirlpool benchmarked its competitors and ob-
tained cross-industry information and competitive 
intelligence from AMR, Gartner, and Forrester 
Research. Then it mapped out what is considered 
best-practice performance along 27 different 
SC-capability dimensions. This exercise helped 
identify areas of improvement.

Cost and Benefit Analysis

The program transformation team had to build a 
compelling business case to get the buy-in from 
upper management. They had to justify their pro-
gram wholly on expense reductions and working 
capital improvements. 

Effective Transformation Plans 

Effective transformation plans include a value-
driven implementation methodology (Six Sigma), 
performance-management system, change man-
agement, and rollout plans. 

Whirlpool started with improving the S&OP 
process. Its current process was inadequate with 
Excel spreadsheet feeds. Now, Whirlpool is able 
to generate synchronized long and short plans 
that consider marketing, sales, finance, and manu-
facturing constraints or requirements. Then, it 
launched a CPFR pilot to share forecasts using a 
Web-based application and to collaborate on the 
exceptions, which enabled it to cut forecast ac-
curacy error in half within 30 days of launch. In 
January 2002, Whirlpool implemented a suite of 
software products from i2 to reduce inventories 
while sustaining high service level. By May 2002, 
a blind Internet survey showed Whirlpool to be 
“most improved,” “easiest to do business with,” 
and “most progressive” in the eyes of their trade 
partners.

It segmented its products and followed a 
different strategy for each product group. For 
high-volume SKU like dishwashers, refrigerators, 
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and washing machines, it used the build-to-stock 
replenishment technique with its customers. For 
smallest volume SKUs, they followed the pull 
replenishment technique with the more flexible 
build-to-order process. The inventory savings 
on the small-volume SKUs can balance out the 
costs of stocking up on the high-volume SKUs. 
Whirlpool also started to move away from having 
one service level across all products, recognizing 
that some products are more important or more 
profitable than others and should have higher 
service levels.

Recently, there has been a focus on system-
to-system transactions, in which the Whirlpool 
system talks directly to a customer’s system 
for purposes of transmitting purchase orders, 
exchanging sales data, and submitting invoices 
and payments. At the same time, customers can 
check availability and place orders via the In-
ternet. Whirlpool is also looking to implement 
an event-management capability that provides 
a notification whenever an action in the process 
has taken place.

A couple things were absolutely critical to keep 
the transformation program schedule on track: a 
highly disciplined transformation program office 
and an effective management system. The key was 
to think big but focus relentlessly on near-term 
deadlines. Whirlpool organized the change effort 
into 30-day chunks, with three new capabilities 
or business releases rolling out monthly, some 
on the supply side and some on the demand side. 
The main job of the program transformation of-
fice, which adopted Six Sigma methodology, was 
to ensure the completion of projects on time, on 
budget, and on benefit.

The transformation program office contracted 
Michigan State University and the American Pro-
duction and Inventory Control Society to develop 
a competency model that can outline the skills and 
roles required in a top-tier organization. Whirlpool 
also expanded the compensation system to allow 
employees to be rewarded for increasing their 
expertise even if they are not being promoted into 

supervisory roles. It also put a huge emphasis on 
developing employees’ management skills and 
used a model developed by Project Management 
Institute (PMI) as a standard for evaluating and 
enhancing the organization’s project-management 
capabilities. Finally, it assembled a supply-chain 
advisory board to provide guidance and assess the 
transformation program results and direction.

To summarize, Whirlpool followed the best 
practice in leveraging e-business technologies, 
and in return, it has much to show for its trans-
formation efforts. Today, its product-availability 
service level is more than 95%. The inventory 
of finished goods has dropped from 32.8 to 26 
days. In one year, it lowered its working capital 
by almost $100 million and supply-chain costs by 
$20 million with an ROI equal to 2.

concLusIon

E-business technologies present huge opportunities 
that are already being tapped by many companies 
and supply chains. Leveraging e-business tech-
nologies effectively is key to gaining competi-
tive advantage, streamlining processes, slashing 
waste, and eventually achieving business agility, 
which is significantly needed in the new age of 
globalization and intensive competition.

More companies will start to realize that gain-
ing competitive advantage is no longer feasible 
only by managing their own organizations. They 
need to get involved in the management of all 
upstream organizations that are responsible for 
the supply, as well as the downstream network 
that is responsible for delivery and the after-sales 
market. The challenge for companies for the rest of 
this decade is synchronization across supply-chain 
processes, from product design and procurement 
to marketing and customer-service management, 
in order to be more responsive to customer needs. 
The new trend of mergers and acquisitions will 
continue to rise, and big companies that are buy-
ing out smaller ones will grow even bigger in 
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the complexity of their supply chains. This will 
increase the need for e-business technologies to 
streamline the process of collaboration between 
the different entities.

Therefore, in the next few years, we will see 
the explosion of e-business-applications use as 
companies utilize e-business to redefine sup-
ply-chain processes that span across suppliers 
and customers, which will result in a significant 
improvement in efficiency and will help companies 
achieve competitive advantage. Companies that 
do not come on board will realize that they are 
losing ground and customers soon.

The widespread use of e-business will lead to 
new options for improving business-to-business 
and business-to-consumer collaborations like 
multitier collaborations and root-cause analysis 
for exceptions in the supply-chain performance. 
In addition, it will open new ways of integration 
between supply-chain partners like system-to-
system integration using Web services (e.g., 
integrating one firm’s inventory-control system and 
another’s logistics-scheduling environment), the 
use of wireless devices, and the tight integration of 
the Web site with the back-end systems of supply-
chain partners. Eventually, e-business technolo-
gies will replace electronic data interchange, the 
benefits of which never materialized for midsized 
companies because of its high cost. 

We also expect SMEs (small and medium-sized 
enterprises) to realize the importance of e-business 
and to follow one of the following arrangements 
in adopting e-business technologies depending on 
the business requirements and cost factors.

• Microsoft arrangement: Easy to implement 
due to wide familiarity with the product and its 
selling process through partners, cheap license, 
cheap maintenance, and tight integration with 
other Microsoft products like Excel

• Public Web-enabled arrangement: Pre-
built solution by a Web-enabled applications 
provider at a fixed monthly cost, no need for 
software to be present on the company’s inter-

nal network, no maintenance fees, and lower 
risk due to almost zero-down investment 

Intelligent performance-management systems 
that can capture negative performance trends and 
select the correct resolutions are expected to come 
into widespread use in the next few years. 

To summarize, we will witness, for the rest 
of this decade, what is called a tightly integrated 
environment in which supply-chain interactions 
involve tightly integrated databases and applica-
tions; processes are significantly redesigned and 
streamlined to eliminate redundancies and non-
value activities.
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AbstrAct

Business process management systems such as the 
workflow management system and the enterprise 
application integration system manage process 
flow on a minute-by-minute basis in various ap-
plication domains. In the conventional approach, 
the business process must be predefined before 
it is implemented. However, involving business 
users in the early stage of the design phase is 
neither efficient nor realistic in the dynamic busi-
ness world. This study proposes a framework to 
implement a dynamic business process in the P2P 
Semantic Web, which provides the flexibility to 
dynamically alter business process and to take 
semantic data into consideration. The system is 
demonstrated by a case of a manufacturer that is 
processing an order.

IntroductIon

In the past decade, the Internet technology boom 
has encouraged the development and sharing 
among people, organizations, and enterprises 
of vast ranges of information. However, most of 
that information is written in hypertext markup 
language (HTML), which mainly follows a 
predefined format to express the content, where 
well-formatted information is normally written 
for human comprehension rather than machine 
automation. This means that when the information 
volume grows, the time to locate and digest the 
information increases even more rapidly. In this 
way, users need to make a tremendous effort to 
locate information that fits their needs. There are 
many possible solutions to resolve the informa-
tion overloaded problem, such as paying money 
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to the search engine to improve visibility, which 
is called “paid placement” or “paid inclusion.” 
Sophisticated solutions such as allowing users 
to write a query paragraph rather than simply 
inputting keywords are also possible. In the years 
to come, we will see many more innovative solu-
tions to the problem. 

The Web has also evolved to become a service-
providing medium. Web services use software 
applications to provide interoperability, whereby 
they discover, describe, and access other services 
from the Internet, Intranets, and Extranets. This 
leads to the adoption of XML (extensible markup 
language) technology in which information is 
shared in text format. Note that XML provides 
independence of applications and data, which 
allows data to be shared among applications. 
However, the problem lies in determining what 
kinds of information can be shared and how it 
can be shared. As the Web is no longer a media 
for human-to-human communication because the 
information available is overwhelming, there is 
a need to seek help from machines in organizing 
and locating specific information. The evolution 
will take place in two dimensions: from syntactic 
to semantic and from static to dynamic. This will 
move the Web toward being a Semantic Web and 
Web service, and then advance the Web service 
into an intelligent Web service and the Semantic 
Web into Semantic Web services.

The Semantic Web structures Web content 
into semantic data for both humans and machines. 
The semantic data are the information and the 
meaning of the information. These are presented 
as structured collections of information and sets 
of rules. Although both the knowledge represen-
tation and rules have been studied for years in 
the area of artificial intelligence, the traditional 
approaches have rigid structures to ensure that 
new knowledge can be inferred from existing data 
and rules. In contrast, the decentralized nature 
of the Semantic Web allows individual Web sites 
to represent knowledge in their own ways. This 
provides an opportunity for Web sites to grow 
independently and diversely.

This study will use the properties provided 
in the Semantic Web to build dynamic business 
processes, where “a business process is a collec-
tion of related structure activities that produce 
a specific outcome for a particular customer” 
(http://en.wikipedia.org). The process can be 
defined by attributes such as name, description, 
date, version, component, operation, and so forth. 
It is worth noting here the difference between 
workflow and business process. A workflow is a 
complex business process that normally involves 
many tasks; it is static and has to be well defined 
before applying. This also means that the roles 
assigned to specific tasks are predefined even 
though the users that are assigned to roles can 
be dynamically identified. A workflow can be 
activated many times, and each implementation 
is called a case, which has a unique identity and a 
limited lifetime. In this case, the business process 
is a concept mingling the workflow and the case 
because it indicates which task must be carried out 
for a specific customer. As workflow schemas are 
static and predefined, they are difficult to adopt 
in the rapidly changing environment, particularly 
for collaboration among partners (Zeng et al., 
2003). Moreover, problems of consistency after 
changing the workflow, resource optimization in 
the dynamic environment, the reuse of workflow, 
the workflow engine that is used to manage the 
changing workflow, and the flexibility to adapt 
workflow to new environments are all our con-
cerns (Cichocki & Rusinkiewicz, 2004). 

In this study, the business process is devel-
oped in the peer to peer (P2P) architecture of the 
Semantic Web. The P2P architecture is used as 
a communication platform in which each party 
(node) has a similar role and a similar ability 
to handle business processes with other parties 
directly or through a community service (http://
searchnetworking. techtarget.com). Moreover, 
each node is built with Semantic Web technology 
that allows the semantics of Web content to be 
included in the handling of business processes. 
The advantages of this approach are: (1) Web 
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sites that participate in the business process are 
dynamically selected (for example, the selection 
of suppliers); (2) information and support for 
implemented tasks are dynamically collected (for 
example, order processing); (3) the implementation 
of business processes can be automated (such as in 
outsourcing); and (4) the business process can be 
dynamically modified (such as in business process 
collaboration). Figure 1 exhibits an example of 
how a business process is dynamically modified. 
The remaining sections are organized as follows: 

A brief introduction to the links between busi-
ness and the Semantic Web, an illustration of the 
architecture, a demonstration, and discussion. 

business Process and semantic 
web

A business process defines the activities, includ-
ing input, output, and method, that are necessary 
to complete a specific assignment. A business 
process is created to deal with a specific case in 
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an organization, such as applying for a mortgage, 
placing orders or proceeding with engineering 
tests. The structure of a business process can 
be very complex. It can be composed of many 
subprocesses (also called processes), such as a 
workflow. The work in a business process can 
be identified as a task, which represents the 
indivisible unit of work. The task is carried out 
by a process. When the processes are carried 
out in a business process they follow a specific 
sequence that determines which task needs to 
be performed next. A case should be completed 
within a certain time limit and should exit the 
system when the work is completed. This also 
means that attributes are needed to describe the 
state and content of the process. 

There are four different types of sequences in 
a complex business process: sequential, parallel, 
selective, and iterative routings. Sequential rout-
ing confines one task to be executed before another 
task, whereas parallel routing allows two tasks to 
be performed without feedback from each other. 
Selective routing provides a choice between or 
among tasks, and iteration allows the same task 
to be performed more than once. 

During implementation, the process must be 
enacted to perform a task. Tasks are assigned to 
designated roles following principles such as the 
separation of duties, least privilege assignment 
and data abstraction (Sandhu, Coyne, Feinstein, 
& Youman, 1996). These principles ensure the 
successful implementation of the business process. 
For example, the separation of duties assigns two 
sensitive tasks to two exclusive roles so that con-
spired perpetration can be avoided. This principle 
is easily adopted within an organization (by using 
an Intranet) and can be accepted in supply chain 
collaboration (by using an extranet), but it is 
difficult to use on the Internet, in which the new 
assignments can go to any participant. In a client-
server type of community, the duty to maintain 
the principle is normally assigned to a community 
server, which becomes a bottleneck because it 
needs to trace every business process. This study 

uses P2P architecture to develop the business 
process. As stated earlier, P2P architecture offers 
the advantage of sharing workloads (King, Ng, & 
Sia, 2004). Hence, the duty to maintain the prin-
ciple should fall on any node in the community 
that uses the business process. Similarly, the least 
privilege policy, also called the “need to know” 
policy (Castano, Fugini, Martella, & Samarati, 
1995), provides only minimum information for 
completing the task. Information sharing between 
nodes is also based on this principle, whereby only 
the minimum information is carried via agents 
that roam between nodes. However, as informa-
tion is limited, when one node receives separate 
information from two sources that belong to the 
same business process that information cannot 
be composed back to the original message, which 
means that sensitive data can be leaked. 

A business process management system man-
ages the process flow on a minute to minute basis 
in various application domains such as office 
automation, finance, healthcare, telecommuni-
cation, manufacturing and production (Bertino, 
Jajodia, & Smarati, 1999). As has been discussed, 
in conventional business process systems, such 
as the workflow management system (WFMS), 
the process is static and predefined. However, 
it is unrealistic to apply a static and predefined 
process in a dynamic business world. Much 
research has tried to resolve dynamic business 
process problems. Examples of these problems 
include (1) evolving the process when the system 
parameters, the relationships among parameters, 
or communication among different partners in the 
supply chain changes (Rouibah & Caskey, 2003); 
(2) differentiating a shared public workflow from a 
private workflow to alleviate the effect of a change 
in a public workflow on a private domain (van der 
Aalst, 2003); (3) using different agents to manage 
the variation of workflows, in which the interagent 
workflow concerns control flow, data flow, and 
material flow between agents, and the intra-agent 
workflow provides flexibility in performing the 
activities on the work-list (Zhuge, 2003); (4) 
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applying knowledge-based techniques to make 
workflow systems more adaptive and to provide 
more flexible process management (Chung et al., 
2003); and (5) not forming the business process 
until runtime to tolerate the dynamics (Zeng et 
al., 2003; Su, Meng, Krithivasan, Degwekar, & 
Helal, 2003) 

The Semantic Web brings structure to the 
meaningful content of Web pages, whereby 
software agents roam from one page to an-
other to carry out sophisticated tasks for users 
(Berners-Lee, Hendler, & Lassila, 2001) . The 
implementation of the Semantic Web should be 
decentralized, with structured information and 
tasks carried out by the software agents, and with 
sets of inference rules helping the software agents 
to retrieve information. Most current studies on 
the Semantic Web focus mainly on the services 
carried out by software agents, such as ontology 
design, the visual environment for browsing, 
RDF (resource description framework) model 
and syntax specification, and Web services with 
ontologies, as opposed to individual servers 
(http://www.w3.org/). Less attention has been 
paid to the coordinated efforts of the servers to 
form a group ideology. 

A Semantic Web is similar to a deductive 
database and a knowledge-based system, where 
new knowledge is deduced by applying rules to 
existing facts (Du, 2002). The differences between 
these systems are that the knowledge-based system 
does not use secondary storage to house data as do 
deductive databases and the Semantic Web, and 
both the knowledge-based system and deductive 
database apply rigid structures to the knowledge 
representation and deduction rules to ensure that 
new knowledge can be obtained from inference. 
In contrast, the Semantic Web allows Web sites to 
represent the knowledge and the relationships of 
the knowledge in their own ways. The informa-
tion on Web sites can then be shared for use in 
different domains. For example, a query can be 
interpreted by the semantics interpreter through 
the query statement in such a way that the query 

results are more relevant (Jain, Aparicio, & Singh, 
1999; Karvounarakis et al., 2003). 

In the Semantic Web, the software agent is 
used to roam from page to page to carry out 
tasks that are assigned by users. However, it 
can do more than being a messenger because 
a mobile agent is an autonomous object that is 
created for dynamic and distributed applica-
tions that execute designated tasks. Referring 
to Wooldridge (Wooldridge & Jennings, 1995), 
agents can be identified as either strong or weak. 
Strong agents are capable of mentalist notions, 
rationality, veracity, adaptability, and learning. 
These capabilities come mainly from the tech-
nology of artificial intelligence. Weak agents, 
in contrast, can complete tasks autonomously, 
interact with external objects, and are reactive or 
proactive toward environmental change based on 
a pre-planned scheme. Software agents have been 
implemented in many distributed environments 
to share system loading and increase flexibility. 
Several applications have been successfully devel-
oped using mobile agents: for example, the supply 
chain SMART project (http://smart.npo.org), the 
virtual enterprise (Jain et al., 1999), information 
retrieval (Cabri, Leonardi, & Zambonelli, 2000), 
the Internet-based auction house (Sandholm & 
Huai, 2000), secured transactions (Castano et al., 
1995), and distributed network management (Du, 
Li, & Chang, 2003). Some studies have further 
integrated mobile agents with CORBA, such as 
MESIS resource management (Bellavista, Cor-
radi, & Stefanelli, 2000) and broadband intelligent 
networks (Chatzipapadopoulos, Perdikeas, & 
Venieris, 2000). In general, the software agent 
system can be applied to the areas of electronic 
commerce, personal assistance, secure brokering, 
distributed information retrieval, telecommunica-
tion network services, workflow applications and 
groupware, monitoring and notification, informa-
tion dissemination, and parallel processing (Lange 
& Oshima, 1998).
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the Architecture of semantic  
business Process

To implement a P2P framework, a node must first 
download a P2P networking program, such as 
IBM’s advanced peer-to-peer networking (APPN), 
and a semantic business process program, such as 
semantics flow builder (SFB) and mobile agents. 
The SFB supports four functions—implementa-
tion manager, process planner, resource man-
ager, and process monitor—and three mobile 
agents—a configure agent, a runtime agent, and 
a supervise agent—as shown in Figure 2. The 

three agents and four SFB functions interact as 
shown in Table 1. 

sFb Functions

Four SFB functions are responsible for different 
duties. The Process Planner is used to design 
business processes and assign the processes to 
roles (Web sites). The Planner sends the configure 
agent to search for another network member that 
can implement the next task through community 
directory services (similar to UDDI). Once the 
agent finds another qualified network member, it 

Figure 2. The architecture of the semantics business process
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Four SFB functions are responsible for different duties. The Process Planner is used to
design business processes and assign the processes to roles (Web sites). The Planner
sends the configure agent to search for another network member that can implement the
next task through community directory services (similar to UDDI). Once the agent finds
another qualified network member, it connects to that member and then carries the job
assignment to the Web site (on a need-to-know basis). If none of members (Web sites)
qualifies, then the Planner aborts the process. If more than one candidate Web site is
found, then the configure agent activates the Resource Manager to determine which web
site should be chosen (the separation of duty is sustained at this moment).
When a new task arrives at the next member, the Process Planner of the new Web site
activates a runtime agent, which is dispatched to collect data, report to the initiated Web
site whenever needed, and execute the task and work locally with the Implementation
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connects to that member and then carries the job 
assignment to the Web site (on a need-to-know 
basis). If none of members (Web sites) qualifies, 
then the Planner aborts the process. If more than 
one candidate Web site is found, then the con-
figure agent activates the Resource Manager to 
determine which web site should be chosen (the 
separation of duty is sustained at this moment). 

When a new task arrives at the next member, 
the Process Planner of the new Web site activates 
a runtime agent, which is dispatched to collect 
data, report to the initiated Web site whenever 
needed, and execute the task and work locally 
with the Implementation Manager (which will be 
explained later). When the task is completed, the 
member either returns the work to the initiated 
web site or searches for a new member to continue 
the work, depending on the business process. In 
the latter case, a new configure agent is sent to 
the community directory service to search for 
another member that can be the candidate for the 
next task. This procedure repeats until it reaches 
to the end of the process blueprint designed by 
the initiated Web site. Meanwhile, a member may 
need to interact with previous members or the 
initiated Web site if it needs more information 
to execute its work. When a Web site encounters 
the completion of the process, it should report to 
the web site that activated it (stacking). 

It should be noted that this design allows a 
member to dynamically modify the business 
process according to local needs. This is based on 
the understanding that the local member should 
have a better knowledge of how to implement a 
particular task than any other member. However, 
when authority is given to a Web site, the business 
process can grow unpredictably. Therefore, it is 
the duty of the local Process Planner to check the 
soundness if the Web site extends the business 
process (this will be discussed later.) Fortunately, 
based on the hierarchical conceptualization of 
workflow theory, a complex workflow can be 
divided into many sub-flows, and if the sub-flows 
are sound the parent flow is also sound (Aslst 

& Hee, 2002). Formally, business processes are 
modified as: Business process BP(W, T, F) where 
W is the finite set of Web sites, w; T is a finite set 
of tasks, t, (W ∩ T = ∅); and F ⊆ (W × T) ∪ (T 
× W) is a set of flow relations.

If inf(M) is a strictly increasing function of the 
distance between current belief τ’ and original 

belief τ; inf(M)=| τ’-τ |= ' 2

1
( )

m

i i
i=

τ − τ∑  is the change 

of belief due to semantic information; and ti ∉ t 
where ti is the new task to implement τ’

then BP ⊂ BP’ where F’ ⊆ (W’ × T’) È (T’ × 
W’) and w ⊆ w’

 dispatch Configure Agent
 activate Resource Manager
 call Reachability Graph checking
endif

The Resource Manager is responsible for 
assigning activities to resources. This manager 
should interact with the Implementation Manager 
to execute the task and the Process Monitor to 
ensure that constraints are upheld. Moreover, 
the Resource Manager has guidelines (such as 
separation of duty) to determine the allocation of 
sources when more than one Web site is found. 
This is where the Semantic Web can play a sig-
nificant role. In general, the guidelines can be as 
simple as providing rules of thumb, such as the 
cheaper the better or the faster the better, or more 
advanced rules, such as providing resource cluster-
ing, preconditioning, exclusion, or case attributes. 
The selection should refer to the semantic data. 
Note that the semantics refers to the meanings 
and the logic of the requisition. It is important for 
the Resource Manager to make the right selection 
based on sufficient information. 

The Process Monitor oversees the activities of 
the business process and uses the Supervise Agent 
to communicate with participating members. 
The main duties include alerting the Web site if 
the task is delayed and aborting the process if no 
member can be assigned to the next task.
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The duty of the Implementation Manager is 
relatively straightforward: it completes the task as-
signment. The task can be executed immediately, 
at a preset time, or after a series of events. When 
the assignment is completed, the Implementation 
Manager informs the Process Planner to dispatch 
a Configure Agent to locate Web site for the next 
task assignment. However, the Implementation 
Manager notices the encountered circumstance 
and needs to consider more factors: in other words, 
if the information inf(M) is a strictly increasing 
function of the distance between current belief 
τ’ and original belief τ, then the Implementation 
Manager activates the Process Manager again, 
and the business process can be modified ac-
cordingly.

mobile Agent Function

Mobile agents travel around Web sites as mes-
sengers or information locators. In the design, 
a Configure	Agent locates a candidate Web site 
for the next process and providing instructions to 
the new selected member. That is, the Configure 
Agent takes the blueprint of a business process, 
the participant list, the data for implementing the 
task, and the duty and instructions of task assign-
ment to the next Web site. When it arrives at a 
new Web site, the local Implementation Manager 
is enacted immediately, at a preset time or when 
certain events occur. 

The second agent is a Runtime Agent, which is 
responsible for supporting the execution of a busi-
ness process. It is the duty of the Runtime Agent 
to obtain augmented information to support the 
execution of the Implementation Manager. In a P2P 
Semantic Business Process, every participating 
member relies on the monitoring function. 

As the participating members are dynamically 
selected and the process flow is modifiable, a 
Supervise Agent is used to monitor the activities 
of the members based on the most current status 
reported to and stored in the Process Monitor of 
the initiated Web site. That is, the Supervise Agent 

is sent by the initiated Web site to the member 
Web sites periodically (predefined by timers) or 
actively (triggered by events) to ensure that the 
business process operates smoothly. 

the Advantages of a semantic  
business Process

The semantic business process takes advantage 
of the Semantic Web to implement business pro-
cesses. The first advantage of this approach is a 
flexible data structure. The conventional Web page 
presents content and links to a database when a 
large volume of information is associated with it. 
As the databases are all using the relational data 
model, the data structure is rigid and it is difficult 
to provide personalized service. However, this 
is not the case in Semantic Web, where data is 
stored in the format of XML/RDF and is suitable 
for dynamic environments. 

The second advantage is that the Semantic Web 
can act as a medium to support decision-making 
rather than simply to provide information, as 
does the conventional HTML Web page. This is 
because the content that is embedded in the RDF 
provides additional information in its tag that can 
be directly employed in user applications.

The third advantage is that the conventional 
Web allows users to specify keywords for search-
ing relevant content. However, in the Semantic 
Web, the system knows more about both informa-
tion providers and requesters, and then matches the 
information that is most useful for the requesters. 
For example, when a user searches for “industrial 
engineering” on the Web, university departments 
such as “system engineering” may not appear in 
the results, even though the courses offered are 
actually close to what the user is looking for. 
In the Semantic Web, the search can be further 
conducted against the course descriptions and 
program tags, and “system engineering” results 
can also be included. 
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ImPLementAtIon And  
demonstrAtIon

This section demonstrates how the business pro-
cess can be built and expanded in the Semantics 
Web. The example shown in Figure 3 represents 
a PC manufacturer receiving orders from buy-
ers. The manufacturer first checks its inventory 
for finished products, work in process, and the 
capacity of its own factories. If it cannot fill the 
orders from its own capacity, then the manufacture 
outsources all or a part of them to collaborative 
partners. Depending on the semantic data, such 
as quality and collaboration history, the system 
recommends different supplier lists to the manu-
facturer. 

web ontology and semantics

The ontology defines the meaning and the relation-
ship of a particular subject area. To implement the 

Semantic Web, the ontology of the subject area 
must be predefined.

The resource description framework (RDF) 
can be used to represent machine-processable 
information in the World Wide Web using a triple 
format: subject, predicate, and object (http://www.
w3.org/TR/2004/REC-rdf-concepts-20040210/). 
RDF uses XML to allow users to define their own 
document formats to represent statements.

In this demonstration, RDF mainly defines 
database content that stores information about 
products, suppliers and the community. The 
content in these files can be embedded into Web 
pages to create “semantic” Web files. Here, we 
separate the content into four RDF files for dem-
onstration. All the RDF files have been validated 
by the W3C RDF validation service at http://www.
w3.org/RDF/Validator/. The structure graph of 
the major data fraction representation is shown 
in Figure 4.

Figure	3.	An	illustration	of	the	order	fulfillment	of	one	manufacturer

Building Dynamic Business Process in P�P Semantic Web   ���

Copyright © 2007, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.

The second advantage is that the Semantic Web can act as a medium to support decision-
making rather than simply to provide information, as does the conventional HTML Web
page. This is because the content that is embedded in the RDF provides additional
information in its tag that can be directly employed in user applications.
The third advantage is that the conventional Web allows users to specify keywords for
searching relevant content. However, in the Semantic Web, the system knows more
about both information providers and requesters, and then matches the information that
is most useful for the requesters. For example, when a user searches for “industrial
engineering” on the Web, university departments such as “system engineering” may not
appear in the results, even though the courses offered are actually close to what the user
is looking for. In the Semantic Web, the search can be further conducted against the
course descriptions and program tags, and “system engineering” results can also be
included.
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Figure	4.	Graphical	presentation	of	four	RDF	files.
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Figure 4. Graphical presentation of four RDF files
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1. Storage.rdf stores data about the finished 
products and work-in-process products that 
are either current inventory items or avail-
able-to-promise items. 

2. DeptN.rdf stores data about manufacturing 
departments and production capacities in 
recent weeks. 

3. SupplierN.rdf stores data about collaborative 
partners, such as locations, prices, specifica-
tions, and stocks of different products.

4. Resource-manager.rdf acts as a coordinator 
to determine the selection of collaborative 
partners. The file also contains information 
that is related to the collaboration history 
and ratings of the suppliers. 

system development

This system was developed with the following 
tools: (1) Macromedia Dreamweaver MX for 
building common HTML files and dynamic 
JavaServer Pages (JSP) Web pages; (2) Jbuilder 
X for building Java files and classes (JSDK 1.4.3 
included); (3) Jena 2.1 for building Semantic Web 

applications, including creating, modifying and 
querying RDF files, and providing a programmatic 
environment for RDF, RDFS, and OWL, includ-
ing a rule-based inference engine; (4) RDQL for 
querying RDF content; and (5) Tomcat 5.1 for 
building JSP files to execute on a server.

Four classes with many methods have been 
built, and the use case is shown in Figures 5 
and 6.

1.  Class Storage is designed to store Infor-
mation about the product inventory. Two 
methods are used:
• getStock(String product): to get the 

number of finished goods of the specified 
product in stock; and

• getWip(String product): to get the number 
of works in process in stock of the speci-
fied product.

2.  Class Department is designed to store in-
formation about manufacturing plants. Two 
methods are used:
• getCapacity(String week): to get the 

capacity of the specified week; and

Figure 5. Graphical ontology of the order placing process.
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• getCapacity(int n): to get the total capacity 
of n weeks from now.

3.  Class Resource Manager is designed to 
store Information about the collaborative 
partners. One method is used:
• getHighScore(String product): to find the 

supplier with the highest score under the 
current conditions.

4.  Class Supplier is designed to store informa-
tion about selected suppliers. Four methods 
are used:
• getPrice(String product): to get the price 

offered by the supplier of the specified 
product;

• getStock(String product): to get the stock 
of the specified product that the supplier 
owns;

• getRank(): to get the ranking of the sup-
plier, which is stored on the community 
page (and thus suppliers are not allowed 
to modify their own scores); and

• calScore(String product): to calculate 
the score for suppliers under different 
conditions.

Illustration

This section uses the example in Figure 3 for 
illustration. The scenario is that a manufacturer 
checks the inventory and work-in-process products 
to ascertain whether the available-to-promise 
amount is sufficient when a new order is placed. 
The manufacturer has three plants, each has a 
different capacity and inventory. If the internal 
capacity cannot satisfy the order, the purchasing 
department of the company will outsource a part or 
all of the order to collaborative partners. Assuming 
that the current inventory of available-to-promise 
finished product is 100 and of work-in-process 
product is 100, then the manufacturing lead time 
is one week. In Figure 3, node A represents the 
Implementation Manager of the manufacturer, 
node B represents the Resource Manager of the 
manufacturer, and node C represents the Imple-
mentation Manager of suppliers. 

Scenario 1: The order amount is 50 and the deliv-
ery date is two weeks from now. After receiving an 
order,	the	company	first	checks	whether	or	not	the	
inventory	of	finished	goods	in	stock	is	sufficient.	If	
the	finished	goods	in	stock	are	enough	to	cover	the	
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order,	then	it	will	be	confirmed.	In	this	scenario,	
the	finished	product	is	sufficient	to	promise	the	
order,	and	the	order	is	thus	confirmed.

Scenario 2: The order amount is 150 and the de-
livery	date	is	two	weeks	from	now.	As	the	finished	
product	is	insufficient,	the	system	will	check	the	
work-in-process product. In this scenario, adding 
the	amount	of	the	finished	product	and	work-in-
process	product	is	sufficient	to	promise	the	order.	
The	order	is	confirmed.

Scenario 3: The order amount is 900 and the 
delivery date is two weeks from now. As the avail-
able-to-promise amount is not enough, the system 
will check whether the 3 production plants (plants 
1-3) are able to produce the outstanding amount 
within the required delivery time. If they can, then 
jobs will be assigned to the plants according to 
their remaining capacities in the required time. 
That	is,	the	order	will	first	go	to	the	plant	with	the	
largest remaining capacity. For example, as shown 
in Table 2, in the two week period, plant 1 can 
produce 300, plant 2 can produce 300, and plant 
3	can	produce	500.	As	the	capacity	is	sufficient	to	
meet	the	order,	the	order	is	confirmed.	The	short-
age of this order is 700 (order—inventory—work 
in process), and the order will be spilt into 500 
units for plant 3 and 200 units for plant 1.

Scenario 4: The order amount is 1400 and the 
delivery date is two weeks from now. The demand 
is larger than the remaining capacities and the 

inventory of the three plants, so the purchasing 
department searches for suppliers to outsource 
the	order.	The	system	sends	Configure	Agents	to	
the	community	directory	to	find	a	list	of	suppliers	
that	have	sufficient	stock	to	cover	the	outstanding	
amount	(order	amount—finished	goods—work	in	
process—maximum amount that the departments 
can produce). As more than one supplier can 
supply the products, the system will recommend 
a list of best matching suppliers based on the 
“semantic” information written in RDF/XML 
files.	For	example,	there	are	many	factors,	such	
as price, reputation, collaborative history, and 
current stock, to consider when choosing a sup-
plier. After determining the supplier, the Process 
Planner of the purchasing department will alter 
the current business process to include other 
business processes, such as quality control and 
delivery service, from the supplier. Again, it is the 
duty of the purchasing department to check the 
soundness of the business process. The order is 
then	confirmed.	

Table 3 shows the data that is used in this 
demonstration. When more than one supplier is 
qualified, it is the task of Resource Manager to 
prioritize the suppliers. The algorithm is as fol-
lows: if the outstanding amount is less than 10% 
of the total order, then price will be considered as 
the most critical factor and given a weight of 50%, 
with stock given a weight of 30% and reputation 
given a weight of 20% for selecting the supplier. 
If the outstanding amount is more than 10% but 

Table 2. The capacity and work-in-process of three plants

Plant Capacity Week 1 Week 2 Week 3 Week 4 Week 5

1 1000 900 800 700 500 600

2 800 600 700 600 500 400

3 800 500 600 600 400 500
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less than 20% of the total order, then stock is 
considered to be the most critical factor (50%), 
followed by price (30%) and reputation (20%). 
If the outstanding amount is more than 20% of 
the total order, then reputation becomes the most 
critical factor (50%), followed by stock (30%) 
and price (20%). The rational is that when the 
outsource amount is very large, the manufacturer 
pays special attention to elements of reputation 
such as technology level, quality, and experience. 
The calculation is conducted by assuming that 
three suppliers all meet the requirements. 

The price, stock and reputation of the three 
suppliers are represented as p1, p2, and p3, s1, s2, 
and s3, and g1, g2, and g3. The higher score is 
given to the higher preference, such as low price, 
high stock, and good reputation. The total score 
is then multiplied by the weights. In this scenario, 
as the 1300 units can be produced by the three 
plants in two weeks, 100 units will be outsourced. 
Therefore, price is considered to be the most criti-
cal factor as the outstanding amount is 7% of the 
total order. The system thus places supplier 001 
at the top of the recommendation list. However, 
the list is only given to the Resource Manager of 
the manufacturer as a reference. The Resource 
Manager should refer to other criteria such as the 
collaboration history of the suppliers.

Scenario 5: The order amount is 1500 and the 
delivery date is two weeks from now. As the out-
sourced amount is 200 units (13% of the total 
order), current stock is considered to be the most 

critical factor. The system thus recommends sup-
plier	002	first.	

Scenario 6: The order amount is 1700 and the 
delivery date is two weeks from now. As the out-
sourced amount is 400 units (23% of the total 
order), reputation is considered to be the most 
critical factor. The system thus recommends sup-
plier	001	first.

concLusIons And Future 
study

This study has argued that current business pro-
cess systems, such as the workflow management 
system, need to define the whole process before 
implementing it. This, however, is not suitable 
for the dynamic business world because col-
laboration is dynamic. This study has presented 
a system that uses the Semantic Web to build 
dynamic business processes. The system is built 
on top of a P2P architecture that allows each Web 
site (member) to operate independently and col-
laboratively through the community directory. 
In this design, each member has the functions 
of Process Planner, Resource Manager, Process 
Monitor, and Implementation Manager. Three 
mobile agents are used for the communication: a 
Configure Agent, a Runtime Agent, and a Super-
vise Agent. The system is illustrated with the case 
of the order handling process of a manufacturer. 
The illustration demonstrates that the business 

Supplier Price Stock Reputation

1 Product001 10 100 5

Product002 20 150

1 Product001 15 200 4

Product002 25 200

3 Product001 20 150 4

Product002 20 200

Table 3. The price, stock, and reputation of three suppliers
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process can be extended when necessary, and 
that the operation of the business processes can 
take semantics data, defined in RDF and XML, 
into consideration.

This study does not consider areas of security 
such as access control. Future studies could ad-
dress the issues of sharing information when the 
business process is extended indefinitely. More-
over, the directory service is relatively simple in 
this study. A related future study on Web service 
could be used to improve this issue. Another 
plausible issue is how to select suppliers when 
thousands of Web sites are qualified or when 
business processes are interrelated.
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AbstrAct

Agents are rapidly emerging as a new paradigm 
for developing software applications. They are 
being used in an increasing variety of applica-
tions, ranging from relatively small systems 
such as assistants to large, open, mission-criti-
cal systems like electronic marketplaces. One 
of the most promising areas of applications for 
agent technology is e-business. In this chapter, 
we describe a group of architectural patterns for 
agent-based e-business systems. These patterns 
relate to front-end e-business activities that involve 
interaction with the user, and delegation of user 
tasks to agents. Patterns capture well-proven, 
common solutions, and guide developers through 
the process of designing systems. This chapter 
should be of interest to designers of e-business 
systems using agent technology. The description 
of the patterns is followed by the case study of 
an online auction system to which the patterns 
have been applied.

IntroductIon

Agents are rapidly emerging as a new paradigm 
for developing software applications. They are be-
ing used in an increasing variety of applications, 
ranging from relatively small systems such as 
assistants to large, open, mission-critical systems 
like electronic marketplaces. One of the most 
promising areas of applications for agent tech-
nology is e-business (Papazoglou, 2001). In this 
chapter, we describe a group of architectural pat-
terns for agent-based e-business systems. These 
patterns relate to front-end e-business activities 
that involve interaction with the user, and delega-
tion of user tasks to agents. 

The chapter is structured as follows. First, 
we provide a background on patterns and their 
application to the design of agent systems. Then, 
we discuss the forces or design constraints that 
need to be considered during the design of agents 
for e-business systems. This is followed by a de-
scription of the agent patterns for e-business. A 
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number of examples illustrate the application of 
these patterns. Finally, we discuss current trends 
and opportunities for future research and offer 
concluding remarks.

bAckground

Patterns are reusable solutions to recurring design 
problems and provide a vocabulary for com-
municating these solutions to others. The docu-
mentation of a pattern goes beyond documenting 
a problem and its solution. It also describes the 
forces or design constraints that give rise to the 
proposed solution (Alexander, 1979). These are 
the undocumented and generally misunderstood 
features of a design. Forces can be thought of as 
pushing or pulling the problem towards different 
solutions. A good pattern balances these forces. A 
set of patterns, where one pattern leads to other 
patterns that refine or are used by it, is known as 
a pattern language. A pattern language can be 
likened to a process: it guides  designers who wants 
to use those patterns through their application in 
an organic manner. As each pattern of the pattern 
language is applied, some of the forces affecting 
the design will be resolved, while new unresolved 
forces will arise as a consequence. The process of 
using a pattern language in a design is complete 
when all forces have been resolved.

There is by now a growing literature on using 
patterns to capture common design practices for 
agent systems. Aridor and Lange (1998) describe 
domain-independent patterns for the design of 
mobile agent systems. They classify mobile agent 
patterns into traveling, task, and interaction pat-
terns. Kendall, Murali Krishna, Pathak, et al. 
(1998) use patterns to capture common build-
ing blocks for the architecture of agents. They 
integrate these patterns into the layered agent 
pattern, which serves as a starting point for a 
pattern language for agent systems based on the 
strong notion of agency. Schelfthout, Coninx, 
et al. (2002), on the other hand, document agent 

implementation patterns suitable for developing 
weak agents.

Deugo, Weiss, and Kendall (2001) identify 
a set of patterns for agent coordination, which 
are, again, domain-independent. They classify 
agent patterns into architectural, communication, 
traveling, and coordination patterns. They also 
describe an initial set of global forces that push 
and pull solutions for coordination. Kolp, Gior-
gini, and Mylopoulos (2001) document domain-
independent organizational styles for multi-agent 
systems using the Tropos methodology. Weiss 
(2004) motivates the use of agents through a set 
of patterns that document the forces involved in 
agent-based design and key agent concepts.

On the other hand, Kendall (1999) reports on 
work on a domain-specific pattern catalog devel-
oped at BT Exact. Several of these patterns are 
documented using role models in a description 
of the ZEUS agent building kit (Collis & Ndumu, 
1999). Shu and Norrie (1999) and the author in a 
precursor to this chapter have also documented 
domain-specific patterns, respectively, for agent-
based manufacturing and electronic commerce. 
However, unlike most other authors, they present 
the patterns in the form of a pattern language. 
This means that the relationships between the 
patterns are made explicit in such a way that 
they guide a developer through the process of 
designing a system.

Lind (2002) and Mouratidis, Weiss, and 
Giorgini (2006) suggest that we can benefit from 
integrating patterns with a development process, 
while Tahara, Oshuga, and Hiniden (1999) and 
Weiss (2003) propose pattern-driven development 
processes. Lind (2002) suggests a view-based 
categorization scheme for patterns based on the 
MASSIVE methodology. Mouratidis et al. (2006) 
document a pattern language for secure agent 
systems that uses the modeling concepts of the 
Tropos methodology. Tahara et al. (1999) propose 
a development method based on agent patterns and 
distinguish between macro and micro architecture 
patterns. Weiss (2003) documents a process for 
mining and applying agent patterns. 
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Forces

The design of agent-based systems in the e-
business domain is driven by a number forces, 
including autonomy, the need to interact, infor-
mation overload, multiple interface, ensuring 
quality, adaptability, privacy concerns, search 
costs, and the need to track identity. Not all of 
these forces can be equally satisfied by a given 
design, and trade-offs need to be made. The pat-
terns described in this chapter help with making 
informed trade-offs.

Autonomy

The currently dominant metaphor for interacting 
with computers is direct manipulation. Direct 
manipulation requires the user to initiate all tasks 
explicitly and to monitor all events. For example, 
a user searches the Web for an auction that of-
fers the desired item for sale, and subsequently 
monitors the state of the auction. The obvious 
drawback of this approach is that most of the time 
the user is occupied in tasks that are peripheral to 
the primary objectives. The user’s ability to find 
the best deal available at any of the many online 
auctions in operation is also greatly limited.

Agents can be used to implement a comple-
mentary interaction style, in which users delegate 
some of their tasks to software agents which then 
perform them autonomously on their behalf. This 
indirect manipulation style engages the user in 
a cooperative process in which human and soft-
ware agents both initiate communication, moni-
tor events, and perform tasks. Autonomy is the 
capability of an agent to follow its goals without 
interactions or commands from the user or another 
agent. An autonomous agent does not require the 
user’s approval at every step of executing its task, 
but is able to act on its own.

With agents performing autononmous actions, 
users are now facing issues of trust and control over 
their agents. The issue of trust is that by engag-

ing an agent to perform tasks (such as selecting 
a seller), the user must be able to trust the agent 
to do so in an informed and unbiased manner. 
The agent should not, for example, have entered 
contracts with sellers to favor them in return for a 
cut on their proceeds to the developer of the agent 
or the server that hosts and executes the agent. 
The user would also like to specify the degree of 
autonomy of the agent. For example, the user may 
not want to delegate decisions to the agent that have 
legal or financial consequences, although a buyer 
agent is capable of not only finding the cheapest 
seller, but also placing a purchase order.

need to InterAct

Agents typically only have a partial representa-
tion of their environment, and are thus limited in 
their ability—in terms of their expertise, access 
to resources, location, and so forth—to interact 
with it. Thus, they rely on other agents to achieve 
goals that are outside their scope or reach. They 
also need to coordinate their activities with those 
of other agents to ensure that their goals can be 
met, avoiding interference with one another. The 
behavior of an individual agent is thus often not 
comprehensible outside its social structure—its 
relationships with other agents. For example, the 
behavior of a buyer agent in an auction cannot be 
fully explained outside the context of the auction 
itself, and of the conventions that govern it (for 
example, in which order—ascending or descend-
ing—bids must be made, and how many rounds 
of bidding there are in the auction). 

An important issue in designing systems 
of interacting agents is dealing with openness. 
The Internet and e-business applications over 
the Internet are both examples of open systems. 
Open systems pose unique challenges in that their 
components are not known in advance; they can 
change unexpectedly, and they are composed of 
heterogeneous agents implemented by different 
developers at different times with different tools 
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and methodologies. Similarly, as we do not control 
all the agents, one can also not assume that the 
agents are cooperative. Some agents may be be-
nevolent and agree on some protocol of interaction, 
but others will be self-interested and follow their 
own best interests. For example, in an electronic 
marketplace, buyer and seller agents are pursuing 
their own best interests (making profit) and need 
to be constrained by conventions.

InFormAtIon overLoAd

People and organizations wish to find relevant 
information and offerings to make good deals and 
generate profit. However, the large set of sellers, 
in conjunction with the multiple interfaces they 
use, makes it difficult for a human to overview 
the market. One solution has been to provide 
portals or common entry points to the Web. These 
portals periodically collect information from a 
multitude of information sources and condense 
them to a format that users find easier to process, 
typically taking the form of a hierarchical index. 
One disadvantage of this solution is that the cat-
egories of the index will be the same for every 
user. Individual preferences are not taken into 
account when compiling the information, and 
niche interests may not be represented at all.

muLtIPLe InterFAces 

One of the difficulties in finding information (e.g., 
when comparing the offerings of different sellers) 
is the large number of different interfaces used 
to present the information. Not only are store 
fronts organized differently, sellers do not fol-
low the same conventions when describing their 
products and terms of sale. For instance, some 
sellers include the shipping costs in the posted 
price; others will advertise one price, but add a 
handling charge to each order. A solution is to 
agree on common vocabularies, but these must 

also be widely adopted. With the introduction 
of the extensible markup language (XML) for 
associating metacontent with data and current 
developments in the Semantic Web such as on-
tology representation languages (OWL), this is 
slowly becoming a reality. For example, a price 
in a catalog can be marked up with its currency 
whether it already includes the shipping cost. 
However, the difficulty with any standard format 
is that it takes a considerable amount of time to 
find agreement among the interested parties. 
One also needs to allay the fear of sellers in los-
ing business to competitors once their product 
information becomes easily accessible. 

ensurIng quALIty

Shopping online lacks the immediate mechanisms 
for establishing trustworthiness. How can you 
trust a seller, with whom you have had no previous 
encounter, whether the order you placed will be 
fulfilled satisfactorily? For example, any seller in 
an online auction could claim that the item offered 
for sale is in superior condition, when the buyer 
cannot physically verify that claim. One solution 
is to solicit feedback about the performance of a 
seller (respectively, buyer) from buyers (respec-
tively, sellers) after order fulfillment. For example, 
the online auction site eBay keeps records of how 
a seller was rated by other buyers. Potential new 
buyers will take the ratings from previous buy-
ers into account before considering buying from 
a seller. However, eBay’s solution falls short in 
two ways. Old low ratings are not discarded or 
discounted when more recent ratings are higher. 
Also, if a seller gets a low overall rating, it is easy 
for the seller to assume a new identity and start 
afresh with a new rating. A mechanism for ensur-
ing quality must avoid this, as discussed in the 
context of reputation system design by Zacharia, 
Moukas, and Maes (1999).
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AdAPtAbILIty

Users differ in their status, level of expertise, 
needs, and preferences. The issue of adaptability is 
that of tailoring information to the features of the 
user, for example, by selecting the products most 
suitable for the user from a catalog, or adapting 
the presentation style during the interaction with 
the user. Any approach to tailoring information 
involves creating and maintaining a user model. 
When creating a user model, two cases need to be 
distinguished (Ardissono, Barbero, et al., 1999): 
for first time visitors, no information about them 
is available, and the user characteristics must be 
recognized during the interaction; on subsequent 
visits, a detailed user model about a visitor is 
already available and can be used to tailor the 
information.

Several design considerations for user model-
ing are detailed in Ardissono et al. (1999). Users 
need to register permanently with the system to 
have their data stored; otherwise user models 
will only be maintained during a single interac-
tion. In the context of online shopping, a system 
must also deal with direct and indirect users. A 
customer of a Web store may browse for products 
for himself, as well as for other people (indirect 
users), who have different needs and preferences. 
Finally, the user model must be able to reflect 
changes in interest over time. One approach to 
collecting user information is to ask the user to 
provide the information explicitly, for example, 
by filling out a form. This allows one to create a 
profile of the user that is potentially very accurate, 
and to provide personalized service to the user 
from the beginning. However, there are at least 
two problems with this solution. First, by requir-
ing the user to provide this information upfront; 
the threshold for the user to do so is very high. 
Only very advanced users will want to tune their 
own profiles. Second, when the user’s interests 
change, this will not be reflected in the profile, 
unless the user keeps updating her profile. Again, 
in practice, users do not update their profiles after 
installation.

PrIvAcy concerns

Personalization requires the collection and rele-
sase of personal information to the agent providing 
the personalized service. One way of personal-
izing interactions between buyers and sellers is 
for the seller to collect information about a buyer 
from the buyer’s behavior (e.g., their clickstream). 
The buyer may not be aware of the information 
collected, nor does she always have control over 
what information is gathered about her. Although 
effective from the seller’s perspective, this is 
not a desirable situation from the perspective 
of the buyer. Users are typically not willing to 
allow just anyone to examine their preferences 
and usage patterns, in particular without their 
knowledge or consent. They want to remain in 
control, and decide on an interaction-by-inter-
action basis which information is conveyed to 
the seller. A solution that addresses the force of 
privacy concerns must put the user in charge of 
which information is collected and who it is made 
available to. An additional complexity results from 
the desire of some buyers to remain anonymous. 
If a buyer remains anonymous, a seller cannot 
provide personalized service. Thus, generally, 
users are willing to share personal information 
with sellers, if the expected gains outweigh the 
possible threats for their privacy.

seArch costs

It can be expensive for buyers and sellers to find 
each other. In a static marketplace, each buyer can 
store a contact list of sellers for each product, and 
then quickly locate an appropriate seller when a 
particular product is needed. However, an elec-
tronic marketplace is dynamic. Buyers and sellers 
can join and leave the marketplace, and change 
their requirements and offerings qualitatively and 
quantitatively at any point in time. It, therefore, 
becomes impossible for a market participant to 
maintain an up-do-date list of contacts. Another 
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problem is that of restricting the buyer’s options. 
If each buyer maintains its own list of contacts, 
they run the risk of not being aware of better 
deals available elsewhere. One possible solution 
to these problems is to use a mediator which can 
match potential trading partners in the market. 
With the introduction of mediators, buyers and 
sellers no longer maintain their own lists of 
contacts, or need to contact a large number of 
alternative trading partners to find the optimal 
one. One trade-off of this solution is, however, 
that individual preferences or history of interac-
tion with a particular trading partner cannot be 
accounted for by a mediator. Thus, it is reasonable 
to maintain individual lists of trading partners that 
one has dealt with in the past, keeping track of 
the quality provided and using this personalized 
ranking of partners to filter the list of contacts 
provided by a mediator.

IdentIty

For various reasons, buyers and sellers need to 
be represented by unique identities. The most 
important reasons are authentication, nonre-
pudiation, and tracking. One way of assigning 
a unique identity to trading partners is to use 
one of the many unique labels which are readily 
available on the Internet, for example, an e-mail 
address, or a Yahoo! account name. A problem 
with this approach is that it is also very easy to 
obtain a new identity, thus making authentication, 
nonrepudiation, or tracking schemes that rely on 
such identities impractical. Similarly, a user could 
obtain multiple identities and pretend to represent 
multiple different parties, where instead there is 
only one. A solution that remedies this situation 
must make it advantageous for individuals to keep 
their identities over those users who change them 
often (Zacharia et al., 1999).

PAtterns

The patterns we identified and their relationships 
are shown in Figure 1. The arrows indicate refine-
ment links between the patterns. Each arrow in 
the diagram points in the direction from a “larger” 
pattern to a “smaller” pattern. The starting point 
for the language is the agent society pattern, 
which motivates the use of agents for building 
the application. At the next level of refinement, 
the diagram leads the designer to consider the 
patterns agent as delegate, agent as mediator, 
and common vocabulary.1

agent as delegate and the patterns it links to 
deal with the design of agents that act on behalf 
of a single user. The agent as mediator pattern 
guides the designer through the design of agents 
that facilitate between a group of agents and their 
users. common vocabulary provides guidelines 
for defining exchange formats between agents. 
The rest of Figure 1 shows refinements of the 
agent as delegate pattern. For example, the user 
agent pattern prescribes to use a single locus of 
interaction with the user and represent the concur-
rent transactions a user participates in as buyer 
and seller agents. User interaction also includes 
profiling the user (user profiling) and subscrib-
ing to information (e.g., the status of an auction) 
relevant to the user (notification). 

In the following, each pattern is represented by 
its context, the problem it addresses, a discussion 
of the forces, its solution, and a resulting context. 
The context is represented by the dependencies 
between the patterns. The problem is a succinct 
statement on what problem the pattern addresses. 
The solution takes the form of a role diagram. 
These roles will be filled by agents. For example, 
consider the user agent pattern. It is applied after 
agent as delegate, and, in turn, refined by user 
profiling and notification. The it addresses the 
problem of how users instruct agents to act on 
their behalf (as buyers and sellers) and how they 
keep in control over what the agent does (e.g., does 
it have authority to complete a trade?). The role 
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diagram for the user agent pattern is shown in 
Figure 2. Role diagrams and their semantics are 
discussed further in agent society. The resulting 
context points to related patterns in this pattern 
language.

Agent socIety

context

Your application domain satisfies at least one of 
the following criteria: your domain data, control, 
knowledge, or resources are decentralized; your 
application can be naturally thought of as a sys-
tem of autonomous cooperating entities, or you 
have legacy components that must be made to 
interoperate with new applications.

Figure 1. Patterns for e-business agents and their dependencies (arrows indicate dependencies and 
dashed lines patterns that are not described here)

Figure 2. Role diagram for the user agent pattern
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Problem

How do you model systems of autonomous co-
operating entities in software? 

Forces

•	 Autonomy
•	 Need to interact

solution

Model your application as a society of agents. 
Agents are autonomous computational entities 
(autonomy), which interact with their environment 
(reactivity) and other agents (social ability) in order 
to achieve their own goals (proactiveness). Often, 
agents will be able to adapt to their environment 
and have some degree of intelligence, although 
these are not considered mandatory characteris-
tics. These computational entities act on behalf 
of users or groups of users (Maes, 1994). Thus, 
agents can be classified as delegates, representing 
a single user and acting on his behalf, or mediators 
or intermediaries acting on behalf of a group of 
users, facilitating between them. 

It is important to point out that objects cannot 
achieve these goals directly. A differentiating 
characteristic between agents and objects is their 
autonomy. Autonomy is here used in an extended 
sense. It not only comprises the notion that agents 
operate in their own thread of control, but also 
implies that agents are long-lived (they execute 
unattended for long periods), take initiative (they 
do not simply act in response to their environ-
ment), react to stimuli from the environment as 
guided by their goals (the receiving agent decides 
whether and how to respond to a stimulus), and 
interact with other agents to leverage their abilities 
in support of their own as well as collective goals. 
Active objects, on the other hand, are autonomous 
only in the first of these senses.

A society of agents can be viewed from two 
dual perspectives: either a society of agents 
emerges as a result of the interaction of agents, 
or the society imposes constraints and policies on 
its component agents. Both perspectives, which 
we can refer to as micro and macro view of the 
society, respectively, mutually reinforce each 
other, as shown in Figure 3. For example, emer-
gent behaviors such as specialization of agents 
leads to the notion of roles that agents play, which 

Figure 3. Micro-macro view of an agent society
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allow us to codify expectations about an agent. 
Roles, in turn, impose restrictions on the possible 
behaviors of agents (Ferber, 1999).

This suggests two approaches to systematically 
designing agent societies. In the first approach, 
we identify top-level goals for the system and 
decompose them recursively, until we can assign 
them to individual agents. In the second approach, 
we construct an agent society incrementally from 
a catalog of interaction patterns (Kendall et al., 
1999). These interaction patterns are described 
in terms of roles that agents can play and their 
interactions and may also specify any societal 
constraints or policies that need to be satisfied. 
Roles are abstract loci of control (Ferber, 1999; 
Kendall, 1999; Riehle & Gross, 1998). Protocols 
(or patterns of interaction) describe the way the 
roles interact. Policies define constraints imposed 
by the society on these roles (Weiss, Gray, & Diaz, 
1997; Zambonelli, Jennings, et al., 2001). As an 
example of a policy, consider an agent-mediated 
auction, which specifies conventions specific 
to its auction type (for example, regarding the 
order of bids; ascending in an English auction, 
descending in a Dutch auction) that participating 
agents must comply with in order for the auction 
to function correctly. 

Many types of applications, including elec-
tronic commerce systems, can be modeled using 
User, Task, Service, and Resource roles, and their 
subtypes. Figure 4 depicts these roles and their 
subtypes used in this chapter in a role diagram, 
using the notation introduced in Kendall (1999). 
Role diagrams are more abstract than class 
diagrams. Each role in the diagram defines a 
position and a set of responsibilities. A role has 
collaborators—other roles that it interacts with. 
Arrows between roles indicate dynamic interac-
tions between roles; their direction represents the 
direction in which messages are sent. The triangle 
indicates a subtyping relationship between roles; 
subtypes inherit the responsibilities of their parent 
roles and add responsibilities of their own (e.g., 
Buyer from Trader).

The User role encapsulates the behavior 
of managing a user’s task agents, providing a 
presentation interface to the user and collecting 
profile information about the user, among other 
responsibilities. A Task role represents users 
in a specific task, typically a long-lived, rather 
than one-shot transaction. In this context, we 
only consider Trader agents, which can either 
represent the user as a Buyer or Seller. The com-
mon functionality of both roles (for example, 

Figure 4. Top-level roles and their subtypes in this pattern language
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they represent the negotiation strategies of their 
users) is represented in the trader role. Another 
example of a Task role would be a search role 
that encapsulates the behavior of making queries 
to the Web on the user’s behalf and filtering the 
results. One could also model transactions as a 
separate Transaction role as proposed by Ulmer 
(2004), representing the transactions a Task agent 
engages in.

A Mediator role typically provides a service 
to a group of users. It mediates the interaction 
between two or more agents through this service. 
One example is a directory agent that provides a 
reference to an agent given its name (white pages 
agent), or references to agents that can provide a 
certain product or service (yellow pages agent). 
More advanced services facilitate more complex 
interactions between agents, for example, enforc-
ing an auction protocol. For example, see the 
recommender agents described in Weiss (2004) 
or the direction and auction agents in Fonseca, 
Griss, and Letsinger (2001).

The Resource role abstracts information 
sources. These can be legacy data sources wrapped 
by “glue” code that converts generic requests from 
other agents to the API of the data source. These 
can be agents that process more complex queries 
by first breaking them down into subqueries and 
then collating the results. Resource agents are 
a form of Indirection Layer (Avgeriou & Zdun, 
2005). Notifier agents also belong in this category; 
they can be instructed to generate an alert when 
a certain condition in a data source is being met. 
For example, the Amazon Deliver’s agent sends e-
mails to users, when a book meeting user-specified 
criteria (such as author) is added to a catalog.

resulting context

For members of an agent society to understand 
each other, they need to agree on common ex-
change formats, as described in common vocabu-
lary. For agents that act on behalf of a single user, 
which is what e-business front-end system are 

concerned with, consult agent as delegate. For 
agents that facilitate between a group of users and 
their agents, refer to agent as mediator described 
in more detail in Weiss (2004).

Agent As deLegAte

context  

You are designing your system as a society of 
autonomous agents (agent society) and want to 
delegate a user’s time-consuming, peripheral tasks 
to software assistants.

Problem

How do you instruct assistants? How much dis-
cretion should you give to assistants? How do 
you manage the assistants that perform tasks on 
your behalf?

Forces

•	 Information overload
•	 Search costs

solution

Use agents to act on behalf of the user. They are 
the system’s interface to the user and manage 
task-specific agents such as buyer or seller agents 
on the user’s behalf. User agents can also learn 
about the needs of the user by building a user 
profile from a history of interactions. This user 
profile allows sellers to customize their offerings 
to specific user tastes, while the user agents control 
what part of a profile sellers can access.

The structure of this pattern is shown in Figure 
5. This role diagram shows the roles agents need 
to fill in the pattern. Note that we introduced 
the role of a Trader agent, as discussed in agent 
society, which contains the beliefs and behavior 
common to both Buyer and Seller agents. For 
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example, both Buyer and Seller agents have a 
belief for the desired price and make offers and 
counter-offers to other agents.

resulting context  

For the interaction with the user to gather their 
requirements and feedback on the quality of the 
service received by a seller and for managing 
Task agents, consult user agent. Also consult 
user agent for measures to control access to user 
profiles. For the design of Trader agents, see buyer 
agent and seller agent.

common vocAbuLAry

context

When agents in an agent society interact, they 
need to agree on common exchange formats. One 
scenario is that you are using agents to represent 
customers and sellers in individual transac-
tions—buyer agent and seller agent. Buyer and 
seller agents need to understand each other in order 
to exchange messages with one other. Another 
scenario is that you need to derive a user profile 
from user interactions —user profiling—and you 
require your information sources such as product 
catalogs to be well structured. 

Problem

How do you enable agents (for example, buyer and 
seller agents) to interact? How can you make it 
easier for a comparison-shopping agent to extract 
data from a catalog? 

Forces

•	 Multiple interfaces

solution

In the example, for buyer and seller agents to 
understand each other, they need to agree on a 
common message format that is grounded in a 
common ontology. The ontology defines product-
related concepts that each party must use during 
interaction, their attributes, and valid value ranges. 
On receiving a message, the seller agent translates 
the request to a seller-specific format and fetches 
the contents of the product database.

It is generally impractical to define a general-
purpose ontology for agent interaction. These are 
unlikely to include the intricacies of all possible 
domains. Instead, the common ontology will be 
application-specific. Given such a shared ontol-
ogy, the communicating agents need to map their 
internal representations to the shared ontology. 
Much progress has been made on XML-based 

Figure 5. Role diagram for agent as delegate
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ontologies for electronic commerce, for example, 
xCBL, cXML, and RosettaNet, in recent years. 
Given that buyer and seller agents adopt one of 
these standards as their internal representation 
of domain concepts, the problem remains of 
building inter-ontology translators. One prag-
matic approach to ontology mapping using XSLT 
(XML stylesheet language transformation) is 
described in Carlson (2001). However, refer to 
the references in the Resulting Context for more 
complex mappings.

The structure of this pattern is shown in Fig-
ure 6. This figure was adapted from Collis and 
Lee (1999).

resulting context

This pattern does not itself lead to other patterns in 
this pattern language. But patterns for ontologies 
have been documented elsewhere (Aranguren, 
2005; Reich, 2000). A current overview on tech-
niques for ontology mapping, which could be 
mined for further ontology mapping patterns, can 
be found in Staab and Stuckenschmidt (2006).

user Agent

context

You are delegating tasks to an agent—agent as 
delegate—which autonomously performs the 
task on behalf of the user. Now you want to cre-

ate a locus of control through which the users can 
interact with the agents created on their behalf.

Problem

How do you manage the user’s profile and control 
access to it and the various (concurrent) transac-
tions in which the user participates? 

Forces

•	 Privacy concerns
•	 Ensuring quality

solution

User agents form the interface between the user 
and the system receive the user’s queries and 
feedback, and present information tailored to 
users. A user agent delegates the user’s queries or 
orders (offers to buy/sell an item) to a trader agent 
and manages the various buyer and seller agents 
on behalf of its user. The user agent manages the 
user’s profile and controls who can access it. The 
Open Profiling Standard (W3C, 1997) was an early 
example of employing user agents in this way. In 
this proposal, profile information for different 
sellers was stored in a personal profile repository. 
Sections of the profile could be restricted to a 
subset of the sellers. In the SOaP system (Voss & 
Kreifelts, 1997), user agents track all task agents 
for tasks in which a user is engaged.

Figure 6. Role diagram for common vocabulary
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The structure of this pattern is shown in 
Figure 7.

resulting context

A user can subscribe to the progress of a query 
or an order by instructing a notification agent 
to monitor its status. For more on modeling the 
user that requires explicit user input is kept at a 
minimum; consult user profiling.

buyer Agent

context

You are delegating tasks to an agent—agent as 
delegate—and provide a locus of control where 
users can interact with their agents—user agent. 
You need an agent to represent a user as a cus-
tomer in a transaction with sellers in an electronic 
marketplace.

Problem

How do you communicate your goals and buying 
strategy? 

Forces

•	 Autonomy

solution

A buyer agent can tailor the selection and presenta-
tion of products to the needs of its user. It locates 
seller agents that offer the requested product or 
service and negotiates with them about price and 
other terms of sale (e.g., shipping). Kasbah and 
Tete-a-Tete (Guttman & Maes, 1999) are systems 
that use this approach. In these systems, each buyer 
agent is given such information as the desired 
price, the maximum price to pay, and the time 
by which a purchase needs to be completed. In 
Tete-a-Tete, the agents are negotiating about other 
criteria than just price such as shipping terms or 
extended warranties. The virtual marketplace 
architecture in Greengrass, Sud, and Moore (1999) 
uses mobile buyer agents to represent the user in 
a particular transaction. A further consideration 
is whether a buyer agent needs final approval to 
complete a transaction.

The buyer role is defined as a subrole of the 
trader role in Figure 7 above.

resulting context

For buyer and seller agents to understand each 
other, they need to agree on a common vocabulary 
for exchanging messages during the negotiation. 
Buyer and seller agents find each other through 
agents as mediators (Weiss, 2004). In Greengrass 
et al. (1999) and Fonseca et al. (2001), a directory 
facilitator plays the role of a mediator.

Figure 7. Role diagram for user agent
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seLLer Agent

context

You are delegating tasks to an agent—agent as 
delegate—and provide a locus of control where 
users can interact with their agents—user agent. 
You now need an agent to represent a seller in 
a transaction with customers in an electronic 
marketplace.

Problem

How do you communicate your selling strategy 
to an agent?

Forces

•	 Autonomy

solution

A seller agent offers products and services to 
buyer agents (directly or through a market). It 
answers queries for information about its owner’s 
products or services, responds to RFPs, and enters 
into negotiation with buyer agents. A seller agent 
encapsulates its execution state and the seller’s 
selling strategy (e.g., a function for setting bids). 
In Kasbah (Guttman & Maes, 1999) seller agents 
periodically send offers to buyer agents, each time 
adjusting their offers according to a concession 
strategy. In the virtual marketplace by Greengrass 
et al. (1999) stationary seller agents negotiate 
with mobile buyer agents. In the mobile shopper 
scenario in Fonseca et al. (2001), seller agents bid 
in competition with one another to satisfy a buyer 
agent’s call for proposal.

The seller role is defined as a subrole of the 
trader role in Figure 7.

resulting context

For buyer and seller agents to understand each 
other, they need to agree on a common exchange 
format, as described in a common vocabulary. 
Buyer and seller agents find each other through 
agents as mediators (Weiss, 2004). If you wish to 
make different offers to different buyers, creating 
a custom catalog for each buyer by tailoring the 
contents of a generic catalog to the buyer’s profile, 
consult cataloging.

user ProFILIng

context  

You provide a locus of control—user agent—
where users can interact with their agents. You 
receive instructions and feedback from the user. 
You want to derive a profile that describes the user 
from these interactions. Once you have deduced 
a user profile, you can provide it to sellers who 
want to personalize the customer’s experience, for 
example, by creating a custom catalog based on 
the user’s preferences and buying pattern.

Problem  

How can you capture the users’ profiles without 
requiring too much explicit input? This can be-
come involved, if you want to track users’ profiles 
as their interest changes. 

Forces

•	 Adaptability

solution

During the interaction with a user, the system 
builds a user profile by static user modeling, 
classifying the user into predefined user classes 
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(stereotypes), or dynamic user modeling (monitor-
ing user activity and changing the profile dynami-
cally). For example, in Ardissono et al. (1999), 
user profiles contain a collection of interests in 
addition to generic information about the user. 
Interests contain descriptions of the topics the 
user is interested in. Interests may also contain 
weights (e.g., fuzzy logic quantifiers) that define 
the degree of interest the user has in a topic. The 
agent may also tailor its interaction style, provid-
ing more or less detail depending on the user’s 
receptivity. 

It is desirable to limit the amount of explicit 
input required from the user, for example, in 
the form of rules. Although manual setting of 
the user profile results in a very precise profile, 
this is difficult to perform correctly except for 
an advanced user (Brenner et al., 1998). On the 
other hand, it is advantageous to know as much 
as possible about the user to start with in order to 
keep the learning phase short. The user agent can 
request the user to provide demographic informa-
tion such as sex, age, and profession, which allow 
us to group the user into a class. The interests of 
the user are then initialized to those typical for 
this class of users. 

From the point of view of limiting user input, 
initializing the user profile by observing the user’s 
behavior over time is most desirable (Brenner, 
Zarnekow, & Wittig, 1998). The user’s personal 
preferences can then be deduced using cluster 
analysis. This has the added advantage that it is 
easy to adapt the user profile to changes in their 
interests. Once the user profiles have been ini-
tialized, the user agent can update the profile by 
soliciting feedback on query results from the user, 
or to rate a seller on her quality of service after 
the order has been fulfilled. A typical example for 
learning a user profile from user feedback is the 
Letizia user agent (Lieberman, 1998). The Sporas 
system for reputation management (Zacharia et 
al., 1999) ranks sellers on their past performance 
as assessed by user feedback.

In Figure 7, the arrow labeled “feedback” 
indicates how the user agent receives feedback 
from the user after evaluating the quality of the 
result returned.

resulting context  

To construct complex user profiles (e.g., based on 
user navigation patterns), the information sources 
such as product catalogs must be well struc-
tured—common vocabulary—and comparable 
on the basis of their content. If the items in an 
information source cannot be compared in terms 
of attributes, collaborative filtering can still help 
you create useful simpler user profiles—recom-
mender (Weiss, 2004).

cAtALogIng

context

You are deriving a user profile from user in-
teractions—user profiling. You are using an 
agent to represent a seller in a transaction in a 
marketplace—seller agent. You wish to tailor 
the contents of your catalog to individual buyers 
based on their user profiles.

Problem

How do you customize a catalog?

Forces

•	 Information overload
•	 Multiple interfaces

solution

A product extractor dynamically creates a cus-
tomized view on the catalog. It selects the prod-
ucts that best match the customer’s preferences 
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by comparing the product features with those 
contained in the profile. A user profile contains 
predictive information about the user’s preferences 
toward product features as defined by the product 
categories. The view may also be customized 
regarding generic traits of the user (e.g., his level 
of expertise, job, or age). 

Tailoring the product catalog to the user re-
solves the force of information overload. A large 
electronics parts catalog, for example, may contain 
50,000 parts, of which only a small subset are 
relevant to the needs of an individual customer. 
By extracting a customized view of the catalog 
we show only those parts matching features speci-
fied in the user profile. An example of using this 
pattern is the personalized Web store architecture 
presented in Ardissono et al. (1999).

Existing product catalogs can be integrated 
with the agent-based subsystem through catalog 
agents. Each catalog agent is a wrapper (Weiss, 
2004) that “agentifies” an existing catalog, con-
verting a catalog-specific schema to a common 
schema used by the product extractor. In addition 
to filtering the contents of the catalog against the 
buyer’s profile, discounts can also be offered to 
individual customers to entice existing custom-
ers to remain loyal to the business, as well as to 
attract new customers.

The structure of the pattern is shown in Fig-
ure 8.

resulting context

To control what information is disclosed to the 
seller, the user profile should be maintained by 
the user agent, and supplied to the seller agent on 
request. For addressing privacy concerns when 
accessing user profiles, consult user agent. For a 
discussion on obtaining the user profiles for tailor-
ing the content of a generic catalog to a buyer’s 
profile, consult user profiling. Consult notifica-
tion agent, if you want to notify the customer 
about changes to the catalog (e.g., the addition 
of a new widget that matches the user’s profile). 
Each catalog agent is a wrapper, that agentifies 
an existing catalog, converting a catalog-specific 
schema to a common schema—wrapper (Weiss, 
2004). 

notIFIcAtIon Agent

context

You provide a locus of control—user agent—
where users can interact with their agents, and 

Figure 8. Role diagram for cataloging
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want to subscribe to the progress of a transaction. 
You want to notify the customer about changes to 
the catalog—cataloging. In both cases, you need 
to monitor a data source (e.g., a product catalog) 
for changes or the progress of a transaction. 

Problem

How to keep users informed about changes of 
interest to them.

Forces

•	 Information overload

solution

The solution involves a notification agent that 
resides close to the information source. It moni-
tors the information source for changes of interest 
by registering with the information source or by 
continuously polling it. Notification agents can 
be considered a special type of mobile agent that 
only move to a single remote location. A notifica-
tion agent is created with a condition, typically 
comprising an event (such as the posting of a 
product for sale) and a boolean expression on 
the event data (such as the name of a product). 
Whenever it detects an event of the specified type 
at the remote location, it evaluates this condition. 
If the condition is satisfied, the agent notifies the 
user agent.

The benefits of using this pattern are similar to 
those of sending a mobile agent to another host and 
letting it interact remotely. It reduces the number 
of messages between the user agent and the in-
formation source. The example of a meta-auction 
engine such as AuctionWatcher (2002) makes this 
clear: it creates an agent that monitors the progress 
of an auction on the user’s behalf and notifies the 
user about events of relevance, for example, when 
the user has been outbid and when the user should 
increase her maximum bid. Without a meta-auc-
tion engine, the user agent would have to poll the 
state of the auction periodically.

The structure of this pattern is shown in 
Figure 9.

resulting context

You want to use the same notification agent with 
multiple sellers. Therefore, you decide to employ 
wrapper (Weiss, 2004) agents that translate from 
the format of seller-specific information sources 
to that understood by the notification agent.

examples

The following examples illustrate some uses of 
the patterns described in this chapter. The first 
example, an online auction, demonstrates how 
agents can be used in the negotiation phase (Gutt-
man & Maes, 1999) of an e-business transaction, 
in which buyers and sellers negotiate the terms 

Figure 9. Role diagram for notification agent
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of a transaction (such as price and warranty). 
The second and third examples show agents in 
operation during the information phase (Guttman 
& Maes, 1999), in which buyers navigate product 
catalogs and use mediators to locate sellers that 
offer a certain product or establish their actual 
needs.

online Auction

In this example, in an online auction, users post 
items for sale, while other users place bids on 
those items. A user may be represented—agent 
as delegate—by multiple buyer and seller 
agents in concurrent transactions. These agents 
are all managed by a user agent that provides a 
single interface to the user. In our example, the 
user Bob is represented in the auction by a seller 
agent, while the users Alice and Mary act as 
buyers via their buyer agents, as shown in Figure 
10. The auction mechanism is implemented by a 
mediator agent—agent as mediator. This agent 
provides a meeting place (Deugo et al., 2001) for 
buyers and sellers. It maintains a catalog of items 
for sale and a list of auctions with administrative 
information for each one (highest bid, reserve 
price, and remaining duration of the auction). 
The mediator receives requests from sellers to 
create an auction, bids from buyers, and, if the 
type of auction allows it (e.g., in an English auc-

tion), informs each buyer agent about a new bid, 
as well as the outcome.

Buyer agents implement the bidding strategies 
of their users (characterized by parameters such 
as starting price, maximum price, and rate of 
increase). They also inform them about important 
events regarding the current auction (e.g., if they 
are winning or losing the auction). While buyer 
agents only notify a user about the current auc-
tion, notifier agents—notification agent—can be 
used to monitor other auctions on a user’s behalf. 
The user creates a notifier agent by initializing it 
with a specification of the product or service she is 
looking for. On receiving a notification about an 
auction, a user can decide to create a new buyer 
agent to join it.

Locating sellers by Product or 
service

This example switches the positions of buyer and 
seller agents in the online auction example. Bob 
wants to buy a certain product or service and, 
via his user agent, creates a buyer agent and 
initializes it with a specification of the product 
or service. This buyer agent queries a mediator 
agent—in this case, a search agent or a directory 
agent—for the locations of sellers for the product 
or service in question. At this architectural level, 
we could use static or mobile agents to represent 

Figure 10. Collaboration diagram for the agent-based online auction example
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buyer agents. Greengrass et al. (1999) describe 
a mobile agent scenario in which a buyer agent 
moves to the known site of a directory agent, que-
ries this directory agent, and obtains an itinerary 
of the locations of seller agents to visit. Fonseca 
et al. (2001) document a mobile shopping system, 
where an agent representing a shopper in a mall 
contacts a directory facilitator agent on entry to 
the mall, and obtains directions to stores which 
carry products of interest to the user, provides 
those directions to the user, and allows him to 
check the prices of other stores. For further details 
on this case study, and an illustration of how the 
patterns can be used as part of a pattern-driven 
design process, see Weiss (2003).

customizing navigation

Another example is using agents to assist users 
in navigating through an (online) product cata-
log. From a front-end perspective, a user agent 
can be used to collect profile information about 
a user and control how this information is made 
available to seller agents. The profile information 
for different sellers is stored in a personal profile 
repository in the user agent—user profiling. Sec-
tions of the profile can be restricted to a subset of 
the sellers only. Using the profile information, the 
seller agent can classify the user into predefined 
stereotypes and thus infer a profile of product pref-
erences—user profiling. With these preferences, 
a product extractor agent—cataloging—can 
tailor the contents of the product catalog, such 
as in the personalized Web store in Ardissono 
et al. (1999). In addition to filtering the catalog 
contents against the buyer’s profile, the product 
extractor can propose discounts to retain existing 
or attract new customers. 

Although we have focused on using user pro-
files in the front-end, this is not to say that they 
cannot equally be used in the back-end. However, 
the basic trade-off in this case is that users will have 
less control over profiles collected and stored by 
sellers. Customers may decide to do business with 

sellers who do not collect profiles in this way, or 
make the process of collecting profiles transparent 
and the profiles themselves accessible.

concLusIon

In this chapter, we described a group of ar-
chitectural patterns for designing agent-based 
e-business systems and gives several examples 
illustrating their use. These patterns relate to 
front-end e-business activities that involve in-
teraction with the user and delegation of tasks 
from users to agents. Future work will describe 
patterns for back-end e-business activities that do 
not involve direct interaction with the user, but 
rather depict mechanisms for mediating between 
agents representing users. These patterns will 
expand on the description of mediator agents in 
this chapter. Together, these patterns are just the 
beginnings of a pattern language for agent-based 
e-business system design, based on our current 
understanding of the technology. As the use of 
agent technology in e-business matures, this lan-
guage will evolve as well. It is our hope that the 
proposed set of patterns and the pattern format 
may provide a starting point for future effort in 
this direction.

Future reseArch dIrectIons

To date, only a subset of the patterns of agent-based 
e-business systems have been documented. This 
provides many opportunities for future research. 
These opportunities can be grouped into two areas. 
On one hand, a better understanding of using agent 
patterns as part of a pattern-driven design process 
(Weiss, 2003) is required; we need to be able to 
reason about design trade-offs between patterns; 
see Mussbacher, Amyot, and Weiss (2007) for a 
typical approach and survey of related efforts, and 
capture pattern knowledge in pattern repositories 
(Knublauch & Rose, 2002) that can be consulted 
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by developers to address specific design problems 
during the development of an agent-based system. 
Finally, we want to generate code for specific 
agent frameworks from those patterns.

On the other hand, many more agent patterns 
in the e-business domain remain to be mined and 
documented. Areas of particular interest are pat-
terns where agents are used as mediators, ranging 
from directory agents to sophisticated broker and 
market maker agents (Deugo et al., 2001), and pat-
terns for agents that provide mobile, context-aware 
services. One example of current research in this 
area is a set of auction patterns documented by 
Jureta, Faulkner, and Kolp (2005). However, this 
would also include patterns for search, reputation 
management, and integration. A taxonomy of e-
business agents, which could provide a suitable 
starting point for a systematic mining effort is 
given in Papazoglou (2001).

 Conceptual frameworks for these activities 
are also required. Weiss (2003) proposes a pat-
tern-driven design framework for harvesting 
recurring design solutions and documenting them 
as patterns, and guiding the designer through the 
selection of patterns appropriate to their specific 
design context. The approach suggests a five step 
process, the first three related to mining patterns: 
identify the forces in a domain, document the 
roles of pattern participants, and document pat-
terns and their dependencies. The last two apply 
to patterns: identify the overall design goals and 
select patterns.

Finally, we need to document patterns for 
nonfunctional design issues such as deployment, 
scalability, and security of agent-based e-business 
systems, and we must gain a better understanding 
of how to integrate such patterns with the current 
agent development processes. Some progress 
along these lines has been made in the area of 
agent security patterns. A good starting point is 
Mouratidis et al. (2006).
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AbstrAct

Consumer decision support systems (CDSSs) 
help online users make purchasing decisions 
in e-commerce Web sites. To more effectively 
compare the usefulness of the various function-
alities and interface features of such systems, 
we have developed a simulation environment 
for decision tasks of any scale and structure. 
Furthermore, we have identified three criteria in 
an evaluation framework for assessing the quality 
of such CDSSs: users’ cognitive effort, preference 
expression effort, and decision accuracy. A set of 
experiments carried out in such simulation envi-
ronments showed that most CDSSs employed in 
current e-commerce Web sites are suboptimal. On 
the other hand, a hybrid decision strategy based 
on four existing ones was found to be more ef-
fective. The interface improvements based on the 

new strategy correspond to some of the advanced 
tools already developed in the research field. This 
result is therefore consistent with our earlier work 
on evaluating CDSSs with real users. That is, 
some advanced tools do produce more accurate 
decisions while requiring a comparable amount 
of user effort. However, the simulation environ-
ment will enable us to efficiently compare more 
advanced tools among themselves, and indicate 
further opportunities for functionality and inter-
face improvements.

IntroductIon

With the rising prosperity of the World Wide 
Web (WWW), consumers are dealing with an 
increasingly large amount of product and service 
information that is far beyond any individual’s 
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cognitive effort to process. In early e-commerce 
practice, online intermediaries were created. 
With the help of these virtual storefronts, users 
were able to find product information on a single 
Web site that gathers product information from 
thousands of merchants and service suppliers. 
Examples include shopping.yahoo.com, froogle.
com, shopping. com, cars.com, pricegrabber.
com, and so forth. However, due to the increasing 
popularity of electronic commerce, the amount 
of online retailers proliferated. As a result, there 
are now easily millions (or 16-20 categories) of 
brand-name products available on a single online 
intermediary Web site. Finding something is once 
again difficult, even with the help of various com-
mercially available search tools.1 Recently, much 
attention in e-commerce research has focused on 
designing and developing more advanced search 
and product recommender tools (Burke, Ham-
mond, & Young, 1997; Pu & Faltings, 2000; Reilly, 
McCarthy, McGinty, & Smyth, 2004; Shearin & 
Lieberman, 2001; Shimazu, 2001; Stolze, 1999). 
However, they have been not employed in large 
scales in practicing e-commerce Web sites. Pu 
and Kumar (2004) gave some reasons as to why 
this is the case and when such advanced tools 
are expected to be adopted. This work was based 
on empirical studies of how users interact with 
product search tools, providing a good direction 
as to how to establish the true benefits of these 
advanced tools. However, insights gained from this 
work are limited. This is mainly due to the lack of 
a large amount of real users for the needed user 
studies and the high cost of user studies, even if 
real users were found.  Each of the experiments 
reported in Pu and Kumar (2004) and Pu and 
Chen (2005) took more than 3 months of work, 
including the design and preparation of the study, 
the pilot study, and the empirical study itself. 
After the work was finished, it remains unclear 
whether a small amount of users recruited in an 
academic institution can forecast the behavior 
of the actual user population, which is highly 
diverse and complex.

Our main objective in this research is to use 
a simulation environment to evaluate various 
search tools in terms of interaction behaviors: 
what users’ effort would be to use these tools and 
what kind of benefits they are likely to receive 
from these tools. We base our work on some ear-
lier work (Payne, Bettman, & Johnson, 1993) in 
terms of the design of the simulation environment. 
However, we have added important elements to 
adapt such environments to online e-commerce 
and consumer decision support scenarios. With 
this simulation environment, we hope to more 
accurately forecast the acceptance of research 
tools in the real world, and curtail the evaluation 
of each tool’s performance from months of user 
study to hours of simulation and a week of fine 
tuning the simulation results against a small but 
diverse amount of real users. This should allow 
us to evaluate more tools and, more importantly, 
discover design opportunities of new tools. 

Our initial work of measuring the performance 
of various decision support strategies in e-com-
merce environments was reported in a conference 
paper (Zhang & Pu, 2005). The current article 
is an extended version of the conference paper. 
Besides adding significantly more details on the 
work already reported, there are a number of 
important and new contributions:

• In the conference paper, we only reported 
the performance evaluation results of vari-
ous decision strategies such as the lexico-
graphical (LEX) strategy, the elimination-
by-aspects (EBA) strategy, and so forth; in 
this paper, we consider the evaluation of a 
consumer decision support system as an in-
tegral unit compromising decision strategies, 
user interfaces, and the underlying product 
catalog;

•	 In the extended effort-accuracy framework 
described in the conference paper, we only 
used a classical definition of decision accu-
racy; here we propose two new definitions 
of decision accuracy that correspond more 
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precisely with a user’s choice behavior in 
e-commerce situations rather than the clas-
sical choice problem in decision literature;

•	 Based on the new definitions, we were able 
to draw more conclusions from the simula-
tion results: not only can we establish that 
hybrid decision approaches can reduce 
user’s effort while achieving a high level 
of decision accuracy, but we can also see 
some opportunities for improving consumer 
decision support systems by designing better 
interfaces and decision approaches, courtesy 
of the simulation environment. 

This paper is organized as follows: the second 
section reviews some related research work; the 
third section defines the consumer decision sup-
port system (CDSS) and clarifies its relationship 
with our earlier published concepts on multi-at-
tribute decision problem (MADP) and various 
decision strategies; the fourth section describes 
in detail the simulation environment for the per-
formance evaluation of CDSSs; the fifth section 
describes the extended effort-accuracy framework 
consisting of three performance criteria: cognitive 
effort, elicitation effort, and decision accuracy; the 
sixth section reports the performance evaluation of 
various CDSSs with respect to a set of simulated 
MADPs and user preferences; the seventh section 
discusses the main research results obtained, fol-
lowed by the conclusion section.

reLAted work

In traditional environments where no computer aid 
is involved, behavioral decision theory provides 
adequate knowledge describing people’s choice 
behavior, and presents typical approaches of solv-
ing decision problems. For example, Payne et al. 
(1993) established a well-known effort-accuracy 
framework that described how people adapted 
their decision strategies by trading off accuracy 
and cognitive effort to the demands of the tasks 

they faced. The simulation experiments carried 
out in that work were able to give a good analysis 
of various decision strategies that people employ, 
and the decision accuracy they would expect to 
get in return. 

In the online electronic environment where the 
support of computer systems is pervasive, we are 
interested in analyzing users’ choice behaviors 
when tools are integrated into their information 
processing environments. That is, we are inter-
ested in analyzing when given a computer tool 
with its system logic, how much effort a user has 
to expend and how much decision accuracy he 
or she is to obtain from that tool. On one hand, 
though the decision maker’s cognitive effort is 
still required, it can be significantly decreased 
by having computer programs carry out most of 
the calculation work automatically; on the other 
hand, the decision makers must expend some 
effort to explicitly state their preferences to the 
computer according to the requirements of the 
underlying decision support approach employed 
in that system. We would like to call this extra 
user effort (in addition to the cognitive effort) 
preference elicitation effort. We believe that 
elicitation effort plays an important role in the 
new effort-accuracy model of users’ behavior in 
online choice environments. 

Many other researchers have carried out simu-
lation experiments in evaluating the performance 
of their systems or approaches. Payne et al. (1993) 
introduced a simulation experiment to measure 
the performance of various decision strategies in 
off-line situations. Recently, Boutilier (Boutilier, 
Patrascu, Poupart, & Schuurmans, 2005) carried 
out their experiments by simulating a number of 
randomly generated synthetic problems, as well 
as user responses to evaluate the performance of 
various query strategies for eliciting bounds of 
the parameters of utility functions. In Reilly et 
al. (2005), various users’ queries were generated 
artificially from a set of off-line data to analyze the 
recommendation performance of the incremental 
critiquing approach. These related works generally 
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suggest that simulating the interaction between 
users and the system is a promising methodology 
for performance evaluation. In our work, we go 
further in this direction and propose the general 
simulation environment that can be adopted to 
evaluate the performance of various CDSSs sys-
tematically within the extended effort-accuracy 
framework. To the best of our knowledge, our 
simulation work is the first attempt in system-
atically evaluating the performance of various 
CDSSs with simulation methodology.

consumer decIsIon suPPort 
system

In a scenario of buying a product (such as a digital 
camera), the objective of consumers is to choose 
the product that most closely satisfies their needs 
and preferences (decision result), and furthermore, 
they are not likely to regret the products that they 
have bought (how accurate their decision is). They 
usually face a large amount of product alternatives 
(or options) and need a decision support system 
in order to process the entire product catalog 
without having to examine all items exhaustively. 
Therefore, a consumer decision support system  
consists of three components: (1) the product 
catalog that is accessible to consumers via an 
interface; (2) the underlying decision support 
approach that helps a consumer to choose and 
determine the product most satisfying his or her 
preferences; (3) the user interface with which a 
consumer interacts in order to state his or her 
preferences. We will now introduce these three 
components respectively.

The product catalog or more precisely an 
electronic product catalog (EPC) (Palmer, 1997; 
Torrens, 2002) provides a list of products, each 
one represented by a number of attributes.  The 
process of determining the most preferred prod-
uct from the EPC can be formally described as 
solving a multi-attribute decision problem2 Ψ = 
〈X, D, O, P〉, where x={x1, ...,xn} is a finite set of 

attributes the product catalog has, D=D1×...×	Dn 
indicates the space of all possible products in the 
catalog (each Di(1≤i≤n) is a set of possible domain 
values for attribute Xi), O={O1,...,Om} is a finite set 
of available products (also called alternatives or 
outcomes) that the EPC offers, and P={P1,...,Pt} 
denotes a set of preferences that the decision maker 
may have. Each preference Pi may be identified 
in any form as required by the decision methods. 
The solution of a MADP is an alternative O most 
satisfying the decision maker’s preferences.

In traditional decision making environments, 
consumers usually adopt various decision strat-
egies such as EBA or LEX to obtain decision 
results (Payne et al., 1993). In a computer as-
sisted scenario, the distribution of work is quite 
different. It is the CDSS that will perform these 
decision strategies to help the consumer to make 
decisions. The consumer is only required to input 
his or her preferences as required by the specific 
decision strategy; and then the solution can be 
chosen for the consumer automatically. When a 
decision strategy is adopted in the consumer deci-
sion support system, we also say it is a decision 
support approach for that system. In this paper, 
we focus on the following decision strategies and 
study the performance of CDSSs based on these 
decision strategies.

1. The weighted additive (WADD) strategy. It 
is a normative approach based on multi-at-
tribute utility theory (MAUT) (Keeney & 
Raiffa, 1993). In our simulation experiment, 
we use it as the baseline strategy.

2. Some basic heuristic strategies. They are the 
equal weight (EQW) strategy, the elimina-
tion-by-aspects strategy, the majority-of-
confirming dimensions (MCD) strategy, the 
satisficing (SAT) strategy, the lexicographic 
(LEX) strategy and the frequency of good 
and bad features (FRQ) strategy. Their de-
tailed definitions can be found in Payne et 
al. (1993) and Zhang and Pu (2005).

3. Hybrid decision strategies. Besides the basic 
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heuristic strategies, people may also use a 
combination of several of them to make a 
decision to try to get a more precise decision 
result. These kinds of strategies are called 
hybrid decision strategies. As a concrete 
example of hybrid decision strategies, The 
C4 strategy (Zhang & Pu, 2005), which is 
a combination of four basic heuristic strat-
egies: EBA, MCD, LEX, and FRQ, is also 
studied in this paper.

In a CDSS, the user-interface component is 
used to obtain the consumers’ preferences. How-
ever, such preferences are largely determined by 
the underlying decision support approach that 
has been adopted in the system. For example, the 
popular ranked list interface is in fact an inter-
face implementing the lexicographical strategy. 
Also, if we adopt the weight additive strategy in 
a consumer decision support system, the user 
interface will be designed in the manner of ask-
ing the user to input corresponding weight and 
middle values for each attribute.  In our current 
work, we assume the existence of a very simple 
user interface. Thus, we regard the underlying 
decision support approach as the main factor of 
the consumer decision support system. 

sImuLAtIon envIronment For 
PerFormAnce evALuAtIon

Our simulation environment is concerned with the 
evaluation of how users interact with consumer 
decision support systems (CDSSs), how decision 
results are produced, and the quality of these 
decision results. 

The consumer first interacts with the system 
by inputting his or her preferences through the 
user interface. With the help of decision support, 
the system generates a set of recommendations 
to the consumer. This interactive process can be 
executed multiple times until the consumer is 
satisfied with the recommended results (i.e., a 
product to purchase) or gives up due to loosing 
patience. 

As shown in Figure 1, for a given CDSS, we 
evaluate its performance in a simulated environ-
ment by the following procedure: (1) we generate 
a set of MADPs using Monte Carlo method to 
simulate the presence of an electronic catalog 
up to any scale and structure characteristics; 
(2) we generate a set of consumer preferences 
also with the Monte Carlo method, taking into 
account user diversity and scale; (3) we carry 
out the simulation of the underlying decision ap-

Figure 1. An architecture of the simulation environment for performance evaluation of a given consumer 
decision support system 
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proach of the CDSS to solve these MADPs; (4) 
we obtain associated decision results for the given 
CDSS (which product has been chosen given the 
consumer’s preferences); and finally, (5) we evalu-
ate the performance of these decision results in 
terms of cognitive effort, preference elicitation 
effort, and decision accuracy under the extended 
accuracy-effort framework (detailed discussion 
of this framework in the next section).  

The simulation environment can be used in 
many ways to provide different performance 
measures of a given CDSS. For instance, if both 
the detail product information of CDSS and the 
consumer’s preferences are unknown, we can 
simulate both the alternatives and the consumer’s 
preferences, and the simulation results would 
be the performance of the CDSS independently 
of users and the set of alternatives; if the detail 
product information of the CDSS is provided, 
we then only need to simulate the consumer’s 
preferences, and the alternatives of the MADPs 
can be copied from the CDSS instead of being 
randomly generated. The simulation results would 
be the performance of the CDSS under the speci-
fied product set.

As a concrete example to demonstrate the usage 
of such a simulation environment, we will show a 
procedure in evaluating the performance of vari-
ous CDSSs in terms of the scale of the MADPs, 
which is determined by two factors: the number 
of attributes n and the number of alternatives m. 
Since we are trying to study the performance 
of different CDSSs (currently built on heuristic 
decision strategies) in different scales of MADPs, 
we assume that users and alternatives are both 
unknown and they are simulated to give results 
independently of the user and the system. More 
specifically, we classify the decision problems 
into 20 categories according to the scales of n 
(the number of attributes) and m (the number of 
alternatives): n has five values (5, 10, 15, 20, and 
25), and m has four (10, 100, 1,000, and 10,000). 
To make the performance evaluation result more 
accurate, each time we randomly generate 500 

different MADPs in the same scale and use their 
average performance as the final result. The detail 
simulation result will be reported in the experi-
mental result section.

the extended  
eFFort-AccurAcy FrAmework

The performance of the system can be evaluated 
by various criteria such as the degree of a user’s 
satisfaction with the recommended item, the 
amount of time a user spends to reach a decision, 
and the decision errors that the consumer may have 
committed. Without real users’ participation, the 
satisfaction of a consumer with a CDSS is hard 
to measure. However, the other two criteria can 
be measured. 

The amount of time a user spends to reach a 
decision is equivalent to the amount of time he 
or she uses to express preferences and process 
the list of recommended items in order to reach a 
decision. The classical effort-accuracy framework 
mainly investigated the relationship of decision 
accuracy and cognitive effort of processing in-
formation by different decision strategies in the 
off-line situation. In the online decision support 
situation, however, the effort of eliciting prefer-
ences must be considered as well. 

Furthermore, most products carry a fair 
amount of financial and emotional risks. Thus, the 
accuracy of users’ choices is extremely important. 
That is, there is a posterior process where users 
evaluate the search tools in terms of whether 
the products they have found via the search tool 
are really what they want and whether they had 
enough decision support. This is what we mean 
by decision accuracy. 

We therefore propose an extended effort-ac-
curacy framework by explicitly measuring three 
factors of a given consumer decision support 
system: cognitive effort, elicitation effort, and 
decision accuracy. In the remainder of this sec-
tion, we first recall the measurement of cognitive 



  ���

Performance Evaluation of Consumer Decision Support Systems

effort in the classical framework, we give various 
definitions of accuracy, and then we detail the 
method of measuring elicitation effort. Finally, 
the cognitive and elicitation effort of these deci-
sion strategies are analyzed in section 5.4, in an 
online situation.

measuring cognitive effort

Based upon the work of Newell and Simon (1972), 
a decision approach can be seen as a sequence of 
elementary information processes (EIPs), such as 
reading the values of two alternatives on an at-
tribute, comparing them, and so forth. Assuming 
that each EIP takes equal cognitive effort,3 the 
decision maker’s cognitive effort is then measured 
in terms of the total number of EIPs. Conformed 
with the classical framework, a set of EIPs for the 
decision strategies is defined as (1) READ: read 
an alternative’s value on an attribute into short-
term memory (STM), (2) COMPARE: compare 
two alternatives on an attribute, (3) ADD: add 
the values of two attributes in STM, (4) DIF-
FERENCE: calculate the size of the difference of 
two alternatives for an attribute, (5) PRODUCT: 
weight one value by another, (6) ELIMINATE: 
eliminate an alternative from consideration, (7) 
MOVE: move to next element of the external en-
vironment, and (8) CHOOSE: choose the preferred 
alternative and end the process.

measuring decision Accuracy

Accuracy and effort form an important perfor-
mance measure for the evaluation of consumer 
decision support systems. On one hand, consumers 
expect to get highly accurate decisions. On the 
other hand, they may not be inclined (or able) to 
expend a high level of cognitive and elicitation 
effort to reach a decision. Three important factors 
influence the decision accuracy of a consumer 
decision support systems: the underlying deci-
sion approach used; the number of interactions 
required from the end user (if a longer interaction 

is required, a user may give up before he finds the 
best option); the number of options displayed to the 
end user in each interaction cycle (a single item is 
likely to miss the target choice compared to a list 
of items; however, a longer list of items requires 
more cognitive effort to process information). In 
our current framework, we investigate the com-
bined result of these three factors (i.e., decision 
approach as well interface design components) of 
a given consumer decision support system. 

In the following sections, we start with clas-
sical definitions of decision accuracy, analyze 
their features and describe their weaknesses for 
the online environments, and then we propose 
two definitions, which we have developed, that 
are likely to be more adequate for measuring 
decision accuracy in e-commerce environ-
ments. To eliminate the effect of a specific set of 
alternatives on the decision accuracy results, in 
the following definitions we assume that there 
is a set of N different MADPs to be solved by 
a given consumer decision support system that 
implements a particular decision strategy S. The 
accuracy will be measured in average among all 
those MADPs.

Accuracy Measured by Selection of 
Nondominated Alternatives

This definition comes from Grether and Wilde 
(1983). After adapting it to decision making with 
the help of a computer system, this definition says 
that a solution given by CDSS is correct if and 
only if it is non-dominated by other alternatives. 
So the decision accuracy can be measured by the 
numbers of solutions which are Pareto optimal 
(i.e., not dominated by other alternatives, see 
also Viappiani, Faltings, Schickel-Zuber, & Pu, 
2005). We use Oi

S to represent the optimal solution 
given by the CDSS with strategy S when solv-
ing MADPi(1≤i≤N). The accuracy of selection of 
nondominated alternatives AccNDA(S) is defined 
as the following:
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According to this definition, it is easy to see that 
a system employing the WADD strategy has 100% 
accuracy because all the solutions given by WADD 
are Pareto optimal. Also, this definition of accuracy 
measurement is effective only when the system 
contains some dominated alternatives, otherwise 
the accuracy of the system is always 100%.

This definition of accuracy can distinguish the 
errors caused by choosing dominated alternatives 
of the decision problems. However, measuring 
decision accuracy using this method is limited 
in e-commerce environments. In an efficient 
market, it is unlikely that the consumer products 
or business deals are dominated or dominating. 
That is, it is unlikely an apartment would be both 
spacious and less expensive compared to other 
available ones. We believe that although this 
definition is useful, it is not helpful to distinguish 
various CDSSs in terms of how good they are for 
supporting users to select the best choice (not just 
the nondominated ones).

Accuracy Measured by Utility Values

This definition of measuring accuracy was used in 
the classical effort-accuracy framework (Payne et 
al., 1993). Since no risk or uncertainty is involved 
in the MADPs, the expected value of an alternative 
is equivalent to the utility value of each alternative. 
The utility value of each alternative is assumed 
to be in the weight additive form. Formally, this 
accuracy definition can be represented as:
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where V(Oi
S) is the value function given by the 

WADD strategy in MADPi. In this definition, a 
system employing the WADD strategy is also 
100% accurate because it always gives out the 
solution with the maximal utility value.

One advantage of this measure of accuracy 
is that it can indicate not only that an error has 
occurred, but also the severity of the error of 
the decision making.  For instance, a system 
achieving 90% accuracy indicates that an average 
consumer is expected to choose an item that is 
10% less valuable from the best-possible option. 
While this definition is useful for choosing a set 
of courses to take for achieving a particular career 
objective, it is not most suitable in e-commerce 
environments. Imagine that someone has chosen 
and purchased a digital camera. Two months later, 
she discovers that the camera that her colleague 
has bought was really the one she wanted. She 
did not see the desired camera, not because the 
online store did not have it, but because it was dif-
ficult to find and compare items on the particular 
e-commerce Web site. Even though the camera 
that she bought satisfied some of her needs, she 
is still likely to feel a great sense of regret, if not 
outright disappointment. Her likelihood of return-
ing to that Web site is in question. Given that bad 
choices can cause great emotional burdens (Luce, 
Payne, & Bettman, 1999), we have developed the 
following definition of decision accuracy. 

Accuracy Measured by Selection of 
Target Choice

In our earlier work(Pu & Chen, 2005), we defined 
decision accuracy as measured by the percentage 
of users who have chosen the right option using 
a particular decision support system. We call 
that option the target choice. In empirical stud-
ies with real users, we first asked users to choose 
a product with the consumer decision support 
system, and then we revealed the entire database 
to them in order to determine the target choice. 
If the product recommended by the consumer 
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decision support system was consistent with the 
target choice, we said that the user had made an 
accurate decision. 

In simulation environment, we take the WADD 
strategy as the baseline. That is, we assume the 
solution given by WADD is the user’s final most-
preferred choice. For another given strategy S, if 
the solution Oi

S is the same as the one determined 
by WADD, then we count it as one hit (this 
definition is called the hit ratio). The accuracy is 
measured statistically by the ratio of hit numbers 
to the total number of decision problems: 
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This measure of decision accuracy is ideally 
consistent with the consumers’ attitude towards 
the decision results. However, by this definition, 
it is assumed that the consumer decision support 
system only recommends one product to the 
consumer each time.  In reality, the system may 
show a list of possible products to the consumer, 
and the order of the product list is also important 
to the consumer: the products displayed at the 
top of the list are more likely to be selected by 
the consumer. Therefore, we have developed the 
following definition to take into account that a 
list of products is displayed, rather than a single 
product.

Accuracy Measured by Selection of 
Target Choice Among K-best Items

Here we propose measuring the accuracy of the 
system according to the ranking orders of the K-
best products it displays. This is an extension of 

the previous definition of accuracy. For a given 
MADPi, instead of using strategy S to choose a 
single optimal solution, we can use it to generate 
a list of solutions with ranking order Li

S = {Oi
S,1, 

Oi
S,2, …, Oi

S,K}, where Oi
S,1 is the most-preferred 

solution according to the strategy S, and Oi
S,2 is 

the second-preferred solution, and so on. The first 
K-best solutions consist of the solution list.  If the 
user’s final choice (which is assumed to be given 
by the WADD strategy Oi

WADD) is in the list, we 
assign a rank value to the list according to the 
position of Oi

WADD in the list.  Formally, we define 
this accuracy of choosing K-best items as:
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According to this definition, the WADD 
strategy still achieves 100% accuracy and is used 
as the baseline. A special case of this accuracy 
definition is that when K=1, it degenerates to the 
previous definition of hit ratio. In the simulation 
experimental results that we will show shortly, 
we have set K to 5.

In practice, it is required to eliminate the effect 
of random decision, and we expect that the strategy 
of random choice (selecting an alternative ran-
domly from the alternative set, denoted as RAND 
strategy) could only produce zero accuracy. By 
doing so, we define the relative accuracy of the 
consumer decision support system with strategy 
S according to different definitions as:

( ) ( )( ) ,
1 ( )
Z Z

Z
Z

Acc S Acc RANDRA S
Acc RAND
−

=
−

 (5)

where 

Z= NDA, UV, HR, or HR_in_Kbest.
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For example, RAHR(LEX) denotes the relative 
accuracy of the LEX strategy under the accuracy 
measure definitions of hit ratio.

From the previous definitions, we can see that 
each definition represents one aspect of the ac-
curacy of the decision strategies. We think that 
the definitions of hit ratio and K-best items are 
more suitable to measure the accuracy of various 
consumer decision support systems, particularly 
in e-commerce environments. In the sixth section, 
we will study the performance of various deci-
sion strategies with these accuracy measurement 
definitions.

measuring elicitation effort

In computer-aided decision environments, a 
considerable amount of decision effort goes into 
preference elicitation since people need to “tell” 
their preferences explicitly to the computer system. 
So far, no formal method has been given to mea-
sure the preference elicitation effort. An elicitation 
process can be decomposed into a series of basic 
interactions between the user and the computer, 
such as selecting an option from a list, filling in 
a blank, answering a question, and so forth. We 
call these basic interaction actions elementary 
elicitation processes (EEPs). In our analysis, we 
define the set of EEPs as follows: (1) SELECT: 
select an item from a menu or a dropdown list, 
(2) FILLIN: fill in a value to an edit box, (3) 
ANSWER: answer a basic question, (4) CLICK: 
click a button to execute an action.4

It is obvious that different EEPs require dif-
ferent elicitation effort (for instance, the EEP of 
one CLICK would be much easier than an EEP 
of FILLIN a weight value for a given attribute). 
For the sake of simplification, we currently as-
sume that each EEP requires an equal amount of 
effort from the user. Therefore, given a specific 
decision approach, elicitation effort is measured 
by the total amount of EEPs it may require.

This elicitation effort is a new factor for the 
online environment. The main difference between 

cognitive effort and elicitation effort lies in the 
fact that cognitive effort is a description of the 
mental activities in processing information, while 
the elicitation effort is about the interaction effort 
between the decision maker and the computer 
system through predesigned user interfaces. Even 
though the decision makers already have clear 
preferences in their mind, they must still state 
their preferences in a way that the computer can 
“understand.” With the help of computer systems, 
the decision maker is able to reduce the cognitive 
effort by compensating with a certain degree of 
elicitation effort.

Let us consider a simple decision problem with 
three attributes and four alternatives. When com-
puter support is not provided, the cognitive effort 
of solving this problem by the WADD strategy 
will be 24 READS, 8 ADDS, 12 PRODUCTS, 3 
COMPARES, and 1 CHOOSE. The total number 
of EIPs is therefore 48.5

 However, with the aid of a computer system, 
the decision maker could get the same result by 
spending two units of elicitation effort (FILLIN 
the weight value of first two attributes) and one unit 
of cognitive effort (CHOOSE the final result).

Analysis of cognitive and elicitation 
effort

With the support of computer systems, the cogni-
tive effort for WADD, as well as the basic heu-
ristic strategies, is quite low. The decision maker 
inputs his or her preferences, and the decision 
support system executes that strategy and shows 
the proposed product. Then the decision maker 
chooses this product and the decision process is 
ended. Thus, the cognitive effort is equal to one 
EIP: CHOOSE the final alternative and exit the 
process. For the C4 strategy, the cognitive effort 
of solving an MADP with n attributes and m alter-
natives is equal to that of solving a problem with 
n attributes and 4 alternatives in the traditional 
situation, the cognitive effort of which has been 
studied in (Payne et al., 1993).
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According to their definitions, various decision 
strategies require that preferences with different 
parameters be elicited. For example, in the WADD 
strategy, the component value function and the 
weight for each attribute must be obtained, while 
for the EBA strategy, the importance order and 
cutoff value for each attribute are required. The 
required parameters for each strategy are shown 
in Table 1.

For each parameter in the aforementioned 
strategies, a certain amount of elicitation effort 
is required. This elicitation effort may vary with 
different implementations of the user interface. 
For example, to elicit the weight value of an attri-
bute, the user can just FILLIN the value to an edit 
box, or the user can ANSWER several questions 
to approximate the weight value. In our analysis 
and the following simulation experiments, we 
follow the at least rule: the elicitation effort is 
determined by the least number of EEP(s). In the 
above example, the elicitation effort for obtaining 
a weight value is measured as 1 EEP.

sImuLAtIon resuLts

In this section, we report our experimental results 
of the performance of various consumer decision 
support systems under the simulation environ-

ment that was introduced earlier. To simplify 
the experiments, we only evaluate those CDSSs 
built on the decision strategies listed in Table 1. 
Without loss of generality, we will also use the 
term decision strategy to represent the CDSS 
built on that decision strategy. 

For each CDSS, we first simulate a large va-
riety of MADPs, and then run the corresponding 
decision strategy on the computer to generate 
the decision results. Then the elicitation effort 
and decision accuracy are calculated according 
to the extended effort-accuracy framework. For 
each MADP, its domain values for a given attri-
bute are determined randomly: the lower bound 
of each attribute is set to 0, and the upper bound 
is determined randomly from the range of 2 to 
100. Formally speaking, for each attribute Xi, we 
define Di = [0,zi] where zi ∈	[2,100]. 

As shown in Table 1, each decision strategy 
(except MCD) requires the elicitation of some 
specific parameters such as attribute weights or 
cutoff values to represent the user’s preferences. 
To simulate the component value functions re-
quired by the WADD strategy, we assume that 
the component value function for each attribute 
is approximated by three midvalue points, which 
are randomly generated.6 Thus, each component 
value function requires three units of EEPs. Other 
required parameters, such as the weight and 
cutoff value (each requires one unit of EEP) for 
each attribute are also simulated by the random 
generation process. The order of importance is 
determined by the weight order of the attributes 
for consistency.

In our simulation experiments, the WADD 
strategy is appointed as the baseline strategy, 
and the relative accuracy of a strategy is calcu-
lated according to equation (5). The elicitation 
effort is measured in terms of the total number 
of EEPs required by the specific strategy, and 
the cognitive effort is measured by the required 
units of EIPs. Since the relationship between 
accuracy and cognitive effort has already been 
studied and analyzed by Payne et al. (1993), in 

Table 1. Elicitation effort analysis of decision 
strategies 

Strategy Parameters required to be elicited

WADD Weights, component value functions

EQW Component value functions

EBA Importance order, cutoff values

MCD None

SAT Cutoff values

LEX Importance order

FRQ Cutoff values for good and bad features

C4 Cutoff values, importance order
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this section, we only focus on the performance of 
each strategy in terms of decision accuracy and 
elicitation effort.

Figure 2 shows the changes in relative ac-
curacy with four different accuracy measure 
definitions for the listed decision strategies as 
the number of attributes increases in the case 
that each MADP has 1,000 alternatives. In all 
cases, the WADD is the baseline strategy; thus 
it achieves 100% accuracy. When measured 
by the selection of nondominated alternatives 
(RANDA), the relative accuracy of each heuristic 
strategy increases as the number of alternatives 
increases. This is mainly because the alternatives 

are more likely to be Pareto optimal when more 
attributes are involved. Furthermore, the RANDA 
of all strategies could achieve 100% accuracy 
when the attributes number is 20 or 25. This 
shows that the RANDA is not able to distinguish 
the decision errors occurred with the heuristic 
strategies in the simulated environment. When 
the accuracy is measured under the definitions of 
RAUV, RAHR and RAHR_in_Kbest, the EQW strategy 
achieves the highest accuracy besides the baseline 
WADD strategy, and the SAT strategy has the 
lowest relative accuracy. The four basic heuristic 
strategies EBA, MCD, LEX, and FRQ are in the 
middle-level range. The LEX strategy, which has 

Figure 2. The relative accuracy of various decision strategies when solving MADPs with different number 
of attributes, where m(number of alternatives) = 1,000
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been widely adopted in many consumer decision 
support systems, is the least accurate strategy 
among the EBA, FRQ, and MCD strategies when 
there are over 10 attributes. When the accuracy 
is measured by RAUV, the EQW strategy could 
gain over 90% relative accuracy, while it could 
only achieve less than 50% relative accuracy 
when measured by RAHR. This comparison gen-
erally suggests that most of the decision results 
given by EQW strategy may be very close to a 
user’s target choice (which is determined by the 
WADD strategy), but are not identical. Also, in 
all cases, the accuracy measured by RAHR_in_Kbest 
(where K=5 in the experiment) is always higher 

than that measured by RAHR (which is a special 
case of RAHR_in_Kbest when K=1). This shows that 
under this definition, the possibility of containing 
the final target choice in a K-item list is higher 
when K is larger. Of particular interest is that the 
proposed C4 strategy, which is a combination of 
the four basic strategies, could achieve a much 
higher accuracy than any of them alone. For 
instance, when there are 10 attributes and 1,000 
alternatives in the MADPs, the relative accuracy 
of C4 strategy could exceed the average accuracy 
of the four basic strategies by over 27% when the 
definition of RAHR_in_Kbest  is adopted.

Figure 3. The relative accuracy of various decision strategies when solving MADPs with a different 
number of alternatives, where n(number of attributes) = 10
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Figure 3 shows the relationship between rela-
tive accuracy and the number of alternatives (or 
the number of available products in a catalog) for 
the listed decision strategies. When the accuracy 
is measured by the selection of nondominated al-
ternatives (RANDA), all strategies except SAT could 
gain nearly 100% of relative accuracy without a 
significant difference. This generally shows that 
the RANDA is not a good definition of accuracy mea-
surement in the simulated environment. When the 
accuracy is measured by the utility values (RAUV), 
the accuracy of the heuristic strategies remains 
stable as the number of alternatives increases. With 
the definitions of hit ratio (RAHR) and hit ratio in 
K-best items (RAHR_in_Kbest), however, the heuristic 
strategies strongly descend into a lower range 
of accuracies as the size of a catalog increases.  
This corresponds to the fact that consumers have 
increasing difficulties finding the best product as 
the number of alternatives in the catalog increases. 
The C4 strategy, though its accuracy decreases 
when the number of alternatives increases, could 
still maintain a considerably higher relative accu-
racy than that of the EBA, MCD, LEX, and FRQ 
strategies when using the accuracy definition of 
RAHR and RAHR_in_Kbest.

The effect of the number of attributes on 
elicitation effort for each strategy is shown in 
Figure 4. As we can see, the elicitation effort of 
the heuristic strategies increases much slower 
than that of the WADD strategy as the number 
of attributes increases. For instance, when the 
number of attributes is 20, the elicitation effort 
of the FRQ strategy is only about 25% of that of 
WADD strategy. The FRQ and SAT strategies 
require the same level of elicitation effort, since 
both of them require the decision maker to input 
a cutoff value for each attribute. Except the MCD 
strategy, which requires no elicitation effort in the 
simulation environment, the LEX strategy is the 
one that requires the least elicitation effort in all 
cases among the listed strategies. The combined 
C4 strategy, which could share preferences among 
its four underlying basic strategies, requires only 
a slightly higher elicitation effort than the EBA 
strategy.

Figure 5 shows the relationship between 
elicitation effort and the number of alternatives 
for each strategy. As the number of alternatives 
increases exponentially, the level of elicitation 
effort for WADD, EQW, MCD, SAT, and FRQ 
strategies remains unchanged. This shows that the 

Figure 4. The elicitation effort of various decision strategies when solving MADPs with a different 
number of attributes, where m(number of alternatives) = 1,000
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elicitation effort of these strategies is unrelated to 
the number of alternatives that a decision problem 
may have. For the LEX, EBA, and C4 strategies, 
the elicitation effort increases slowly as the num-
ber of alternatives increases. As a whole, Figure 
5 shows that the elicitation effort of the studied 
decision strategies is quite robust to the number 
of alternatives that a decision problem has.

A combined study from Figure 2 to Figure 
5 can lead to some interesting conclusions. For 
each category of MADPs, some decision strate-
gies, such as WADD and EQW, could gain rela-
tively high-decision accuracy with proportionally 
high-elicitation effort. Other decision strategies, 
especially C4, MCD, EBA, FRQ, and LEX, could 
achieve a reasonable level of accuracy with much 
lower elicitation effort compared to the baseline 
WADD strategy. Figure 6 illustrates the relation-
ship between elicitation effort and RAHR_in_Kbest for 
various strategies when solving different scales 
of decision problems. For the MADPs with 5 at-
tributes and 100 alternatives, the MCD strategy 

could achieve around 35% relative accuracy 
without any elicitation effort. The C4 strategy, 
in particular, could achieve over 70% relative ac-
curacy while only requiring about 45% elicitation 
effort compared to the WADD strategy.

For all the decision strategies we have studied 
here, we say that a decision strategy S is dominated 
if and only if there is another strategy S’ that has 
higher relative accuracy and lower cognitive and 
elicitation effort than S in the decision problem. 
Figure 6 shows that when the MADPs have 10 at-
tributes and 1,000 alternatives, the WADD, EQW, 
C4, and MCD are nondominated approaches. 
However, for a smaller scale of MADPs (5 at-
tributes and 100 alternatives), only the WADD, 
C4, and MCD strategies have the possibility of 
being the optimal strategy. This figure also shows 
that if the user’s goal is to make decisions as ac-
curately as possible, WADD is the best strategy 
among the listed strategies; while if the decision 
maker’s goal is to have reasonable accuracy with 
a certain elicitation effort, then the C4 strategy 
may be the best option.

Figure 5. The elicitation effort of various decision strategies when solving MADPs with a different 
number of alternatives, where n(number of attributes) = 10
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dIscussIon

The simulation results suggest that the tradeoff 
between decision accuracy and elicitation effort 
is the most important design consideration for 
inventing high-performance CDSSs. That is, 
while advanced tools are desirable, we must not 
ignore the effort that users are required to make 
when stating their preferences. 

To show how this framework can provide in-
sights to improve user interfaces for the existing 
CDSSs, we have demonstrated the evaluation of 
the simplest decision strategies: WADD, EQW, 
LEX, EBA, FRQ, MCD, and SAT (Payne et al., 
1993). The performance of these strategies was 
measured quantitatively in the proposed simula-
tion environment within the extended effort-ac-
curacy framework. Since the underlying decision 
strategy determines how a user interacts with a 
CDSS system (preference elicitation and result 
processing), the performance data allowed us to 
discover better decision strategies and eliminate 
suboptimal ones. In this sense, our work provides a 
new design method for developing user interfaces 
for consumer decision support systems.

For example, LEX is the underlying deci-
sion strategy used in the ranked list interface 

that many e-commerce Web sites employ (Pu & 
Kumar, 2004). However, our simulation results 
show that LEX produces relatively low-decision 
accuracy, especially as products become more 
complex. On the other hand, a hybrid decision 
strategy, C4, based on any combinations of LEX, 
EBA, MCD, and FRQ was found to be more ef-
fective. Combining LEX and EBA together, for 
example, we can derive an interface that looks 
like SmartClient. EBA (elimination by aspect) 
corresponds to eliciting constraints from users, 
and this feature was implemented as a constraint 
problem-solving engine in SmartClient (Torrens, 
Faltings, & Pu, 2002). After users have eliminated 
the product space by preference constraints, they 
can use the LEX strategy (ranked list) to further 
examine the remaining items. Even though this 
hybrid strategy does not include any interface 
features to perform trade-off navigation, the 
simulation results are still consistent with our 
earlier empirical work on evaluating CDSSs with 
real users (Pu & Chen, 2005; Pu & Kumar, 2004). 
That is, advanced tools such as SmartClient can 
achieve a higher accuracy while requiring users 
to expend slightly extra cognitive and elicitation 
effort than the basic strategies it contains.

Figure 6. Elicitation effort/relative accuracy trade-offs of various decision strategies
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The strongest implication of the simulation 
results is that we will be able to efficiently evaluate 
more-advanced tools and compare them in terms 
of effort and accuracy. Our plan for the future 
therefore includes evaluating SmartClient (Pu & 
Faltings, 2000) and its trade-off feature, FindMe 
(Burke et al., 1997), Dynamic Critiquing (Reilly 
et al., 2004), and Scoring Trees (Stolze, 2000), 
and comparing their strengths and weaknesses. 
We will also perform more simulations using 
different scales of K with the accuracy definition 
of RAHR_in_Kbest. Because K is the size of the result 
set displayed in each user interaction cycle, we 
hope to gain more understanding on the display 
strategy used for CDSSs.

Finally, we do emphasize that the simulation 
results need to be interpreted with some caution. 
First of all, the elicitation effort is measured by 
approximation. As mentioned earlier, we assumed 
that each EEP requires an equal amount of effort 
from the users. Currently, it is unknown whether 
this approximation would affect the simulation 
results largely. In addition, when measuring the 
decision accuracy, the WADD strategy is chosen 
as the baseline, assuming that it contains no error. 
However, this is not the case in reality. Moreover, 
as the MADPs in the simulation experiments 
are generated randomly, there is a potential gap 
between the simulated MADPs and the product 
catalog in real applications. We are currently ad-
dressing these limitations, and fine-tune some of 
the assumptions with real user behaviors.

concLusIon 

The acceptance of an e-commerce site by consum-
ers strongly depends on the quality of the tools it 
provides to help consumers reach a decision that 
makes them confident enough to purchase. Evalu-
ation of these consumer decision support tools on 
real users has made it difficult to compare their 
characteristics in a controlled environment, thus 
slowing down the optimization process of the 

interface design of such tools. In this paper, we 
described a simulation environment to evaluate 
the performance of CDSSs more efficiently. In this 
environment, we can simulate the underlying deci-
sion support approach of the system based on the 
consumers’ preferences and the product catalog 
information that the system may have. The deci-
sion results can then be evaluated quantitatively 
in terms of decision accuracy, elicitation effort, 
and cognitive effort described by the extended 
effort-accuracy framework. More importantly, we 
were able to discover new decision strategies that 
led to interface improvements of existing CDSSs. 
Even though this is the first step, we hope to be 
able to evaluate and design new user interfaces 
for high performance CDSSs, and forecast users’ 
acceptance of a new interface based on benefits 
such as effort and accuracy. 
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endnotes

1  Search tools and consumer decision support 
systems are two terms used interchangeably 
throughout this article although the latter is 
considered to be more advanced in terms of 
its implementation and interface features. 

2 It is also known as multicriteria decision 
making (MCDM) problem (Keeney & 
Raiffa, 1993). Our definition emphasizes 
on the term attribute, which is an objective 
aspect of products, not related to the decision 
maker’s preferences.

3 Though this assumption is obviously im-
precise, more studies by assigning different 
weighting of effort for the various EIPs show 
that the key relationships between the deci-

sion strategy and the decision environments 
were largely unchanged. See page 137 of 
Payne et al. (1993).

4 We assume that the actions are in their 
basic forms only. For example, the FILLIN 
operation is not allowed to elicit more than 
one value or even an expression. Otherwise 
a usability issue will arise.

5 The detail analysis is given at pages 80–81 
of Payne et al. (1993). This example assumes 
the values of all attributes are numeric and 
consistent with the decision maker’s prefer-
ences.

6 The procedure of assessing component value 
functions with midvalue points is introduced 
in page 120 of Keeney and Raiffa (1993).

This work was previously published in International Journal of E-Business Research, Vol. 2, Issue 3, edited by I. Lee, pp. 28-45, 
copyright 2006 by IGI Publishing, formerly known as Idea Group Publishing (an imprint of IGI Global).
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AbstrAct

E-business processes are implemented through 
existing, as well as novel technologies. This book 
chapter focuses on the field of electronic markets 
(e-markets), and studies the technologies and solu-
tions that are applied and proposed in this field. In 
particular, the chapter reviews e-market literature 
in order to identify which are the technological 
trends that have appeared in the e-markets field 
during the last decade. A conceptual model that 
allows for the classification of e-market research 
literature according to a number of technical top-
ics is first introduced. Then, e-market literature 
is reviewed, and the technologies that seem to be 
attracting more research attention are identified. 
Representative contributions are discussed, and 
directions for future research are indicated. The 
overall aim of this chapter is to provide a blueprint 
of the literature related to e-business technologies 
for e-markets.

IntroductIon

According to the 2005 report of the United Na-
tions Conference on Trade and Development 
(UNCTAD, 2005), e-commerce continues to grow 
in all sectors. In the United States (the largest 
e-commerce market), e-commerce is still most 
prominent in manufacturing and wholesale trade, 
but on the other hand, growth rates are highest 
in retail trade (B2C) and services. In the United 
States, the largest global e-commerce market, e-
commerce sales have continuously grown during 
the last years. With a growth rate (24.7%) signifi-
cantly higher than for total retail trade (4.3%), the 
share of e-commerce in total retail trade is also 
growing. The latest available figures indicate 
that its share has more than doubled (UNCTAD, 
2005). Eurostat data (http://epp.eurostat.cec.
eu.int/) show that for the European Union (EU), 
e-commerce sales over the Internet increased from 
0.9% in 2002 to 2.2% in 2004. Compilations by 
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the OECD suggest that online sales represent a 
small but growing share of total sales in most EU 
member countries, and that there is solid growth 
in B2C e-commerce (OECD, 2004).

As a result, numerous electronic markets (e-
markets) are continuously being deployed. For 
instance, the European Observatory of e-Markets 
eMarketServices (http://www.emarketservices.
com) has listed, until January 2006, about 905 e-
markets from various business sectors. E-markets 
aim to facilitate information exchange and support 
activities related to business process management 
and transactions. They are characterized by a 
frictionless and very low-cost flow of informa-
tion between buyers and sellers. Moreover, they 
allow sellers to reach a wider consumer base, 
and buyers to have access to a large number of 
sellers. E-markets are therefore expected to cre-
ate economic value for buyers, sellers, market 
intermediaries, and for society as a whole (Bakos, 
1998; Grieger, 2003). 

In e-markets, proposed technologies and so-
lutions vary from simple online catalogues that 
provide more information about products to in-
terested customers, to sophisticated collaborative 
project management and supply-chain-manage-
ment environments (Dai & Kauffman, 2002b). 
They address various technical topics, such as 
architectures, interoperability, services, protocols, 
data management, and networking. Nevertheless, 
there has not been, so far, a comprehensive over-
view of the technologies proposed, the dimensions 
addressed, or the solutions tested. This chapter 
aims to cover this aspect by providing a blueprint 
of research literature and e-business technologies 
for e-markets.

An attempt to review and classify published 
research in this field can be an interesting and 
useful contribution to e-business researchers, 
managers, and practitioners/implementers. It can 
answer questions such as the following: which 
technical topics attract more attention in the field 
of e-markets? What are the proposed technologies 
and solutions? What are possible future direc-

tions of their development? Within this context, 
the aim of this chapter is to provide an overview 
of recent technological contributions in the field 
of e-markets. More specifically, it reports results 
from a study of e-market research that has been 
published during the past decade in scientific 
journals. The results provide interesting insight 
about the technologies for e-business processes in 
e-market environments, and outline implications 
for practice and research.

The chapter is structured as follows. The 
“Background” section provides some background 
on e-markets, as well as an overview of relevant 
studies. “Methodology” presents the methodology 
followed in order to identify and classify e-mar-
ket literature around technical topics. “Results” 
presents and discusses the results of the classifi-
cation and reviews representative contributions. 
Finally, “Conclusion” provides the conclusions 
of this study and outlines some implications for 
related research.

bAckground

e-markets

In the influential paper of Malone, Yates, and 
Benjamin (1987), e-markets have been defined 
according to the traditional market paradigm: 
structures that coordinate the flow of materials 
or services, through supply and demand forces, 
as well as through external transactions between 
different individuals and firms. Market forces 
determine the design, price, quantity, and target 
delivery schedule for a given product, which will 
serve as input into another process. The buyer of 
the good or service compares its many possible 
sources, and makes a choice based on the best 
combination of these attributes. Another prevail-
ing definition, which has a more technological 
focus, was given by Bakos (1991): an electronic 
marketplace (or electronic market system) is 
an interorganizational information system that 
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allows the participating buyers and sellers to 
exchange information about prices and product 
offerings. As Bakos (1991) notes, this definition of 
e-markets has a narrower, system-oriented focus 
in comparison to the more general definition of 
Malone et al. (1987), which refers to an e-market 
as a governance mechanism. As Internet became 
more and more widespread, providing a cheap and 
easy way for market participants to communicate 
and exchange information, the term “e-markets” 
tended to concern the systems described by Bakos 
(1991). Thus, nowadays, an e-market can be con-
sidered as an information system that intends to 
provide market participants with online services 
that will facilitate information exchange between 
them, with the purpose of facilitating their busi-
ness transactions.

Thus, e-markets can support one or more 
phases of a transaction process, starting from 
information finding and ending with after-sales 
service support (Strader & Shaw, 1997). Differ-
ent types of e-markets have been identified in the 
literature. First of all, depending on the nature of 
transactions they support, e-markets can be clas-
sified according to the combination of parties they 
involve. Therefore, most of the existing e-markets 
can be classified as business-to-consumer (B2C), 
business-to-business (B2B), and consumer-to-
consumer (C2C) ones. Other, less popular, types 
also exist, such as government-to-consumer (G2C) 
and government-to-business (G2B) e-markets 
(Turban,, King, Lee, & Viehland., 2004).

Depending on their target audience, e-markets 
can be distinguished as buyer-oriented, seller-ori-
ented, or neutral (Grieger, 2003). Buyer-oriented 
e-markets mainly aggregate buyers, allowing 
them to also aggregate their expenditure, reduce 
administration costs, increase visibility, and fa-
cilitate global sourcing. Seller-oriented e-markets 
concentrate on bringing multiple sellers together 
into a central catalogue and product information 
repository, in order to allow them to achieve higher 
visibility and conduct trade with as many buyers 
as possible. Moreover, e-markets can be either 

characterized as vertical or horizontal (Grieger, 
2003). Horizontal e-markets cover the needs of a 
wider audience, offering a broad range of products 
or services that are related with this audience. On 
the other hand, vertical e-markets offer a class 
of products or services that aim to one or more 
particular industry sectors (Wellman, 2004). E-
markets can also be distinguished as open/public 
and closed/private ones (Grieger, 2003; Wellman, 
2004). Stanoevska-Slabeva (1999) identifies, as 
single or homogeneous e-markets, those that are 
developed by a single enterprise in order to support 
online distribution of the enterprises’ products. 
Similarly, multiple or heterogeneous e-markets 
are those where multiple enterprises participate. 
Other classifications have also been introduced 
in the literature. Grieger (2003) presents some of 
them: e-markets with fixed vs. variable pricing 
mechanisms; e-markets that support information 
exchange, negotiation, or settlement of after-sales 
respectively; e-markets that use an aggregation 
vs. a matching market mechanism; e-markets that 
support different business objectives (manufactur-
ing vs. operating inputs, and spot vs. systematic 
sourcing).

Literature reviews and case study 
surveys

One of the first papers reviewing the e-market 
field has been the one from Bakos (1991). It per-
formed a strategic analysis of e-markets based 
on economic models of search, and reviewed 
some characteristic applications that adopted 
principles from traditional markets theory, and 
implemented them in an electronic way. This 
analysis particularly focused on the services 
that its selected case studies offered, but did not 
provide much information about the technologies 
used in each case. In two other studies, Strader 
and Shaw (1997, 1999) analyzed the impact of 
e-markets from a transaction cost perspective, 
and referred to a number of e-market examples. 
A particular technology-related topic that they 
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identified is the use of widely accepted standards 
for the description of products and services in an 
electronic format, so that interoperability between 
different electronic markets can be accomplished. 
In a similar manner, an overview of the e-mar-
kets’ area was presented by Segev, Gebauer, and 
Faerber (1999). In this study, five representative 
examples of Internet-based e-markets were 
reviewed, and common elements and features 
were outlined. They discussed different policies 
for admitting new participants, various revenue 
models, quality of the product catalog, as well as 
services to support a transaction process. Again, 
the back-office technologies for these features are 
not discussed. In the study of Timmers (1998), a 
review of e-market business models was provided. 
The author described characteristic business 
models and referred to representative e-market 
examples implementing them, without analyzing 
the supporting technologies.

The paper of Smith, Bailey, and Brynjolfs-
son (1999) has been, to our knowledge, the first 
important overview and assessment of the area 
of online markets. It mainly addressed ways to 
measure efficiency in online markets, focused 
on potential sources of price dispersion, and 
introduced important developments to watch 
in e-markets. In this review, technology-related 
topics were not addressed. A very comprehensive 
literature review in the area of e-markets is the 
one of Grieger (2003) that focused on the supply 
chain dimension of e-markets. In this study, the 
author examined several e-markets, and classified 
them according to several dimensions. Technical 
dimensions were not used for this classification. 
Furthermore, Anandalingam, Day, and Raghavan 
(2005) presented an introductory survey of es-
sential literature on e-markets. Although several 
mechanisms and settings have been reviewed, 
the authors’ focus seemed to be more on auc-
tions. Therefore, aspects such as mechanisms to 
facilitate multi-item auctions or the winner de-
termination auction have been described. Finally, 
technical topics that concern e-markets have been 

partially covered in the context of the larger e-
commerce literature review from Kauffman and 
Walden (2001). This study analyzed e-commerce 
literature on several levels, including a technology 
one. It addressed several technical topics, such as 
agent technologies, network infrastructures, and 
structural standards.

There are also publications that focus on 
specific segments or industries of e-markets. The 
study by Kollmann (2000) has focused specifi-
cally on the sector of German-language online 
markets for used cars. It provided a business-
oriented evaluation tool for e-markets in the form 
of a competition analysis matrix, which did not 
include any technological characteristics. Rosson 
and Davis (2004) focus on Canadian e-markets, 
presenting a survey of 13 existing case studies. 
They discuss characteristics such as the e-market 
scope (vertical vs. horizontal) and type (sell-side, 
buy-side, etc.), but do not examine the technolo-
gies supporting the covered e-markets. In Dai 
and Kauffman (2002b), an analytic framework is 
used to study and classify business-to-business 
(B2B) e-markets. In their study, B2B e-markets 
are also analyzed from a technological perspec-
tive, according to the type of e-market functions 
their services support. Moreover, the role of 
some B2B e-markets as technology adapters is 
described, offering some insight to the technolo-
gies they offer to e-market participants that allow 
integration of e-commerce systems, provision of 
technological standards, and implementation of 
outsourced services. Holzmueller and Schluechter 
(2002) also focus on B2B marketplaces, for the 
country of Germany. They examine the future of 
German B2B e-markets using a Delphi survey 
from e-market experts, and they identify how 
these experts weight the importance of various 
services that a B2B e-market may offer (e.g., 
e-mail, EDI, online communication, search pos-
sibilities, etc.). In the study of Lenz, Zimmermann, 
and Heitmann (2002), a survey of 248 European 
B2B e-markets is carried out. They also examine 
various e-market services, classifying them into 
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wider categories (such as collaboration services, 
financial services, shopbots, negotiation, etc.), and 
examining their current status of development in 
the European e-markets. 

In general, previous studies either focus on the 
analysis of the literature, or provide a survey of e-
market case studies. Only one study (Holzmueller 
& Schluechter, 2002) was based on the opinion 
of e-market experts. This difference in employed 
methods has been also reflected in their results: 
the studies focusing more on proposed technolo-
gies for e-markets have been the ones based on 
surveys of existing case studies. On the contrary, 
e-market literature reviews generally adopted 
an economic or business perspective, neglecting 
the technology aspects. To our knowledge, there 
has not been, so far, an overview of e-market 
literature from the perspective of technology. In 
our opinion this is an important shortcoming, 
since new and innovative technologies are usu-
ally first proposed and tested in relevant research 
studies. Therefore, academic literature can be a 
valuable source for identifying which  technolo-
gies are proposed, which dimensions have been 
addressed, or which solutions have been tested 
in e-markets. We therefore decided to examine 
e-market literature of the last decade, in order to 
identify the most important technological trends 
in the field of e-markets.

methodoLogy

In order to classify e-market research papers 
that deal with technical topics, we reviewed rel-
evant classification frameworks. First of all, we 
reviewed e-commerce research classifications 
such as the ones of Kauffman and Walden (2001), 
Urbaczewski, Jessup, and Wheeler (2002), Ngai 
and Wat (2002), and Turban et al. (2004). We also 
considered the Information Systems research 
classifications of Liang and Chen (2003) and Or-
likowski and Iacono (2001). Finally, we examined 
the reference framework that has been engaged 

by the e-Commerce Working Group of the Eu-
ropean Standardization Committee CEN/ISSS to 
analyze and categorize e-commerce models and 
architectures (CEN, 2001). 

It has been concluded that the framework 
proposed by Urbaczewski et al. (2002) covers the 
generic e-market topics with the organizational, 
economic, technical, and other topic areas. In this 
light, these topic areas are used to specify our 
framework. The topics of each area have been ap-
propriately elaborated to cover the characteristics 
and particularities of the e-market research field. 
This process led to the development of an overall 
classification framework for e-market research, 
which is presented in Figure 1 and described in 
detail elsewhere (Manouselis, 2005). The focus of 
this chapter is on technical dimensions, therefore 
only the topics relevant with technical research 
have been selected from the framework. These 
technical topics have been identified in related 
classification frameworks, and were appropriately 
refined after the e-market literature review. Table 
1 further describes the topics in the technical 
research area. 

The proposed framework is used for classify-
ing the papers of an e-market literature review. 
The review is based on a study of publications in 
scientific journals with a long tradition, as well 
as journals specifically focusing on e-commerce 
that have appeared during the late 1990s. It has 
been carried out by examining 18 journals that 
were considered as well-accepted publication 
outlets for e-commerce research. Year 1995 was 
chosen as a starting date for our review, since 
our study revealed that e-market papers started 
appearing systematically in these journals from 
that year and forth.

The examined journals’ contents have been 
thoroughly reviewed in order to locate papers 
relevant to e-markets. More specifically, the 
papers that were initially identified, included 
in their title, abstract, keywords or full text one 
or more related keywords such as electronic or 
online “markets,” “marketplaces,” “auctions,” 
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Figure	1.	A	classification	framework	for	e-market	research
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Table 1. Technical research topics

Technical Research

Architecture Papers dealing with architectures for e-markets, including modeling e-markets as well as designing/developing 
infrastructures for e-markets.

Interoperability Papers that specifically address the interoperability issues of e-markets. Business process modeling (using a common 
language such as ebXML, 2005) or interoperable product catalogs are issues classified in this category.

Services Papers that specifically focus on services that e-markets offer.

Protocols / 
Algorithms

Papers presenting different protocols and algorithms implementing e-market mechanisms, such as value 
distribution ones.

Technologies
Papers discussing proposed technologies for e-markets, such as the use of Web services or XML, with data 
management models and techniques used specifically in e-market implementation, and with the network-level 
implementation of e-markets.

“exchanges,” “negotiations,” “trading,” “shop,” 
“mall,” and so forth. More than 400 papers have 
been initially collected in this way. We briefly 
examined each one of these papers in order to 
filter out those that were not directly relevant to 
the field of e-markets, or were considered too 
generic for the scope of our study. Finally, 248 
papers were identified as appropriate.

Figure 2 illustrates the journals covered in 
this study, ranked according to the number of 
identified e-market papers. The journal with 

the highest number of e-market papers is the 
Electronic Markets journal (50 papers). This was 
expected, since this journal focuses particularly 
on e-market topics. Second is Decision Support 
Systems, which has published 35 e-market related 
papers so far (including papers “In Press”). Other 
journals with a high number of e-market papers 
are International Journal of Electronic Com-
merce (27 papers), Communications of the ACM 
(22 papers), and Electronic Commerce Research 
& Applications (20 papers). Since several of the 
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specialized e-commerce journals have launched 
their operation after the Dot.com explosion of 
1999, newer journals (such as Electronic Com-
merce Research & Applications) might not 
have the opportunity to publish, so far, as many 
e-market papers as more traditional journals 
(such as Decision Support Systems). We further 
investigated this point by calculating the rate of 
e-market papers each journal has published per 
examined year. Figure 3 presents the ranking of 
journals according to this annual e-market pub-
lication rate. Again, Electronic Markets seems 
to be the journal publishing the highest number 
of e-market papers (about 8 papers per year). We 
note, though, that two relatively new e-commerce 
journals follow: these are Electronic Commerce 
Research & Applications (about 7 papers per 
year) and Electronic Commerce Research (about 4 
papers per year). Traditional journals also publish 
e-market research regularly. For instance, Deci-
sion Support Systems and International Journal 
of Electronic Commerce publish about 3 e-market 
papers per year.

It has to be noted that the coverage of our 
review had some limitations. In most cases, we 
collected all e-market papers that were published 
in the examined journals from 1995 to 2005. In 

two particular cases though, Electronic Markets 
and Information Systems Research, the review 
started from later years (1999 and 2002, respec-
tively) since we did not have full access to the 
older contents of the journals. In addition, there 
are some high quality journals (such as Journal 
of Organizational Computing and Electronic 
Commerce and Harvard Business Review) that we 
did not include in this review. The main reason 
is that at the time of this study, we did not have 
access to the journals’ full contents. Therefore, 
we could not exhaustively search all issues for 
published e-market papers. Additionally, focusing 
on journals that published primarily e-commerce 
research, we did not extend our review to other 
publications that may have included some papers 
about e-markets (such as economic journals). Nev-
ertheless, we consider the list of journals covered 
rather extensive: it includes 10 out of the 15 most 
appropriate journals for e-commerce research, and 
8 out of the 10 journals for e-commerce research 
with highest quality, according to the rankings 
provided by Bharati and Tarasewich (2002). Al-
though this review was not exhaustive, it serves 
as a comprehensive base for an understanding of 
e-market research.

Figure	2.	Distribution	of	identified	e-market	papers	per	examined	journal
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resuLts

Initially, we classified all 248 e-market papers in 
the four general topic areas that are described in 
Figure 1. The result of this initial classification is 
presented in Figure 4. This figure indicates that 
the highest percentage of examined publications 
belongs to the Economic and the Technical areas 
(35% and 30% of the total respectively). Organi-
zational Research also attracts important research 
interest, since 21% of the published papers cover 
this area. Finally, about 14% of e-market papers 

cover Other Research topics. In this chapter, we 
focus on the 28% of e-market papers (that is, 118 
papers) that mainly focus on technical topics.

Figure 5 presents the distribution of these 118 
papers according to the topics in the Technical 
topic area. It is interesting to note that Archi-
tectures (with 39% of total Technical Research 
papers) and Protocols/Algorithms (with 32.2%) 
monopolize this e-market research area. Topics 
such as Interoperability (which is identified as a 
key issue from e-commerce experts, as discovered 
by Dai & Kauffman, 2002a) and Technologies 

Figure 3. Estimated annual rate of e-market papers per examined journal
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have been slightly covered. Nevertheless, this can 
be due to the fact that such papers are published 
in journals other than the ones examined, as well 
as the fact that low-level technical solutions are 
usually covering all e-commerce fields and not 
e-markets in particular. Finally, e-market Ser-
vices seem to be attracting an important degree 
of attention: about 16.1% of Technical Research 
papers are about Services.

Figure 6 presents the classification of papers 
covering technical topics per journal examined. 
The majority of the papers in Decision Support 
Systems (20 out of the 35 e-market papers that are 
published in this journal), Electronic Markets (20 
out of the 50 papers), Electronic Commerce Re-
search & Applications (16 out of the 20 papers), and 
International Journal of Electronic Commerce (15 
out of the 27 papers), are around technical topics. 
In the following paragraphs, we review the open 
issues around each technical topic, as well as the 
representative publications.

Architecture

The technical topic of architecture refers to 
approaches for modeling and developing of e-
market architectures. In particular, it concerns 
the design and development of e-market models, 

such as conceptual models and frameworks for 
e-markets, models for negotiation mechanisms in 
e-markets, as well as metamodels for the analysis 
or classification of e-market components. Ad-
ditionally, it concerns the design, specification, 
and implementation of e-market infrastructures, 
such as the design of e-market applications, e-
market simulators, and e-market tools (matching 
mechanisms, product catalogs, recommendation 
services, etc.). These major issues are presented 
in Table 2. The most important contributions and 
representative references are also reported.

There are several studies in the e-market 
literature reporting contributions in the areas 
presented. First of all, there are contributions 
presenting conceptual models or frameworks that 
represent e-market architectural elements. Such 
is the work of Wang (1997), Kain et al. (1999), 
Brandtweiner and Scharl (1999), Baghdadi (2004), 
Wicke (1999), Gomber and Maurer (2004), and 
Blecker et al. (2004). Models or frameworks for 
particular types of markets also exist, such as the 
ones proposed for secure e-markets from Roehm 
and Pernul (2000), Mandry et al. (2001), and 
Jaiswal et al. (2004). Apart from viewing e-market 
architectures in total, such contributions can also 
focus on architectures of e-market modules. For 
example, negotiation mechanism architectures 

Figure 6. Publications related to the technical area, per journal
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Table 2. Issues, contributions, and representative references in the topic of architecture

Issues Contributions Representative References

Models

E-market conceptual models  
and frameworks

Baghdadi, 2004; Blecker, Abdelkafi, Kreutler, & Kaluza., 2004; Brandtweiner 
& Scharl, 1999; Gomber & Maurer, 2004; Jaiswal, Kim, & Gini., 2004; Kain, 
Aparicio, & Singh, 1999; Mandry, Pernul, & Roehm, 2001; Roehm & Pernul, 
2000; Wang, 1997; Wicke, 1999 

Designing e-market models Fontoura, Ionescu, & Minsky, 2005; Geyer, Kuhn, & Schmid, 1997; Hamalainen, 
Whinston, & Vishik, 1996; Mullen & Breese, 2000

E-market negotiation  
mechanisms models Chiu, Cheung, Hung, Chiu, & Chung, in press; Srivastava & Mohapatra, 2003

E-market metamodels Bhargarva, Krishnon, & Mueller, 1997; Lindemann & Schmid, 1999

Infrastructure

Infrastructure design of  
e-market applications 

Collins, Ketter, & Gini, 2002; Fan, Stallaert, & Whinston, 1999; Gates & Nissen, 
2001; Harrison & Andrusiewicz, 2004; Jannsen & Sol, 2000; Kaihara, 2003; 
Karacapilidis & Moraitis, 2000; Karacapilidis & Moraitis, 2001; Liu, Wang, & 
Teng, 2000; Maamar, Dorion, & Daible, 2001; Teich, Wallenius, Wallenius, & 
Zaitsev, 1999b; Wang, Tan, & Ren, 2004

Simulators of e-markets DiMicco, Maes, & Greenwald, 2003; Kearns & Ortiz, 2003; Praca, Ramos, Vale, 
& Cordeiro, 2003; Zimmerman, Thomas, Gan, & Murillo-Sanchez, 1999

Infrastructure for automated 
matching mechanisms in e-markets

Chkaiban & Sonderby, 2000; Dumas, Benatallah, Russel, & Spork, 2004; Ha & 
Park, 2001; Lin & Chang, 2001

Infrastructure for  
 virtual field experiments Kim, Barua, & Whinston, 2002

Infrastructure for mediating  
product catalogs Lincke & Schmid, 1998

Auction decision  
support system infrastructure Gregg & Walczak, in press

Infrastructure for  
 mobile e-market services Kwon, in press

Infrastructure for  
supply chain e-markets Gerber & Klusch, 2002; Gerber, Russ, & Klusch, 2003

E-market recommendation  
service infrastructure Ha, 2002

can be found modeled in a conceptual way (Chiu 
et al., in press; Srivastava & Mohapatra, 2003). 
Other contributions include papers regarding the 
design of e-market architectures (Fontoura et al., 
2005; Geyer et al., 1997; Hamalainen et al., 1996; 
Mullen & Breese, 2000). An important strand of 
related work concerns proposed metamodels for 
describing, analysing, and/or specifying e-mar-
kets. Characteristic examples are the papers of 
Bhargarva et al. (Bhargava, Krishnan, & Muel-
ler,1997) and Lindemann and Schmid (1999).

Another dimension of the e-market architec-
tures area concerns contributions about archi-
tectures that are implemented through proposed 

infrastructures. The most common case is papers 
presenting the architecture of implemented e-mar-
kets (Collins et al., 2002; Fan et al., 1999; Gates 
& Nissen, 2001; Harrison & Andrusiewicz, 2004; 
Jannsen & Sol, 2000; Kaihara, 2003; Karacapilidis 
& Moraitis, 2000; Karacapilidis & Moraitis, 2001; 
Liu et al., 2000; Maamar et al., 2001; Teich et al., 
1999b; Wang et al., 2004). Other infrastructure 
implementations are also presented, including 
automated matching mechanisms (Chkaiban & 
Sonderby, 2000; Dumas et al., 2004; Ha & Park, 
2001; Lin & Chang, 2001) as well as other spe-
cial types of e-market infrastructures. Examples 
include: 
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• The e-market infrastructure for virtual field 
experiments of Kim et al. (2002)

• The infrastructure for mediating e-market 
catalogs of Lincke and Schmid (1998)

• The infrastructure of an auction decision 
support system presented by Gregg and 
Walczak (in press)

• The infrastructure for an e-market with mo-
bile services described by Kwon (in press)

• The infrastructure for supply chain man-
agement e-markets that Gerber and Klusch 
(2002) and Gerber et al. (2003) implemented 
for trading timber

• The infrastructure for e-market recommen-
dation services that Ha (2002) describes

A class of such contributions with particular 
interest are e-market simulators. These are in-
frastructures that allow for simulating e-market 
participants behaviours in different application 
domains, such as electric power markets (Praca 
et al., 2003; Zimmerman et al., 1999), financial 
markets (Kearns & Ortiz, 2003), and simulators 
for studying dynamic pricing strategies in markets 
(DiMicco et al., 2003).

From the review of these contributions, it can 
be concluded that research in the topic area of 
e-market architectures has particularly focused 
on ways of modelling and metamodelling e-mar-
kets, as well as in studying the development of 
various infrastructures related to e-market serv-
ices. Modelling e-markets can greatly facilitate 
their analysis and implementation; therefore, 
additional focus should be given on the use of 
software-related tools, such as the Unified Mod-
elling Language (UML), and their combination 
with widely accepted software development 
approaches, such as the rational unified process 
(RUP), in order to provide e-market developers 
with formal tools for the specification of e-market 
architecture,  that can be reused in more than one 
implementation. In addition, metamodelling of 
e-markets can help in the identification of their 
most important components and characteristics, 

contributing, for instance, to their development 
and description as independent components or 
services; for example, according to the emerging 
paradigm of Web services (Beneventano, Guerra, 
Magnani, & Vincini, 2004). Another dimension 
is the use of the e-market metamodels in order 
to facilitate the users’ access to e-markets; for 
example, by developing Internet-based directories 
or online recommendation services for e-markets 
(Manouselis & Costopoulou, 2005a; Manouselis 
& Costopoulou, 2005b).

InteroPerAbILIty

Interoperability refers to the ability of different 
systems to interoperate, that is, to cooperate and 
exchange information in preagreed, well-defined 
formats. In e-market literature, interoperability 
concerns various issues, such as the exchange of 
business documents in a format that different sys-
tems may understand, the description of products 
in electronic catalogs in an interoperable manner, 
the use of appropriate technical markup languages 
such as XML, and the definition of appropriate 
semantics, as well as the exchange of interoper-
able messages between systems. These topics, the 
most important contributions, and representative 
references are presented in Table 3.

There are a few studies in the e-market 
literature concerning interoperability issues 
in e-markets. Such papers cover issues such 
as interoperable business document exchange 
(Glushko et al., 1999), e-catalog and product de-
scription/classification interoperability (Baron et 
al., 2000; Beneventano et al., 2004; Fensel et al., 
2001), XML language use and semantics (Smith 
& Poulter, 1999), and communication/messages 
semantic interoperability (Vaishnavi & Kuechler, 
2003). 

Interoperability is an issue of extreme impor-
tance in e-business, and extended work is carried 
out in standardization bodies and specification 
groups, such as the European Committee for 
Standardization CEN (CEN, 2001). More work 
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is required in the field of e-markets, in order to 
facilitate the reusability of e-business information 
from different systems, as well as the communica-
tion among different systems and technologies. 
The range of topics includes electronic data in-
terchange (e.g., the Open-EDI reference model 
ISO/IEC 14662), classification of products (e.g., the 
UN/CEFACT UNSPSC product and services clas-
sification, http://www.unspsc.org/), multilingual 
electronic catalogues (e.g., BMEcat, http://www.
bmecat.org/), e-invoicing (e.g., CEN/ISSS, 2003a), 
and description of core business processes and 
messages (e.g., ebXML bpPROC, 2001). 

technoLogIes

This topic refers to particularly applied technolo-
gies, as well as issues relevant to networking and 
data management in e-markets. It concerns the 
study of technologies such as agent technologies, 

particular implementations of e-markets, human 
computer interaction (HCI) issues in e-markets, 
and networking issues. These issues, the most 
important contributions, and representative refer-
ences are presented in Table 4.

There are several studies in the e-market 
literature reporting contributions in these areas. 
First of all, there are contributions presenting the 
application of technologies related with agents in 
e-markets. Such contributions include reviews 
of agent technologies in e-markets (Gregg & 
Walczak, 2003; Maes, 1999; Maes, Guttman, & 
Moukas, 1999) and studies of e-markets that are 
enabled from using agent technologies (Crowston 
& MacInnes, 2001). Other contributions deal 
with details of implementing particular techni-
cal solutions, such as the specifications of the 
eCo initiative for business documents exchange 
(Glushko et al., 1999) and the HealthTex extranet 
implementation (Angeles, 2001). Moreover, there 
are contributions dealing with interactivity tech-

Issues Contributions Representative References

Interoperability

Interoperable business  
document exchange Glushko, Tenenbaum, & Meltzer., 1999

E-catalog and product description/
classification interoperability

Baron, Shaw, & Bailey, 2000; Beneventano et al., 2004; Fensel, Ding, 
Omelayenko, Schulten, Botquin, Brown, & Flett, 2001

XML language use and semantics Smith & Poulter, 1999

Communication/messages  
semantic interoperability Vaishnavi & Kuechler, 2003

Table 3. Issues, contributions, and representative references in the topic of interoperability

Table 4. Issues, contributions, and representative references in the topic of technologies

Issues Contributions Representative References

Agent technologies
Agent technologies in e-markets Gregg & Walczak, 2003; Maes, 1999; Maes et al., 1999

E-markets enabling agent-oriented queries Crowston & MacInnes, 2001

Technical implementations
eCo initiative for business documents exchange Glushko et al., 1999

Extranet implementation Angeles, 2001

Interactivity (HCI) technologies
Virtual world environments Shen et al., 2002

Multimedia cues use Vishwanath, 2004

Technical requirements B2B e-markets Feldman, 2000

Networking Network congestion pricing Henderson et al., 2001
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nologies in e-markets, such as the development of 
virtual world environments (Shen, Radakrishnan, 
& Georganas, 2002) and the use of multimedia 
cues (Vishwanath, 2004). Some contributions also 
refer to technical requirements for e-markets, such 
as Feldman (2000) does for the particular case of 
B2B e-markets. Finally, a small number of papers 
concerns networking technologies issues, since 
such aspects of e-markets are usually covered 
by specialized publications and do not appear in 
e-market research. The only indicative example 
we identified deals with networking congestion 
and pricing schemes (Henderson, Crowcroft, & 
Bhatti, 2001).

The small number of purely technical contri-
butions in the e-market area is explained if we 
consider that these topics are e-commerce wide 
and not e-market specific, and that the coverage 
of this review has not included many technical 
journals. On the other hand, in our opinion, 
further work is definitely required on technical 
topics such as the use of Web services for the 
implementation of e-market services, as well as 
the exploration of HCI issues concerning e-market 
environments.

ProtocoLs/ALgorIthms

This technical topic refers to the design and de-
velopment of e-market mechanisms and services, 
implementing various e-market protocols or 
algorithms. It concerns issues such as the design 
and development of pricing algorithms, trading 
algorithms, as well as buyers’ decision support 
algorithms. The issues currently covered in e-
market literature are presented in Table 5. The 
most important contributions and representative 
references are also reported.

There are several studies in the e-market litera-
ture reporting contributions in this area. First of all, 
there are some contributions that discuss pricing 
algorithms. These include the works of Zacharia, 
Evgeniou, Moukas, Boufounos, and Maes (2001) 
and Deck and Wilson (2002). Moreover, there are 
some contributions that present algorithms that 
aim to support the purchase decision process, 
such as algorithms for auction support systems 
(Bapna, Goes, & Gupta, 2003; Teich, Wallenius, 
Wallenius, & Zaitsev, 2001) and algorithms that 
support recommendation services (Linden, Smith, 
& York, 2003; Tewari, Youll, & Maes, 2002). 

Table 5. Issues, contributions, and representative references in the topic of protocols/algorithms

Issues Contributions Representative References

Pricing algorithms Pricing algorithm analysis Deck & Wilson, 2002; Zacharia et al., 2001

Trading 
algorithms

Review of trading algorithms Sandholm, 2000a; Sandholm, 2000b; Stroebel, 2000; Teich et al., 1999a; 
Teich et al., 2004

Modelling trading algorithms Dumas et al., 2002; Stroebel, 2001 

Designing automatically  
trading algorithms Cliff, 2003

Agent-automated  
trading algorithms

Collins et al., 2001; Deveaux et al., 2001; Dumas et al., 2005; Goldman & 
Kraus, 2004; Greenwald & Stone, 2001; Ito et al., 2002; Kitts & LeBlanc, 
2004; Ono et al., 2003; Padovan et al., 2002; Sandholm, 1999; Teuteberg, 
2003; Vulkan & Preist, 2003; Wellman et al., 2003a; Wellman et al., 2003b; 
Wellman et al., 2001; Wurman et al., 1998; Yuan & Lin, 2004

Examination of nonautomated  
trading algorithms

Bichler & Kalagnanam, in press; Burmester et al., 2004; Deck & Wilson, 
2002; Di Noia et al., 2003; Gerber et al., 2004; Kalagnanam et al., 2001; 
Seifert et al., 2004; Tallroth, 2004

Decision support 
algorithms

Auction decision support Bapna et al., 2003; Teich et al., 2001

Recommendation Linden et al., 2003; Tewari et al., 2002
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Nevertheless, most contributions fall into 
the category of trading algorithms. There exist 
papers that review families of trading algorithms 
(Sandholm, 2000a; Sandholm, 2000b; Stroebel, 
2000; Teich, Wallenius, & Wallenius, 1999a; 
Teich, Wallenius, Wallenius, & Koppius, 2004), 
papers that propose methodologies to model 
algorithms and protocols (Dumas, Governatori, 
Ter Hofstede, & Oaks, 2002; Stroebel, 2001), as 
well as novel contributions proposing automatic 
design of trading algorithms (Cliff, 2003). Most 
contributions, though, present agent-automated 
algorithms, including Wellman, Cheng, Reeves, 
and Lochner (2003a); Wellman, Greenwald, 
Stone, and Wurman (2003b); Wellman, Wurman, 
O’Malley, Bangera, Lin, Reeves, and Walsh 
(2001); Greenwald and Stone (2001); Wurman, 
Walsh, and Wellman (1998); Sandholm (1999); 
Ito Hattori, and Shintani (2002); Ono, Nishiyama, 
and Horiuchi (2003); Yuan and Lin (2004); De-
veaux, Paraschiv, and Latourrette (2001); Dumas, 
Aldred, Governatori, and Ter Hofstede (2005); 
Goldman and Kraus (2004); Kitts and LeBlanc 
(2004); Teuteberg (2003); Collins, Bilot, Gini, and 
Mobasher (2001); Padovan, Sackmann, Eymann, 
and Pippow (2002); and Vulkan and Preist (2003). 
Finally, many papers examine algorithms for 
nonautomated trading environments, although 
they sometimes engage an automated trading 
simulation to study these algorithms. Such papers 
include algorithms on optimal allocation (Seifert 
et al., 2004), multiattribute auctions (Bichler & 
Kalagnanam, in press), low price matching (Deck 
& Wilson, 2002), clearing continuous double 
auctions (Kalagnanam, Davenport, & Lee, 2001), 
uncoercible bidding games (Burmester, Magkos, 
& Chrissikopoulos, 2004), multiquote double auc-
tions (Tallroth, 2004), as well as algorithms for 
matching buyers and sellers (Di Noia, Di Sciascio, 
Donini, & Mongiello, 2003; GerberTeich, Wal-
lenius, & Wallenius, 2004).

Extensive work has been carried out in the 
topic area of algorithms and protocols, and most 
topics are covered to a satisfactory extent. In addi-

tion, this is an area of e-market technologies that 
has very strong roots in theoretical contributions 
in the field of e-markets (e.g., game theory and 
consumer behaviour analysis).

servIces

This topic concerns types and categories of ser-
vices that e-markets offer to their users. These 
concern descriptions of typical e-market services, 
analyses of various case studies, as well as studies 
of the evolution of e-market services in the course 
of time or for particular business sectors. The ma-
jor issues currently covered by e-market papers, 
most important contributions, and representative 
references are presented in Table 6.

There are several studies in the e-market 
literature reporting contributions in these areas. 
First of all, there are contributions that review and 
classify typical e-market services. These include 
examination of services in specific e-market busi-
ness models (Timmers, 1998), e-market services 
classified by actor role (O’Daniel, 2001), by inter-
action degree required (Akkermans, 2001), by the 
type of the e-market (Raisinghani & Hanebeck, 
2002) and by the e-market channels engaged 
(Simons, Steinfield, & Bouwman, 2002). 

Moreover, there are contributions present-
ing specific case studies of services provided 
by e-markets. Such case studies include mass 
customization services (Warkentin et al., 2000), 
product representation services (Koppius et al., 
2004), pre- and postpurchase services (Cao & 
Gruca, 2004), agent-based services (Liang & 
Huang, 2000; Moukas et al., 2000; Silverman et 
al., 2001). Other studies concern the services of 
particular case studies of e-markets, such as real-
estate e-market services (Crowston & Wigand, 
1999), financial e-market services (Gallaugher 
& Melville, 2004; Minakakis & Rao, 1999), and 
software e-market services (Elfatatry & Layzell, 
2004).
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Finally, there are contributions examining the 
current status and the future evolution of e-market 
services. Such contributions include the analysis 
of services that are offered by B2B e-markets 
(Raisinghani & Hanebeck, 2002), e-market par-
ticipants’ expectations about B2B market services 
(Holzmueller & Schluechter, 2002), e-market 
operators perspective on B2B market services 
(Holzmueller & Schluechter, 2002; Lenz et al., 
2002; Wang & Archer, 2004), as well as the use 
of trust-related services in e-markets (Palmer et 
al., 2000).

The topic area of e-market services is ex-
pected to constantly grow, as new services for 
supporting the phases of a transaction process 
are introduced. In addition, apart from their ap-
parent consumer orientation, e-markets are also 
considered as powerful business tools that can 
facilitate the proper operation of the whole supply 
chain (Grieger, 2003). Dai and Kauffman (2002b) 
have provided a very enlightening framework of 

services that B2B e-markets may offer, which 
includes (among others) workflow management, 
collaborative project management, supply chain 
management, system integration, and compliance 
with standards.

concLusIon

This chapter aimed to provide an overview of 
recent technological developments and trends 
in the field of e-markets. More specifically, it 
reported results from a review of e-market papers 
that have been published during the past decade 
in scientific journals, and that particularly focused 
on topics related to the application of e-business 
technologies in e-markets. The review covered 18 
journals that publish e-commerce research, and 
selected the 118 (out of the overall sample of 248) 
papers that cover some technical topic. Using a 
classification framework for e-market research, 

Table 6. Issues, contributions, and representative references in the topic of services

Issues Contributions Representative References

Typical 
e-market 
services

Per business model Timmers, 1998

Per actor role O’Daniel, 2001

Per e-market type Raisinghani & Hanebeck, 2002; Wang & Archer, 2004

Per interaction degree Akkermans, 2001

Per market channels Simons et al., 2002

Case study 
analysis

Mass customization Warkentin, Bapna, & Sugumaran, 2000

Product representation Koppius, van Heck, & Wolters, 2004

Pre- and postpurchase services Cao & Gruca, 2004

Agent-based services Liang & Huang, 2000; Moukas, Zacharia, Guttman, & Maes, 2000; Silverman, 
Bachann, & Al-Akharas, 2001

Real-estate e-markets Crowston & Wigand, 1999

Financial services e-markets Gallaugher & Melville, 2004; Minakakis & Rao, 1999 

Software services e-markets Elfatatry & Layzell, 2004

Status & 
evolution 

of e-market 
services

Analysis of B2B market services Raisinghani & Hanebeck, 2002

Participants expectations about B2B 
market services Holzmueller & Schluechter, 2002

Operators perspective on B2B market 
services Holzmueller & Schluechter, 2002; Lenz et al., 2002; Wang & Archer, 2004

Trust services use Palmer, Bailey, & Faraj, 2000
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five technical topic areas have been identified: 
e-market architectures, interoperability, services, 
protocols/algorithms, and technologies. The most 
important issues in each topic area have been 
discussed, and representative contributions have 
been reviewed. The results of this review provided 
interesting insight about the current status, as 
well as the future perspectives, of e-business 
technologies in e-market research. 

In particular, it has been identified that the 
topic areas attracting more attention in e-market 
research have been architectures and protocols/
algorithms. On the other hand, there seems to be 
a shortage of research related to more low-level 
technical topics, such as the ones covered by the 
technologies and interoperability areas. Our study 
revealed several directions where future research 
could be focused. First of all, particular impor-
tance should be given to the exploration of models, 
techniques, and languages for the description of 
e-market components in terms of Web services 
(Beneventano et al., 2004), as well as business 
processes and documents (eBXML, 2005). For this 
purpose, additional research is required towards 
the implementation of interoperability specifica-
tions and standards. This may, in turn, facilitate 
the automated business information exchange 
between e-market systems, and the integration of 
already existing information in different e-mar-
ket systems (a topic termed as the reusability of 
business information). A future perspective that 
attracts more and more attention is the cooperation 
of e-markets in networks called e-market “federa-
tions” (Stanoevska-Slabeva, 1999). Furthermore, 
international standardization bodies (CEN/ISSS, 
2003b) focus on the development of open source 
solutions for enterprise uses, particularly in the 
case of small and medium enterprises (SMEs). 
Another open issue is the further exploration of 
decision support algorithms, models and systems 
for e-market buyers and sellers (Manouselis & 
Costopoulou, 2005b). Finally, the application of 
novel technologies will allow the deployment of 

a new generation of e-market services. Examples 
include the exploration of ambient or virtual e-
market environments that will intelligently help 
the users carry out their transactions (Shen et 
al., 2002), as well as mobile devices that will al-
low for on-site customer service (Vrechopoulos, 
O’Keefe, Doukidis, & Siomkos, 2004) integrated 
with shopping, working, or living environments 
of the users. 

The analysis presented in this chapter took 
place in the context of a wider e-market literature 
review that covered all e-market research topic 
areas. In this chapter, we particularly focused 
on the 118 e-market papers of our sample that 
covered technical topics. There may be some 
additional papers, outside the coverage of our 
review that may be addressing e-market technical 
issues. Therefore, the list of reviewed contribu-
tions should be not considered exhaustive. On the 
contrary, the primary concern of the chapter has 
been to identify the main contributions related to 
technical topics, and to serve as an initial road-
map to relevant research. This chapter engages 
a systematic way for classifying and examining 
e-market literature; therefore, it could be possibly 
used as a case study for studying any other topic 
area of Figure 1. As a matter of fact, we aim to 
perform such focused studies for the rest of the 
topic areas in the future. In addition, future work 
will include covering publications from other im-
portant sources, such as key conferences and the 
“grey” literature of the e-business area, in order 
to give a more complete picture of technologies 
and solutions for e-business process management 
in e-markets.
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AbstrAct

Though Web services offer unique opportuni-
ties for the design of new business processes, 
the assessment of the potential impact of Web 
services is often reduced to technical aspects. 
This paper proposes a four-phase methodology 
which facilitates the evaluation of the potential 
use of Web services in e-business systems both 
from a technical and from a strategic viewpoint. 
It is based on business process models, which 
are used to frame the adoption of Web services 
and to assess their impact on existing business 
processes. The application of this methodology is 
described using a procurement scenario. 

IntroductIon

Web services (WS) is an emerging set of tech-
nologies that aims at facilitating the flexible and 
standardised implementation of interoperable 
software systems. Considerably hyped in recent 
years, Web services are expected to ease many 
current IT problems, such as the large-scale in-
tegration of heterogeneous software applications 
or the cost-effective establishment of E-business 
interactions. From a more technical viewpoint, 
investment in Web services is seen as a prerequisite 
to adopt a service-oriented architecture.

Although the intensity of development ef-
forts and standardisation activities is very high, 
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systematic assessment approaches of the actual 
impact of Web services on existing IT infrastruc-
tures are still rare. Thus, many organisations are 
still struggling to assess the real impact of Web 
services and the accompanying opportunities and 
threats. Without appropriate business alignment, 
however, Web services might be perceived as a 
technical solution without a clear value proposi-
tion, in the sense that its potential benefits might 
not justify associated software reengineering 
efforts. This constitutes a potential risk factor in 
light of current IT spending practice and could 
eventually hamper a wide adoption.

Addressing the alignment of Web services 
to business priorities is therefore a critical step 
towards the success of this emerging technology: 
it will determine whether Web services can fit into 
(and more importantly improve) existing business 
practices and thus increase the competitiveness 
of the organisations that adopt them. 

Business process modelling encapsulates all 
forms of graphically visualising business pro-
cesses and related elements such as data, resources, 
and so on for a wide variety of possible purposes 
including among others process documentation, 
process improvement, compliance, software 
implementation, or quality certification (Becker, 
Rosemann, & Von Uthmann, 2000; Curtis, Keller, 
& Over, 1992). It is an established approach for 
analysing and improving existing business pro-
cesses. Business process models, extended with 
relevant information, have the potential to serve 
as a decision support instrument for assessing the 
potential of Web services. They are able to show 
the process context and ways of how Web services 
can enable business process innovation. 

This paper proposes a methodology for identi-
fying and assessing opportunities for introducing 
Web services into organisations by means of busi-
ness process modelling. After briefly outlining and 
justifying the research approach, a framework is 
presented for selecting the most appropriate pro-
cesses for incorporating Web services. Following 
this, information domains and types are identified 

that need to be contained in a business process 
model to support systematic Web services assess-
ments and to facilitate Web services deployment. 
This information is then mapped into a specific 
representation in the context of the ARIS Toolset 
(Scheer, 1998a), a widely used solution for busi-
ness process modelling. This mapping as well as 
the conceptual possibilities of the methodology 
are then illustrated through an example from the 
area of e-procurement. Finally, conclusions and 
directions for future work are outlined.

reseArch APProAch

The proposed assessment methodology is ground-
ed in related literature and complemented by focus 
group discussions with early and prospective Web 
services adopters. The purpose of the focus groups 
was to explore the current practice of Web service 
implementations, and industry’s perception and 
approaches on how to address the challenge of 
business alignment. Specifically, two focus groups 
were organised: one for discussing the uptake 
and adoption of Web services technologies and 
a second one for discussing the use of business 
process models for assessing Web services adop-
tion opportunities.

The participants of the focus groups were se-
lected on the basis of their experience with Web 
services or their affiliation to organisations that 
were considering the deployment of Web services. 
The choice of participants was also guided by the 
objective of covering different organisations and 
industry sectors, and striking a balance between 
participants with a technical and a management 
background. Overall, the focus groups included 
15 participants from eight organisations and 
covering four different groups (IT users, vendors, 
consulting firms, and research).

The reason for choosing focus groups as the 
empirical basis for this study lies in their effec-
tiveness for gathering the general opinion of a 
target audience by providing an environment that 
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allows probing for clarification and justification 
of opinion (Morgan, 1988; Saulnier, 2000). Focus 
groups are especially suitable for generating hy-
potheses when little is known in a specific research 
area (New Mexico State University–College of 
Agriculture and Home Economics, 1999). Sofaer, 
Kreling, Kenney, Swift, and Dewart (2001) sug-
gest that if the previous work in a field is limited 
(which is the case here) then the research needs 
to be, at least initially, exploratory in approach 
(Sofaer et al., 2001). 

web servIces Assessment 
methodoLogy

Two main assessment scenarios can be differ-
entiated: (1) an organisation has a specific need 
and wants to evaluate the applicability of Web 
services within a selected business process, or 
(2) an organisation wishes to identify those busi-
ness processes, which would benefit most from 
the deployment of Web services. In both cases it 
is assumed that the organisation has conducted 
business process modelling and business process 
redesign activities beforehand, in order to start 
from an informed perspective. 

decision methodology: overview

In the following, a general decision methodology 
for the introduction of Web services is proposed for 
scenario (2). It is shown what information would 
be required at which phase and to what extended 
business process models can be utilised. 

The methodology is intended to serve as a 
guideline for systematically assessing the potential 
of business processes regarding the deployment 
of Web services and selecting the most appropri-
ate processes and Web services. It helps answer 
“outside-in” questions (Bibby & Brea, 2003), 
such as “to what business processes could Web 
services be best applied?” and “what economic 
impact could that have?” 

The methodology consists of a framework that 
follows a top-down structure with four decision 
phases. It includes several checklists to make it 
a practical instrument. A process Web services 
potential, that is, the technical and economic fea-
sibility and suitability of Web services integration 
within a selected business process is the main 
outcome of this methodology. The assessment is 
based on a scoring model, in which criteria and 
their weighting can be adapted and modified, 
making the tool highly flexible.

The assumed starting input are business 
process models, which could be the result of a 
comprehensive process modelling or business 
process improvement project. In the first	phase, 
this existing set of business processes is evaluated 
against a shortlist of criteria, which allows to im-
mediately disqualify some business processes for 
the deployment of Web services. These criteria 
could be that the processes are definitely unable to 
be Web services enabled or are already working 
very well so that running the risks associated with 
the change process would be unreasonable.

Within the second phase, the remaining sub-
set of processes is evaluated regarding its “Web 
service—process suitability”. Processes can be 
classified into four categories based on organisa-
tion-independent characteristics, that is, (a) strong 
Web service suitability, (b) Web service “learning 
chance”, (c) future Web service potential, and (d) 
limited Web service applicability. 

The processes which fall into the categories 
(a), (b), and (c) are subject to further investigation 
within a third phase. Here, organisation-depen-
dent criteria come into play, further reducing the 
set of potentially suitable business processes. 
This includes among others an assessment of 
the strategic importance of Web services for the 
organisation.

During the fourth and final phase, the organi-
sation finally prioritises the remaining potential 
Web services projects, largely based on methods 
and measures known from conventional evalua-
tion of alternative IT investments such as Return 
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on Investment and Net Present Value (Remenyi, 
Money, Sherwood-Smith, & Irani 2000).

The following sections describe the different 
phases and the required input in more detail.

First Phase: Process rejection 
based on disqualifying criteria

At this phase business processes that match at 
least one of a list of the disqualifying criteria 
are rejected. These organisation-independent 
criteria should be easy to assess without requir-
ing a detailed investigation of the process models. 
Care must be taken to ensure that the criteria 
are chosen in such a way that they do not reject 
potential processes over-hastily. On the other 
hand they should be selective enough to reject as 
many unsuitable processes as possible and reduce 
the effort of detailed evaluations in the follow-
ing phase. Thus, there is a trade-off between the 
amount of accidental disqualification of business 
processes and the workload at the following deci-
sion point. 

Given that Web services are driven towards 
automated program-to-program interactions, and 
given the cost of reengineering existing processes 
and software to introduce Web services, a con-
servative set of criteria could be:

• The process involves only physical perfor-
mance that cannot be digitised;

• Human intelligence or sophisticated inter-
pretation is required; and

• Isolated process which is working well, 
stable, efficient, and cannot be leveraged 
(i.e., does not represent “hidden value”).

second Phase: Assessing general 
web services suitability

At this phase the remaining subset of business 
processes from the first phase is evaluated using 
a “Web Service—Process Suitability” scoring 
table. The criteria are still independent from the 

specifics of an individual organisation. The goal 
of the scoring table is to assess the suitability of 
the business process for the application of Web 
services based on two dimensions.

• The first dimension measures whether the 
business needs match with potential business 
drivers for Web services. 

• The second dimension evaluates whether the 
technical requirements could currently be 
met by available Web services technology. 

Each dimension is represented by a number 
of criteria which can be weighted and contain 
weighted sub-criteria. For both dimensions pos-
sible criteria are summarised in Table 1. The 
criteria and framework are based on criteria 
proposed by (Burdett, 2003; Hagel III & Brown, 
2002; Hagel III, Brown, & Layton-Rodin, 2002; 
Linthicum, 2002; Patricia Seybold Group, 2002; 
Robins, Sleeper, & McTiernan, 2003; The Stencil 
Group, 2002; Wilkov, 2002; Wright, 2002), and 
findings from our two focus groups.

Scores are then calculated independently for 
both dimensions. Every criterion which has been 
answered with a “yes” gets a score of one, every 
“no” results in a score of zero. The scores are 
then weighted and added as shown in Table 2. It 
is not in the scope of this work to determine how 
the scores should or could be derived, but we can 
note that traditional multi-criteria decision-mak-
ing methodologies (Keeney & Raiffa, 1992) could 
be employed for this purpose.

The resulting score for each dimension of the 
business process under evaluation can then be 
visualised as a dot in a two dimensional matrix 
which represents its potential for Web services 
deployment. A possible matrix is given in Fig-
ure 1.
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Table 1. Process evaluation for Web services

Table 2. Simple scoring table for each of the two dimensions

Second Phase: Qualifying Analysis Criteria

Business Need Business Process Characteristics

Reduction of asset investment: Unique expensive resources are currently used to support the process 
and could be replaced

Reuse and easier maintenance: Redundant functionality in several application systems exists and 
shall be reduced/existing functionality shall be leveraged

Support for heterogeneous endpoints: Business process requires support for multiple, heterogeneous interfaces

Automation of manual interventions and intensive data entry 
(human intervention for exceptions only):

Multiple manual, error-prone interventions dealing with digitized data 
are currently required for the business process

Automation of transaction chains: Multi-step process, involving different business parties, shall be 
automated

Introduction of Self-service mechanism (enabling direct access to core 
system rather than cached or replicated data):

A batch process shall be replaced by a self-service, real-time mechanism

Higher transparency/visibility: Frequent access to dynamically produced data has to be supported

Ad-hoc business: Ad-hoc business with previously unknown parties shall be supported

Higher flexibility and business agility, dynamic process support: “On demand” reconfiguration of business process required

Low impact of failure: Financial risk of system failure is low for the business process

Technical Need Business Process Characteristic

Processing speed: No extremely short responses are required

Processing time guarantees: No precisely predictable response time is required

Distribution of transaction volume: Low transaction burst probability

Response to failure: No failure compensation, roll-back, “state capture” are required

Security Requirements: No non-repudiation, “chains of trust” and tamper-proofness are required

Semantic heterogeneity: Shared meaning can be defined

Process repetition: High repetition frequency

Process stability: Process and involved application systems are likely to change over time

Transaction mode: Real-time mode is required

Support for heterogeneity: Multiple, diverse hardware and software systems are involved

Implementation effort: Significant custom development would be required for conventional 
approach 

Characteristic [No = 0, Yes = 1] Weight; Σ(rows) = 1 
(each ranging [0..1])

Score per  
Characteristic

xyz {0;1} [0..1] = ({0;1} x [Weight])

… … … …

  Σ(rows) = 1  Σ(rows)
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third Phase: organisational  
characteristics

The third phase evaluated the general process suit-
ability for Web services. After this phase, at least 
the processes marked with “limited applicability” 
can be eliminated. The following evaluation is not 

based on general process characteristics anymore 
but on organisational-dependent criteria. Here, 
it has to be established whether the qualified pro-
cesses from Phase 2 are suitable for Web services 
with regard to the specific characteristics of the 
organisation. 

For example, in spite of high costs and risks, 
an organisation could decide to experiment with 
a “future Web service” application, and so on. 
Potential questions leading to assessment criteria 
were identified with the help of the focus group 
sessions:

• Who are the involved business partners for 
the business process under consideration? 
What is the level of trust and the level of 
knowledge about their internal processes 
and systems? Do the partners already use 
standardised data formats or are they in the 
process of adopting Web services?

• Would the required technical resources be 
available?

Figure 1. Web services suitability matrix 
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• Who are the involved business partners for
the business process under consideration?
What is the level of trust and the level of
knowledge about their internal processes
and systems? Do the partners already use

standardised data formats or are they in the
process of adopting Web services?

• Would the required technical resources be
available?

• Would the required skill set be available?
• Are there example implementation and/or

best practice available?
• What are potential risks? Consider risk af-

finity.

Some of these questions relate to inter-
nal organisational factors while others deal with
external market characteristics. Clearly, the
organisational assessment of Web services
should consider criteria along both of these
categories. The set of criteria presented in Table
3 derive from the previous questions as well as
relevant literature (Chen, 2003; Christiansen,
2002; The Stencil Group, 2002).

Scores can then be calculated and com-
bined in the same way as for the process analysis
in phase 2. The resulting degree of current impor-
tance of Web services for an organisation could

Figure 1. Web services suitability matrix

Table 3. Organisational assessment criteria

Organisational Assessment Criteria 
Internal Factors  
Funding and backing:  Business units specify and fund most major IT 

projects 
Role of IT for organisation:  Use of IT is a competitive advantage 
Role of innovation for organisation: Innovation is a competitive advantage, 

organisation is risk taking 
Current application architectures: IT maintenance and integration costs are high 
Importance of optimisation: Increasing productivity is a strategic need 
Current IT resources: Current development and deployment platforms 

support service-oriented architectures 
Current available IT skills: Adequately skilled personnel is available 
External Factors  
Industry characteristics regarding specified data 
formats: 

Industry uses standardised data formats (esp. 
XML) 

Industry characteristics regarding data 
regulations: 

Use or sharing of data is regulated by law 

Industry e-commerce capabilities: Industry has experience using B2Bi 
Support from current IT vendors: IT vendors have strategic support for Web services 
Current business partners IT capabilities: Partners have heterogeneous B2B capabilities 
Market structure: Oligopoly, more than one dominating player are 

present 
Current business relationship characteristics: Several trust-based relationship with deep mutual 

understanding of internal structures exist 
 

Strong
Web services

suitability

Limited
Web services
applicability

High demand,
but low feasibility

Feasible,
but low demand

Organisational Assessment Criteria

Internal Factors 

Funding & Backing: Business units specify and fund most major IT projects

Role of IT for organisation: Use of IT is a competitive advantage

Role of innovation for organisation: Innovation is a competitive advantage, organisation is risk taking

Current application architectures: IT maintenance and integration costs are high

Importance of optimisation: Increasing productivity is a strategic need

Current IT resources: Current development & deployment platforms support Service-Oriented 
Architectures

Current available IT skills: Adequately skilled personnel is available

External Factors 

Industry characteristics regarding specified data formats: Industry uses standardised data formats (esp. XML)

Industry characteristics regarding data regulations: Use or sharing of data is regulated by law

Industry e-commerce capabilities: Industry has experience using B2Bi

Support from current IT vendors: IT vendors have strategic support for Web services

Current business partners IT capabilities: Partners have heterogeneous B2B capabilities

Market structure: Oligopoly, more than one dominating player are present

Current business relationship characteristics: Several trust-based relationship with deep mutual understanding of internal 
structures exist

Table 3. Organisational assessment criteria
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consider criteria along both of these categories. 
The set of criteria presented in Table 3 derive 
from the previous questions as well as relevant 
literature (Chen, 2003; Christiansen, 2002; The 
Stencil Group, 2002).

Scores can then be calculated and combined in 
the same way as for the process analysis in phase 2. 
The resulting degree of current importance of Web 
services for an organisation could be again visualised 
as a dot in a two-dimensional matrix similar to the 
process evaluation phase. This is shown in Figure 
2 and Table 4.

Fourth Phase: Assigning web  
services Implementation Priority

The remaining business processes that were gener-
ally suitable regarding their process characteristics 
(second phase) and met the organisations’ specific 
situation (third phase) are prioritised in a last step. 
The goal here is to define what processes should 
be Web service-supported first. This can be de-
termined by considering organisation-dependent 
factors. A list of proposed factors is presented 
in Table 5. Different weights could be assigned 
to the factors depending on the importance the 

Figure 2. Matrix for WS strategic importance with 
respect to organisational criteria
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be again visualised as a dot in a two-dimensional
matrix similar to the process evaluation phase.
This is shown in Figure 2 and Table 4.

Fourth Phase — Assigning Web
services Implementation Priority

The remaining business processes that
were generally suitable regarding their process
characteristics (second phase) and met the
organisations’ specific situation (third phase)
are prioritised in a last step. The goal here is to
define what processes should be Web service-
supported first. This can be determined by con-
sidering organisation-dependent factors. A list
of proposed factors is presented in Table 5.
Different weights could be assigned to the fac-
tors depending on the importance the
organisation attaches to them. The set of crite-
ria is based on Christiansen (2002), Estrem (in
press), Hammer and Champy (1993), Hagel and
Brown (2002), Patricia Seybold Group (2002),

Table 4. Explanation of the cells in the matrix of Figure 2

Field in Matrix Description Likely 
Approach 

Potential Risks 

NE = Strategic 
priority 

Web services should represent a 
significant element of the overall IT 
strategy. Strategic business processes will 
be affected. All major IT efforts should be 
considered in the context of fulfilling the 
SOA vision. 

Going for vision 
of service-
oriented 
enterprise 
 

Over 
architecting  
 

NW = Internal 
focus 

The organisation is positioned to make use 
of Web services. However, many of the 
partners and customers may not be. 
Therefore it makes most sense to look at 
how Web services-based integration can 
optimise internal processes and help better 
utilise existing assets. 

Focusing on 
fixing while 
ensuring 
performing 
applications 
 

Ignoring 
interesting 
market 
opportunities 
  
 
 

SE = External focus Web services represent an important way 
to connect to customers and business 
partners because of market dynamics.     
Web services-based offerings could 
represent a potential competitive 
advantage for first movers. 

Using innovation 
for competitive 
advantage 
 

Opening holes 
regarding 
security and 
scalability  
 

SW = Opportunistic 
use 

Web services may be an appropriate 
solution for specific projects. However, 
they do not represent a critical element of 
the overall IT strategy. Nevertheless, 
developers should be encouraged to 
experiment with the Web Service 
standards and related software tools. 

Small steps for 
incremental 
benefits  

Missing the 
strategic vision  

 

Figure 2. Matrix for WS strategic importance
with respect to organisational criteria

Internal
focus

External
focus

Opportunistic
use

Strategic
priority

Field in Matrix Description Likely Approach Potential Risks

NE = Strategic priority Web services should represent a significant element of the 
overall IT strategy. Strategic business processes will be 
affected. All major IT efforts should be considered in the 
context of fulfilling the SOA vision.

Going for vision 
of service-oriented 
enterprise

Over architecting 

NW = Internal focus The organisation is positioned to make use of Web services. 
However, many of the partners and customers may not be. 
Therefore it makes most sense to look at how Web services-
based integration can optimise internal processes and help 
better utilise existing assets.

Focusing on fixing 
while ensuring per-
forming applications

Ignoring interest-
ing market oppor-
tunities 

SE = External focus Web services represent an important way to connect to 
customers and business partners because of market dynamics. 
Web services-based offerings could represent a potential 
competitive advantage for first movers.

Using innovation 
for competitive 
advantage 

Opening holes 
regarding security 
and scalability 

SW = Opportunistic use Web services may be an appropriate solution for specific 
projects. However, they do not represent a critical element 
of the overall IT strategy. Nevertheless, developers should 
be encouraged to experiment with the Web Service standards 
and related software tools.

Small steps for in-
cremental benefits 

Missing the strate-
gic vision 

Table 4. Explanation of the cells in the matrix of Figure 2

• Would the required skill set be available?
• Are there example implementation and/or 

best practice available?
• What are potential risks? Consider risk affinity.

Some of these questions relate to internal 
organisational factors while others deal with 
external market characteristics. Clearly, the or-
ganisational assessment of Web services should 
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organisation attaches to them. The set of criteria 
is based on Christiansen (2002), Estrem (in press), 
Hammer and Champy (1993), Hagel and Brown 
(2002), Patricia Seybold Group (2002), Samtani 
and Sadhwani (2002), and the focus groups. 

Based on these outlined logical steps an organi-
sation should be able to systematically integrate 
Web service technology as a facilitator of its 
business processes. The questions proposed for an 
assessment and their sequence guarantee that the 

Table 5. Priority criteria

4th phase: Priority criteria

Choose main “pain areas” where business partner or customers would like to be able to do things they cannot do at the moment 

Consider importance of involved business partner/customer for organisation.

Choose projects where a new business need has to be satisfied and aggregated applications from remote systems can be lever-

aged.

Choose projects for identified stable (proven) core business functionalities. However, the pilot area should not endanger established, 

mission-critical processes. 

Choose highly repeatable scenarios. 

Evaluate project’s feasibility.

Analyse of value proposition with (risk-adapted) return on investment analysis, economic value added (EVA) etc. for Compare 

estimated costs.

• Compare estimated project duration.

• Compare potential benefits.

• Compare potential risks.

Financial decision for evaluating investment alternatives, likely to be based on strategic cost management methods like total cost 

of ownership.

Figure 3. Identifying and evaluating Web service opportunities
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Patterns may be identified in Web ser-
vices practices and added as additional, classi-
fying information to a model. Once patterns are
identified and captured they provide opportu-
nities for simplifying structures and processes.
Besides, these identified patterns promote the
re-use of knowledge and functionality which
reduces the development effort. Encouraging
and reinforcing consistency and
standardisation (e.g., compare with Glushko &
McGrath, 2002) this can also lead to reduced
maintenance. IBM, for example, offers a set of
e-Business patterns to facilitate the process of
developing Web-based applications. As a gen-
eral rule, they expect that the emerging Web
services affect the implementation of all their
presented patterns, that is, business, integra-
tion, and application patterns, whenever there
is a boundary between businesses, applica-
tions, or logical components of a solution
across which information must be exchanged
(Adams, Gisolfi, Snell, & Varadan, 2002).

Because Web services are presumed to
be re-used, a prerequisite for efficient service
development is also the creation of a compre-
hensive reusability strategy. One of the bases
for this strategy should be a taxonomy of ser-
vices (Scholler, 2003). Web service taxonomies

help categorise Web services, for example,
based on their role or function they provide
within an overall enterprise. Scholler (2003), for
instance, proposes a 2x2 matrix taxonomy con-
sisting of the dimensions provider scope (e.g.,
the provider may be a particular organisational
unit, and its associated applications or the pro-
vider may also be enterprise wide in scope) and
consumer scope (e.g., consumers may be local
to a particular organisation, or the consumers
may be global and outside the boundaries of
the enterprise). These dimensions result in at
least four classes of services with accompany-
ing different strategies that should be followed
(Scholler, 2003). Other examples for possible
Web services taxonomies include the business
purposes that trigger Web services implemen-
tations. Web services taxonomy information
could be attached to the Web services imple-
mentations that are captured in business pro-
cess models.

Apart from capturing patterns and Web
service taxonomies, Web service semantics (i.e.,
service capabilities, additional functional and
non-functional properties) can also be recorded
in business process models to facilitate Web
services deployment. Documentation of Web
services capabilities and additional functional

Figure 3. Identifying and evaluating Web service opportunities
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most suitable and feasible activities and business 
processes for Web services support are identified. 
The framework can moreover be tailored to the 
individual characteristics of an organisation, as 
the criteria and their weighting are adaptable. 
Figure 3 summarises the outlined phases.

suPPort through busIness 
Process modeLLIng

required Information for  
the Assessment of web service  
Potential

Business process modelling can support the 
decision making process described earlier in all 
phases. Apart from presenting an overview of 
an organisation’s processes, assigned actors and 
resources and their interrelationships, which is 
of great value in order to gain a fundamental 
understanding of how the enterprise works (e.g., 
compare with Schmelzer & Bloomberg, 2002), a 
wide spectrum of information can be captured in 
the process model and help answer the questions 
noted previously. A list of identified critical in-
formation for the evaluation of Web services and 
their deployment is presented in Table 6 and Table 
7. This list was developed based on the informa-
tion which has been identified as important for 
the different evaluation phases as well as with the 
help of additional literature (e.g., ebXML Business 
Process Team, 2002; Papazoglou, 2003). Further-
more, a classification into separate domains has 
been carried out.

required Information for web  
services deployment

Apart from supporting the identification	 and	
evaluation of opportunities for Web services 
integration to improve business processes, busi-
ness process models are also a valuable tool for 

facilitating Web services deployment. Business 
process models could capture (a) patterns, (b) 
Web services taxonomies, and (c) Web services 
semantics. 

Patterns may be identified in Web services 
practices and added as additional, classifying 
information to a model. Once patterns are identi-
fied and captured they provide opportunities for 
simplifying structures and processes. Besides, 
these identified patterns promote the re-use of 
knowledge and functionality which reduces the 
development effort. Encouraging and reinforcing 
consistency and standardisation (e.g., compare 
with Glushko & McGrath, 2002) this can also 
lead to reduced maintenance. IBM, for example, 
offers a set of e-Business patterns to facilitate the 
process of developing Web-based applications. 
As a general rule, they expect that the emerging 
Web services affect the implementation of all 
their presented patterns, that is, business, integra-
tion, and application patterns, whenever there is 
a boundary between businesses, applications, or 
logical components of a solution across which 
information must be exchanged (Adams, Gisolfi, 
Snell, & Varadan, 2002).

Because Web services are presumed to be 
re-used, a prerequisite for efficient service de-
velopment is also the creation of a comprehen-
sive reusability strategy. One of the bases for 
this strategy should be a taxonomy of services 
(Scholler, 2003). Web service taxonomies help 
categorise Web services, for example, based 
on their role or function they provide within an 
overall enterprise. Scholler (2003), for instance, 
proposes a 2x2 matrix taxonomy consisting of 
the dimensions provider scope (e.g., the provider 
may be a particular organisational unit, and its 
associated applications or the provider may also 
be enterprise wide in scope) and consumer scope 
(e.g., consumers may be local to a particular 
organisation, or the consumers may be global 
and outside the boundaries of the enterprise). 
These dimensions result in at least four classes of 
services with accompanying different strategies 
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Related 
Phase Information Domain and Type Detailed Description

Process characteristics

2 Process stability Adaptability requirements (process’ ability/likelihood to change)

2 Process repetition frequency Frequency process is carried out with

2, 4 Process’s level of mission-criticality Degree to which the organisation relies on the process under consideration

2, 4 Process’s estimated monetary value if quantifiable Quantification of the value of the business process if possible

Transactions characteristics

2 Business transaction type 
E.g. Request/confirm, Request/ response, Notifica-
tion, Distribution

Transaction type information supports an estimation of the degree of 
complexity of a potential service

2 Composition requirements Required interrelations with other services, supports an estimation of 
the degree of complexity of a potential service

2 Transaction mode
Synchronous, asynchronous or “as-agreed-by-parties”

“As-agreed-by-parties” indicates that the flow of control would be 
specified in trading partner agreements

2 Message delivery requirements

Reliable messaging Delivery of message until acknowledged

Message sequencing Sequencing requirements

Two Phase Commit “All or nothing” synchronisation

Message expiry Definition of validity of involved message

2 Processing speed requirements Time constraints that have to be met

2 Processing speed guarantees Accepted level of speed/time deviation

2 Throughput requirements Rate (and peak rate) at which potential service is required to be able to 
process requests

2 Scalability requirements Based on estimation of service’s future use 

2 Security requirements

Authentication Identification and validation of message sender 

Authorization Assignment of rights to message sender

Confidentiality Transport security/encryption requirements

Data integrity To ensure that data has not been altered between communication entities

Non-repudiation To ensure that transaction route is traceable and no aspect of the trans-
action can be denied

2 Failure response requirements Compensation requirements for sub-transactions, roll-back, sub-
transactions might also produce valuable results that should not be 
completely lost in case of failure (state capture)

Table 6. Information for Web service evaluation: Processes and transactions characteristics
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Related 
Phase Information Domain and Type Detailed Description

Involved systems’ characteristics

1, 2 Description of modules and functionality Description of functionality to track redundancies, encourage re-use etc.

2 Capacity utilisation level Description of system’s current degree of utilisation and relationships to 
processes

2 Costs (initial & maintenance) Description of current costs for, supporting potential reduction of asset 
investments etc.

2 Existing interfaces Description of interfaces to asses degree of required support for heterogeneity

2 Used communication protocols Description of communication protocols

2 Systems ability to change System’s adaptability support and requirements

Involved data’s characteristics

3 Data format & standards compliance Description of data structure

2 Dynamics, frequency of change Description of current level of dynamics of involved data

2 Importance of timeliness Requirements for timeliness of involved data 

2 Required level of data security Description of required degree of end-to-end security for data

Involved business partners’ characteristics

2, 3 Total number of involved parties Higher number usually means higher complexity that has to be supported

4 Assumed frequency of cooperation Information could be used for assigning priority to potential supporting IT 
project

4 Importance of business partner to organisation Information could be used for assigning priority to potential supporting IT 
project

3 Autonomy, degree of individuality Partner’s IT compliance to existing “global” standards and agreements

3 Existing level of business trust A high level of business trust is especially considered to be important for 
near-term external Web Service projects

3 Existing process insight, manageability, 
shared meaning

External visibility, understanding, and manageability of partners’ applications

3 Existing technological base Description of partners’ current IT systems

3 Existing IT skill base Description of partners’ current IT skills

Table 7. Information for Web service evaluation: Systems, data and partners characteristics

that should be followed (Scholler, 2003). Other 
examples for possible Web services taxonomies 
include the business purposes that trigger Web 
services implementations. Web services taxonomy 
information could be attached to the Web services 
implementations that are captured in business 
process models.

Apart from capturing patterns and Web ser-
vice taxonomies, Web service semantics (i.e., 
service capabilities, additional functional and 
non-functional properties) can also be recorded in 
business process models to facilitate Web services 
deployment. Documentation of Web services 

capabilities and additional functional properties 
will support the re-use of services and facilitate 
communication with internal and external parties 
involved in the Web services implementations. 
Furthermore, capturing non-functional service 
properties will be necessary for Web services 
(provider) evaluation.

Table 8 lists information that is important for 
Web services deployment and can be captured in 
a business process model. The information do-
mains and types presented are based on ebXML 
Business Process Team (2002), National Health 
Supply Chain Taskforce Interoperability Working 
Group (2002), and Scholler (2003).
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Table	8.	Identified	critical	information	for	Web	service	deployment

Information Domain and Type Detailed Description

Business purpose for web service

Capturing the business purpose of Web services implementations provides a basis for identifying knowledge and know-how for future 
implementation projects.

Interaction pattern

Web services transactions could potentially also automate more complex interaction patterns to great advantage in the future. 
Capturing the interaction patterns supported by existing Web services implementations would offer the chance to identify reusable 
knowledge if the same interaction pattern was to be supported in a new project.

Simple Transaction (1:1) Any Web services where the objective is for the provider to 
execute an operation on behalf of the consumer. (E.g. order taking, 
billing, buying, reporting, finding, reserving)

Agent (1:1:n) A Web services that acts as an agent providing intelligence in the 
selection of other services. (E.g. search engine, travel agent that 
maintains up-to-date arrangements, automatic trading agent)

Dealer/Intermediary (n:1:n) A third party that locates, aggregates, potentially inserts value-add-
ing services

Auction (1:n) An auction service allows an individual or enterprise to offer 
various forms of auction service on a private or public basis. (E.g. 
personal auction service, bid processes)

Virtual hub (n:n) Core business services are exposed and executed directly by other 
parties in a collaborative process. (E.g. supply chain process)

Relationship type

Buyer to major supplier, Buyer to small supplier, Buyer/supplier 
via e-Marketplace, Buyer/supplier via a third party (“exchange 
hub”), Ad-hoc, previously unknown

Identified patterns would encourage re-use of functionalities, thus 
facilitate deployment etc.

Service semantics

Service ontology & capabilities Description of what the service is about and how it can be discov-
ered (e.g. synonyms for name etc.)

Functional service properties
e.g. identification, location, etc.

Potentially supporting re-use of services and communication with 
business partners

Non-functional service properties
e.g. availability, costs, ownership, quality, etc.

Potentially supporting provider evaluation etc. 

IntegrAtIon In ArIs And  
exAmPLe

This section discusses how the proposed method-
ology for Web services assessment and deploy-
ment can be supported by a mainstream business 
process modelling solution, namely ARIS. The 
implementation of the methodology is then illus-
trated through an e-procurement scenario.

Introduction to ArIs

ARIS is a mature business modelling tool, which 
is regularly ranked in market studies as the most 

advanced solution for process modelling and 
analysis. Its sophisticated capabilities and its 
wide distribution is practice motivated us to select 
ARIS for the purpose of this research. ARIS (Ar-
chitecture of Integrated Information Systems) is a 
process-oriented business process documentation, 
analysis, and improvement framework (supported 
by a toolset) that attempts to span the gap between 
business theory and information/communication 
technology (Scheer, 1998a). In ARIS, business 
processes are represented in diagrammatic form 
as chains of events and functions (EPCs). Apart 
from processes, ARIS can be used to model 
systems, resources, data, software, information 
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flow, organisation, knowledge, skills, business 
objectives, risks, and costs (Davis, 2001). The 
result is a highly intricate model which is divided 
into views in order to reduce its complexity. With 
such division, the contents of the individual views 
can be described by special methods. The de-
scription may either be performed from a purely 
functional point of view, or the applications may 
be considered from the point of view of the data. 
A third perspective is the organisational one, 
where organisational units and responsibilities 
are presented. In order to maintain the relational 
structure between functions, data, and organisa-
tion, the control view shows, for instance, what 
data is processed by which functions (Scheer, 
Abolhassan, Jost, & Kirchmer, 2002, p.17). A 
fifth view, the output view, represents resulting 
products and services. Output is the result of 
processes and describing output is seen as one of 
the key processes in describing business processes 
(Scheer, 1998b, p.93).

The ARIS Toolset supports a range of model-
ling techniques. Several model types were evalu-
ated regarding their suitability for supporting the 
integration of the identified critical information for 
Web service assessment and deployment. Among 
them are the extended Event-Driven Process chain 
(eEPC), Column eEPC, Process Chain Diagram 
(PCD), and the recently introduced E-Business 
Scenario Diagram. In our example, the latter was 
used for the top-level modelling. The extended 
event-driven process chain is the chosen model 
type for modelling greater levels of detail. Both 
techniques, e-business scenario diagram and the 
event-driven process chain, are also used within 
the enterprise System SAP. Thus, we believe 
that our examples can easily be understood by 
the wide community involved in SAP-related 
modelling activities.

ArIs model types employed

EPCs are activity-oriented diagrams which are 
depicted in the process view. The structure of 

an EPC is that of a directed graph with active 
nodes (“functions”) and passive nodes (“events”). 
A process is described via an EPC as a chain of 
business functions, where each function describes 
an activity and is preceded by and succeeded by 
events. The latter represent the prior and subse-
quent situation regarding the function (Soder-
strom, 2002). In ARIS, events are graphically 
represented by a hexagon shape; functions are 
displayed as soft rectangles. In addition to that, 
rule operators, represented by circles, illustrate 
AND, OR, and XOR decisions and are used to 
model the internal structure of a process (e.g., 
branching, re-branching, parallel sub-processes, 
etc.). Dotted arrows connect the elements depict-
ing the control flow. 

eEPCs are event-driven process chains which 
are “extended” by the inclusion of elements that are 
specified in greater detail in other views. That way 
eEPCs can represent how the available resources 
implement a process and how the process interacts 
with its environment. Based on such a model the 
following types of questions could be answered: 
(a) who does it? (organisational unit); (b) what do 
they do? (function, information carrier); (c) how 
do they do it? (knowledge, application system); 
(d) why do they do it? (objective); and (e) when do 
they do it? (event) (Davis, 2001, pp. 162-163).

Table 9 shows common object types that were 
also used for the implementation of the exemplary 
business process model presented later. Their 
description has been adapted from the ARIS 
Methods Manual (IDS Scheer AG, 2002).

To facilitate the modelling of e-business 
processes, the ARIS framework incorporates a 
dedicated type of diagram, namely “e-business 
scenario diagram”. Using this type of diagram it is 
possible to view a value-added chain holistically, 
that is, from the end customer through all the 
companies involved in the process. By adopting 
the column representation style, the e-business 
scenario diagram provides an abstraction of the 
interfaces between different process partners.
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Table 9. Common objects within the ARIS Toolset

Symbol Object Type Name Description

Event Events trigger functions and are the results
of functions.

Function A function is a technical task or activity
performed on an object.

Process Interface
A process interface indicates from which
process the related event has been created,
or which process the event triggers.

Rules

X-OR
AND
OR

The rules describe how the events and
functions are related. The X-OR means that
one and only one input/output is possible,
the AND that all the inputs or outputs must
be true, and the OR when any combination
may be possible.

Resource objects

Organisational Unit
Type

An organisational unit type represents a
typification of individual organisational
units, i.e. performers of the tasks required
to attain the business objectives.

Information Carrier An information carrier is a means to store
information.

Cluster
A cluster represents the logical view on a
collection of entity types and relationship
types of a data model.

Application System
Type

The Application System Type is
representative of a related group of IT
systems.

Objective An objective is the definition of future
company goals

Knowledge Category A knowledge category is used to classify
knowledge by topic
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Apart from involved business participants that 
are placed in the “header row” and the central ele-
ments, business processes, different information 
carrier objects (e.g., Internet) are also available to 
present the underlying media by which business 
documents are passed across boundaries (Davis, 
2001, p. 345). Business component objects, which 
represent the application system type used in nor-
mal eEPCs, can also be included. Furthermore, 
security protocol objects can be attached to the 
business documents to specify security require-
ments. As with eEPCs, the organisational, data 
and systems description can be specified in greater 
detail within additional assignable models. The 
symbols (representing different objects) offered 
by the E-business Scenario Diagram type are 
shown in Figure 4.

description of relevant modelling 
constructs in ArIs

The following sections present the modelling con-
structs and techniques that could be used—in ad-
dition to the standard elements “function”, “state”, 
“operator”, and “connection”—to capture the in-
formation relevant to Web services assessment and 
deployment (hereafter referred to as “Web service 
modelling”) in an ARIS business process model.

Hierarchical Decomposition

It is a natural design technique to start by creating 
a high-level concept and then to drill down into 
successive levels of detail (Davis, 2001, p. 242). 
Process decomposition is achieved by assigning 
hierarchies of eEPCs to functions (Davis, 2001, p. 
243). Apart from that, most model assignments in 
ARIS are made to models that provide additional 
details about the particular object. The most rel-
evant for this work are presented in Table 10.

Figure 4. Modelling symbols for e-business scenario diagrams
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do it? (knowledge, application system); (d) why
do they do it? (objective); and (e) when do they
do it? (event) (Davis, 2001, pp. 162-163).

Table 9 shows common object types that
were also used for the implementation of the
exemplary business process model presented
later. Their description has been adapted from
the ARIS Methods Manual (IDS Scheer AG,
2002).

To facilitate the modelling of e-business
processes, the ARIS framework incorporates a
dedicated type of diagram, namely “e-business
scenario diagram”. Using this type of diagram
it is possible to view a value-added chain holis-
tically, that is, from the end customer through
all the companies involved in the process. By
adopting the column representation style, the
e-business scenario diagram provides an ab-
straction of the interfaces between different
process partners.

Apart from involved business partici-
pants that are placed in the “header row” and

the central elements, business processes, dif-
ferent information carrier objects (e.g., Internet)
are also available to present the underlying
media by which business documents are passed
across boundaries (Davis, 2001, p. 345). Busi-
ness component objects, which represent the
application system type used in normal eEPCs,
can also be included. Furthermore, security pro-
tocol objects can be attached to the business
documents to specify security requirements.
As with eEPCs, the organisational, data and
systems description can be specified in greater
detail within additional assignable models. The
symbols (representing different objects) offered
by the E-business Scenario Diagram type are
shown in Figure 4.

Description of Relevant
Modelling Constructs in ARIS

The following sections present the mod-
elling constructs and techniques that could be
used — in addition to the standard elements

Figure 4. Modelling symbols for e-business scenario diagrams

Goods shipment

Money transaction

Business document
Organizational unit type

Employee role position type

Business participant

Organizational unit type

Business component

Application system

Security protocol

Business process

Intranet

Internet

E-mail

Extranet

Handy (WAP)
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Attributes

Attributes are populated with values either 
through the process of drawing the models or 
by inserting them manually. Apart from storing 
modelling related information that is necessary 
for the administration of the databases, models 
and its objects, additional information about the 
real world items that the model represents can be 
added. Special attributes further allow for link-
ing business documents and Web sites or other 
applications to objects, models, and databases. 
Thus, although ARIS’ attributes are not intended 
for storing vast amounts of detailed information 
about the items themselves, a business process 
model can act as a central repository (Davis, 2001, 
pp. 25, 97). For convenience, the attributes can 
also be displayed directly on the model graphic 
(Davis, 2001, p. 91).

Organisational Objects

Organisational objects represent information 
on business participants that are involved in the 
process tasks. Many practitioners model every 
organisational object, be it a single person, depart-
ment or a whole organisation, as an organisational 
unit object which is feasible and keeps the models 

simple (Davis, 2001, pp. 145, 147). However, a hi-
erarchical approach is more appropriate if complex 
projects shall be modelled and shared to ensure 
a common, standard-based approach. Therefore, 
the detailed relationships between organisational 
objects can be modelled within the organisational 
chart model. In both model types, eEPCs and e-
business scenario diagram, it is possible to assign 
organisational chart models to organisational 
objects (Davis, 2001, p. 145).

Application System Objects

Application system objects represent the IT assets 
in ARIS that are used to support the business. 
Many objects exist to define detailed hierarchies 
of systems, sub systems, software modules, and 
even specific IT functions. Although in practice 
only the application system type element is used 
within the majority of eEPCs, an application 
system’s internal relationships can be displayed 
in the assignable application system model type 
(Davis, 2001, p. 148). 

If processes are entirely carried out by applica-
tion systems the corresponding function symbol 
can be replaced by a designated object called 
system function (Davis, 2001, p. 150).

Table 10. Hierarchical models in ARIS that can be assigned to objects, adapted from (Davis, 2001)

Object Assigned Model Hierarchical Representation

Function eEPC Decomposition of the Function into a more detailed sub process

Application System Type Application System Type Dia-
gram

Decomposition of the systems into sub-systems, modules and IT 
functions

Organisational Unit Type Organisation Chart Description of the organisational set-up of the involved businesses

Information Carrier None However, the Technical Terms Model or the eERM Model can be 
assigned to show structure of carried data

Cluster eERM Model Formal description of the data structure

Technical Term Technical Terms Model Decomposition of the Technical Term into its information structure

Knowledge Category Knowledge Structure Diagram Description of the structure of business knowledge

Business Objective Objective Diagram Composition / decomposition of the business objectives and de-
scription of related critical factors
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Data Objects

Involved data in IT systems and communication 
can be modelled formally, that is, using recognised 
modelling standards such as ER-diagrams, or less 
formally using “business language”. Whereas 
the technical term object is used for modelling 
data informally from a business perspective, the 
cluster, entity type and attribute objects represent 
formal data modelling in ARIS (Davis, 2001, 150). 
Their internal relationship can be shown via the 
eERM model type. The technical terms model 
can be used to model how technical terms map 
to clusters, entities and attributes of the formal 
data model (Davis, 2001, p. 151).

Information Carrier Objects

Information carriers can be thought of defining 
how the data is stored and delivered or “carried” 
to and from the functions (Davis, 2001, p. 155). 
Symbols are available for EDI, intranet, Internet, 
e-mail, fax, and so on. Explicit relationships be-
tween the involved data and its carrier can also 
be modelled (resulting in so called “secondary 
relationships)” (Davis, 2001, p. 157). However 
this relationship cannot be modelled (visually) in 
the e-business scenario diagram type.

Objective Objects

A hierarchy of business objectives and related 
critical success factors can be modelled within the 
objectives diagram model. The specific objectives 
could then be added to an eEPC and assigned on a 
Function/EPC level to show which process steps 
support their realisation (Davis, 2001, p. 161).

Knowledge Objects

Knowledge is considered everything that is known 
to be of relevance to a process (Davis, 2001, p. 
158). In process modelling one would not want to 
try to model all of the knowledge related to the 

process but only where it was key to a process 
step (Davis, 2001, p. 158). The ARIS object chosen 
for knowledge here is the knowledge category 
object. For more detailed levels, e.g. to represent 
the structure of knowledge or interrelationships, 
specific designated model types exist as with the 
other resources as well. The knowledge structure 
diagrams are useful models for representing and 
structuring aspects of business knowledge, thus 
also facilitating communication and re-use of the 
latter. For Web services modelling they can be 
redefined in order to depict available case studies, 
benefits realised through Web services applica-
tion, and so on.

matching web service Information 
with ArIs constructs

In the following, it is outlined how necessary 
information supporting Web services evaluation 
and deployment could be captured as elements of a 
collaborative business process model created with 
the ARIS Toolset. Here, a matching between the 
identified critical information supporting Web ser-
vices assessment and deployment (Table 6, Table 
7, and Table 8) on the one hand and the outlined 
appropriate ARIS constructs for representation 
in a collaborative business process model on the 
other hand is performed. The outcome is shown 
in Table 11, Table 12, and Table 13.

e-Procurement scenario

Figure 5 depicts the high-level business processes 
of the e-procurement scenario modelled with the 
ARIS Toolset. These processes are presented in 
an e-business scenario diagram. The header row 
contains the involved business parties; the fol-
lowing row holds the related business processes 
and resources. This model is of the “swim lane” 
type. The column presentation therefore visualises 
the interface between the two business partners. 
Electronic communication takes place in form of 
business document exchanges. Most of the busi-
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Table 11. Capturing WS-relevant process and transaction characteristics in process models

Phase Information domain and type How to capture in a process model?

Process characteristics

2 Process stability To be specified on Function/EPC level as discrete attribute (predefined list)

2 Process repetition frequency To be specified on Event level as attribute

2, 4 Process’ level of mission-criticality To be specified on Function/EPC level as discrete attribute (predefined 
list) or through colour coding (i.e. representing value of attribute by dis-
playing corresponding Function objects in different, designated colours)

2, 4 Process’s estimated monetary value if quantifi-
able

To be possibly specified on Function/EPC level as attribute or through 
colour coding

Involved electronic transaction  characteristics

2 Business transaction type Information implicitly available through process structure

2 Composition requirements Relationships of constituting parts of transaction are implicitly available 
through process structure

2 Transaction mode To be modelled as a discrete attribute (predefined list)

2 Message delivery requirements Information may be attached as to Information Carrier or Function

2 Failure response requirements Information may be attached to Information Carrier or Function

2 Required processing speed To be specified on functional level as attribute

2 Processing speed guarantees To be specified on functional level as attribute

2 Throughput requirements To be specified on functional level as attribute

2 Scalability requirements To be specified on functional level as attribute

2 Security requirements Can be modelled in E-Business Scenario Diagram as designated symbol 
with own attributes. However, no mapping of the symbol to other 
diagrams (e.g. eEPCs) is possible. Could alternatively be modelled as at-
tributes of other practical object that was assignable to information carriers 
or as direct attributes of Information carrier or Function.

ness processes carry an “assignment” symbol in 
their bottom right corner which depicts the fact 
that an associated eEPC is available that further 
details the business process. The user can quickly 
browse through the models with the help of these 
visual links. The modelling symbols have been 
introduced in Figure 4.

The scenario starts with the product cata-
logue provision by the seller. The catalogue can 
be provided as a Web services which would be 
a service to the buyer. An advantage would be 
the support for heterogeneous systems, that is, 
the catalogue Web services could be integrated 
on a Web site, as a small desktop application at 
the buyer’s site, and so on. Upon identification 
of a specific product need, a purchase requisition 
is triggered on the buyer’s side, who assigns a 
source of supply which may lead to an update of 

contract information. Thereafter a purchase order 
(PO) is created and the material planning system 
is updated. Upon reception of the purchase order 
the seller validates it and creates a sales order 
(SO). A PO acknowledgment (PO Ack) is sent to 
the buyer who changes the status of the purchase 
order. The seller provides the required goods and 
sends an advanced shipping notification (ASN) to 
the buyer which leads to another update of the PO 
at the buyer’s side. Finally the goods are shipped 
and an invoice is created and transmitted to the 
buyer. Although no examples could be found, 
the invoicing process might prove suitable for 
Web services integration. The buyer confirms 
the reception of the goods, updates his material 
planning, and verifies the invoice upon arrival. A 
payment notification is sent to the seller when the 
invoice has been verified. In addition, message 
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Table 12. Capturing WS-relevant system, data and partners characteristics in process models 

Information domain and type How to capture in a process model?

Involved systems’ characteristics

1, 2 Description of internal structure and 
functionality

To be described as attribute of Application System Type Module or IT Function

2 Capacity utilisation level To be specified as attribute of Application System or Module

2 Costs (initial & maintenance) Same as above

2 Existing interfaces Supported input and output formats to be specified as Data objects and/or as at-
tributes of Application System 

2 Used communication protocols Depicted through information carrier

2 Systems ability/likelihood to change To be specified as discrete attribute (predefined list) of Application System or 
Module

Involved data’s characteristics

3 Data format, standards compliance To be described as attribute of Cluster object and specified in eERM model if 
complex

2 Dynamics, frequency of change To be specified as attribute of Cluster object

2 Importance of timeliness To be specified as discrete attribute (predefined list) of Cluster object

2 Required level of data security To be described as attribute of Cluster object

Involved business partners’ characteristics

2, 3 Total number of involved parties Derived from relationships with Organisational Units

4 Frequency of cooperation Discrete attribute (predefined list) of Organisational Unit

4 Importance of business partner As above

3 Autonomy, degree of individuality As above

3 Existing level of business trust As above

3 Existing process insight and manageability, 
shared meaning

As above (possibly multiple attributes)

3. Existing technological base Implicitly contained in model through Application Systems if process & resource 
insight is granted

3. Existing IT skill base Same as Frequency of cooperation

Types of characteristics of the involved business parties could also be modelled as redefined Knowledge Category objects and be 
assigned to the organisational objects representing the business participants via the Knowledge Map model type.

Examples, first implementations and matu-
rity, risks, and pitfalls

3, 4 Can be referenced as attribute on Function/EPC level. Colour coding could be used to assign the implementation’s level of 
maturity on the Function/EPC level (designated colours for discrete levels of maturity). Could alternatively be modelled as 
redefined Knowledge Category objects that could be assigned on Function/EPC level and colour coded according to the maturity. 
The advantage of using Knowledge Category objects is that they could carry further details (e.g. experienced issues, benefits) in 
assigned Knowledge Structure Diagrams. 
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Table 13. Capturing information for Web service deployment in a business process model

Information domain and type - Web Service deployment - How to capture in a process model?

Business purpose for Web Service

Business drivers could be captured in several plausible ways, as:
a) a discrete attribute (predefined list + free text if value not yet in list) on Function/EPC level.
b) redefined specific Knowledge Category objects. The advantage would be that these objects could then be directly assigned to Func-
tions as well as be included in Knowledge Structure diagrams detailing known Web Service implementations. Objective objects can only 
be assigned to Functions.
c) a discrete attribute (predefined list + free text if value not yet in list) of the Knowledge Category objects which refer to first implemen-
tations and are assigned to Functions.
d) Objective objects in a hierarchical Objective Diagram + assigned on Function/EPC level after first Web services projects.

Interaction patterns

Interaction type classifications could be captured in several plausible ways, as:
a) a discrete attribute (predefined list + free text if value not yet in list) on Function/EPC level.
b) redefined specific Knowledge Category objects (that could be part of a Knowledge Structure Diagram attached to a Knowledge Cat-
egory object for first implementations)
c) Comments, after first own or reported projects. 
d) a discrete attribute (predefined list + free text if value not yet in list) of the Knowledge Category objects which refer to first implemen-
tations and are assigned to Functions. This is recommended, because it constitutes a simple, discrete type of information.

Relationship type

See Interaction patterns above

Service semantics

Functional service properties To be described on Function/EPC level as attributes or as attributes 
of the Knowledge Category objects representing Web services 
examples

Non-functional service properties To be described on Function/EPC level as attributes or as attributes 
of the Knowledge Category objects representing Web services 
examples

Service ontology & capabilities To be described on Function/EPC level as attributes or as attributes 
of the Knowledge Category objects representing Web services 
examples

Misc.

Information can be included that is critical or has proven to be 
important in the past

To be captured in model as attributes, Comments or Knowledge 
Objects

exchange is required for PO amendment, status 
querying, and further notifications. Existing Web 
services solutions are attached to the model in the 
form of comments. Comments are also attached to 
processes where Web services applications should 
be clearly considered, for example, automation 
of (parts of) contracts, support for the invoice 
process, and purchase order changes.

Figure 6 depicts the process “Create ASN” in 
greater detail. The representation chosen is an eEPC 
model. The column type gives a corresponding 
“swim lane” view on the involved business parties. 
In ARIS the model shows up after a double click 

on the assignment symbol of the “Create ASN” 
process in the e-business diagram. The model 
shows the required activities and resulting states 
to carry out the business process. It also includes 
involved application systems, data and information 
carriers and their interrelationships. Applications 
systems and data can be further detailed in related 
diagrams such as the eEPC in Figure 6. The ac-
tivities (function objects) supported through Web 
services carry a Knowledge object that represents 
the corresponding type of Web services example, 
differentiated according to their maturity, that 
is, research prototype, vendor proposal, success 
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Figure 5. High-level processes for e-procurement in e-business diagram
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Figure 6. Seller’s process “Create ASN” in greater detail via an eEPC
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story. The different degree of maturity is depicted 
through colour coding of the knowledge objects 
(i.e., predefined colours for low maturity, moder-
ate maturity, high maturity: red (darker shade), 
yellow (lighter shade), and green (medium shade). 
The Web services examples can be detailed in 
knowledge structure diagrams, which can include 
information about benefits, issues and hyperlinks 
to relevant documents.

concLusIon

This paper addressed one of the currently per-
ceived issues surrounding Web services, namely 
the lack of a sound methodology to demonstrate the 
actual business impact of Web services adoption 
in specific settings. The main contributions are: 
(a) a process-oriented framework for systematic 
assessment of Web service adoption opportuni-
ties including checklists and scoring tables; (b) a 
structured set of identified critical information for 
Web services evaluation and deployment through 
business process models; and (c) a mapping of 
this information types into ARIS constructs, thus 
enabling the representation of this information in 
a business process model.

The study has drawn on an extensive review 
of the literature as well as reported case studies 
and best practices. From these resources, a list 
of assessment criteria for potential application 
areas of Web services could be derived. These 
criteria were then tested through an e-procurement 
scenario and refined through feedback obtained 
from focus groups.

Further research leading to the refinement, 
extension, and testing of the proposed assess-
ment methodology is needed. In particular, the 
methodology could be extended by depicting 
trade-offs between benefits and risks of Web ser-
vices deployment. Also, additional requirements 
for the methodology should be identified through 
further case studies, and the implementation of the 
proposed methodology in other tools than ARIS 

should be considered. Finally, it would be highly 
desirable to test the proposed methodology with 
potential users in order to identify and understand 
the risks and pitfalls of its application.

Another relevant direction for future work is 
the exploration of requirements that collabora-
tive e-business interactions impose on business 
process modelling and Web services as well as 
their implications. Issues that still need to be 
addressed and overcome include dealing with 
business trust, semantic heterogeneity and ex-
ceptions, all of which were identified as crucial 
during the focus groups.
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AbstrAct

This chapter highlights the importance of e-pro-
curement and the barriers affecting its widespread 
adoption in the context of small and medium 
enterprises. The chapter takes a technical per-
spective and critically analyzes the importance of 
information systems in the procurement domain 
and the integration challenges faced by SMEs in 
today’s digitally networked economy. Next, the 
role of XML-based Web services in solving the 
integration challenges faced by SMEs is discussed. 
Subsequently, a procurement transformation 
framework enabled by Web services which pro-
vides a clear methodology of the way in which 
information systems should be introduced in the 
procurement domain is discussed. The chapter 
concludes by a discussion of the measures that 
must be undertaken by various stakeholders like 
the government and universities in increasing the 
awareness levels of SMEs to the latest e-business 
mechanisms.

IntroductIon

Micro, small and medium-sized enterprises 
(SMEs) play a central role in the world economy. 
They are a major source of entrepreneurial 
skills, innovation, and employment. There are 
an estimated 75 million SMEs worldwide, which 
represent about 99 percent of all companies 
(IBM, 1998). Zheng, Caldwell, Harland, Powell, 
Woerndl, and Xu (2004) find that the “Internet 
presents many opportunities for SMEs to harness 
the benefits of Information and Communications 
Technologies (ICT)” (p. 27-39). E-procurement, 
which is the utilization of the Internet in enabling 
and streamlining the entire procurement cycle, 
has been identified as a very important area 
of concentration for SMEs (ABI, 2003; OGC, 
2005). “Electronic procurement specifically and 
eCommerce generally will knit supplier and 
buyer business processes together to deliver 
seamless transactions” (Cavinato & Kauffman, 
2000). Large enterprises have already invested 
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huge amounts of resources in e-procurement and 
are reaping the benefits of it. E-procurement is 
being championed by larger enterprises, mainly 
to save transaction costs and reduce prices. But 
potentially they also offer opportunities for SMEs 
to find new business partners and to benefit from 
closer integration into the value chains of large 
companies (ABI, 2003).

It is pertinent to study the impact of e-procure-
ment on SMEs owing to many factors: 

1. Many large organizations’ supplier base 
consists of small and medium enterprises 
(SMEs), and without the full participation 
of these SMEs, the initiatives of large cor-
porations will not be successful. 

2. The application of emerging information 
technologies (IT) has often proven to be a 
complex job for SMEs. 

3. SMEs are often at a disadvantage in terms of 
finance, technology, human resource devel-
opment, and networking (UN-ECE, 1997); 
in the case of information technologies, the 
task seems even more daunting, owing to the 
highly complex evolving process and also 
the challenge in successfully deciphering 
a business case for the justification of its 
investment. 

In this chapter, we will look at the evolution 
of procurement and look at the importance of e-
procurement for SMEs. We will also look at the 
barriers to the widespread adoption of e-procure-
ment and how the deployment of Web services 
will help overcome those barriers.

bAckground

This section offers primary insight into procure-
ment, e-procurement, inter-organizational infor-
mation systems, and supply chain management. 
We believe these areas are closely knitted and 
usually overlapping.

Procurement

Every business, irrespective of its size and sector, 
are involved in some form of buying and selling. 
Procurement is an unavoidable and important busi-
ness function. A typical firm spends at least half 
of its revenues on external purchases of goods and 
services (Markham, Morales, & Slaight, 2000). 
Procurement is defined by Gebauer, Beam, and 
Segev (1998) as “including all activities involved 
in obtaining, transporting and moving material 
towards the production process.” Though procure-
ment has long been overlooked as a backwater, 
repetitive function, nevertheless it is indispens-
able, it forms the bedrock of the company, and 
it is a core business function. A study made by 
AT Kearney on European and North American 
manufacturers found that in 1985, 30% of the total 
manufacturing cost stemmed from purchased 
material and services. In 1995, the figure rose 
to 55%, and for 2005, it was estimated to rise to 
85%, which makes procurement a very important 
function (Knusden, 2003). Since the procurement 
process is located at the beginning of the value 
chain, any ripples created here will be echoed right 
across the supply chain. But traditional procure-
ment processes are muddled with inefficiencies, 
and leave scope for non-compliance with existing 
procurement policies. 

Procurement, purchasing, and supply manage-
ment are simply different terms used in the litera-
ture to describe the same activity. But we prefer the 
usage of the term “procurement.” Knusden (2003) 
justifies the usage of the term “procurement” by 
asserting that “it neither rules of the operational 
nor the strategic aspect of acquiring external 
resources.” Procurement is the name given to a 
very broad purchasing function which includes 
basic steps like making a requisition for goods, 
to much more complex aspects like sourcing and 
logistics. Thus, the scope of procurement is very 
wide, making it a very important component of 
supply chain management. Typically, a company’s 
procurement function is subdivided into strategic 
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and operational processes, since activities and 
priorities in these two areas are entirely different 
(Kaufmann, 1999; Lamming, 1995), as depicted 
in Figure 1.

However, traditionally procurement was often 
neglected as a back room function. A glance at the 
organization chart of many organizations reveals 
that purchasing departments are located in many 
areas of the organization. Separate purchasing 
departments for manufacturing and sales made it 
difficult to have a centralized purchasing policy. 
Heywood, Barton, and Heywood (2002, p. 8) 
note that “traditional buyers have long argued 
that their work does not lend itself to automation 
because much of the information that appears on 
a purchase order or contract is unstructured text, 
and most purchasing systems find this difficult to 
accommodate. A blank purchase order with terms 
and conditions written in the very small lettering 
on the back is the way they like to work. Because 
there was never a big push from the buyers to au-
tomate, traditional purchasing departments were 
usually left to their own devices and persisted 
with manual paper systems that satisfied only the 
needs of the buyers.”

This is one of the reasons why procurement 
functions were never automated, as insufficient 
emphasis was placed on this important corpo-
rate function. Neef (2001) notes “traditionally, 
the external resources that were acquired by the 

company have been broken down into two major 
categories, that is, Direct and Indirect goods.” 

1. Direct goods: Typically, direct goods are 
80% by value and 20% by volume of many 
organizations expenditure on procurement. 
Direct goods include goods which are used 
in the production of core products and 
services of the company. Direct goods are 
central to the running of the business, and 
are very crucial because any disruption in 
this area of purchasing can cause havoc 
and ultimately challenge the survival of the 
company. Procurement strategies for direct 
goods assume the highest significance for 
any company and have to be planned with 
utmost care. They improve the efficiency 
of the company, which in turn will help 
it in gaining competitive advantage in the 
market.

2. Indirect goods: Typically, indirect goods are 
20% by value and 80% by volume. Indirect 
goods can be classified as goods which aid in 
the running of the business. Indirect goods 
are classified again as below.
• Maintenance, retail, and operation 

(MRO): MRO goods are very crucial 
to the business as these include obtain-
ing parts for the various machinery 

Figure	1.	Procurement	classification	model	(Source:	Authors)
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given to a very broad purchasing function which includes basic steps like 
making a requisition for goods, to much more complex aspects like sourcing 
and logistics. Thus, the scope of procurement is very wide, making it a very 
important component of supply chain management. Typically, a company’s 
procurement function is subdivided into strategic and operational pro-
cesses, since activities and priorities in these two areas are entirely different 
(Kaufmann, 1999; Lamming, 1995), as depicted in Figure 1.
However, traditionally procurement was often neglected as a back room 
function. A glance at the organization chart of many organizations reveals 
that purchasing departments are located in many areas of the organization. 
Separate purchasing departments for manufacturing and sales made it dif-
ficult to have a centralized purchasing policy. Heywood, Barton, and Hey-
wood (2002, p. 8) note that “traditional buyers have long argued that their 
work does not lend itself to automation because much of the information 
that appears on a purchase order or contract is unstructured text, and most 
purchasing systems find this difficult to accommodate. A blank purchase 
order with terms and conditions written in the very small lettering on the 
back is the way they like to work. Because there was never a big push from 
the buyers to automate, traditional purchasing departments were usually left 
to their own devices and persisted with manual paper systems that satisfied 
only the needs of the buyers.”
This is one of the reasons why procurement functions were never automated, 
as insufficient emphasis was placed on this important corporate function. 
Neef (2001) notes “traditionally, the external resources that were acquired 
by the company have been broken down into two major categories, that is, 
Direct and Indirect goods.” 

Figure 1. Procurement classification model (Source: Authors)
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and other high-end instruments which 
perform the actual production.

• Office supplies: Office supplies include 
all other expenditure which is helpful 
in performing routine jobs. These in-
clude stationery, lighting, and so forth. 
These are not mission-critical goods 
and can be bought at any period with 
off-contract suppliers as they can be 
substituted easily.

Complexity is an inherent attribute of pro-
curement. Companies have always been trying 
to simplify this extremely crucial aspect of their 
business, in extracting optimal quality and ac-
curate transactions at a lowest possible cost. For 
example, Figure 2 demonstrates the routine tasks 
involved on the operational side of a traditional 
procurement life cycle. As garnered, the process 
was very labor-intensive, which was a source of 
inefficiency in most organizations. The solution 
to cut down drastically on the inefficiency was 

through the introduction of information systems. 
Thus, the concept of inter-organizational informa-
tion systems (IOIS) came to the fore.

Inter-organizational Information sys-
tem (IoIs)

Generally, the need for sharing procurement-re-
lated information is found to be on a higher scale 
between participant organizations. The emergence 
of IOIS attempted to solve that problem. An IOIS 
is defined as a computer and communication in-
frastructure, crossing company boundaries and 
enabling information sharing (Cash & Konsynski, 
1985). IOIS facilitate technology-based coopera-
tion across organizations (Bakos, 1991). Basically, 
IOIS enables two companies to exchange business-
related documents in some pre-agreed proprietary 
format. As processes evolved, we saw the rise of 
electronic data interchange (EDI), a variant of 
IOIS during the period of the 1980s.

Figure 2. Traditional procurement process (Source: Heywood et al., 2002)
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1. Direct goods: Typically, direct goods are 80% by value and 20% by 
volume of many organizations expenditure on procurement. Direct 
goods include goods which are used in the production of core products 
and services of the company. Direct goods are central to the running of 
the business, and are very crucial because any disruption in this area of 
purchasing can cause havoc and ultimately challenge the survival of the 
company. Procurement strategies for direct goods assume the highest 
significance for any company and have to be planned with utmost care. 
They improve the efficiency of the company, which in turn will help it 
in gaining competitive advantage in the market.

2. Indirect goods: Typically, indirect goods are 20% by value and 80% 
by volume. Indirect goods can be classified as goods which aid in the 
running of the business. Indirect goods are classified again as below.
• Maintenance, retail, and operation (MRO): MRO goods are 

very crucial to the business as these include obtaining parts for the 
various machinery and other high-end instruments which perform 
the actual production.

• Office supplies: Office supplies include all other expenditure which 
is helpful in performing routine jobs. These include stationery, 
lighting, and so forth. These are not mission-critical goods and can 
be bought at any period with off-contract suppliers as they can be 
substituted easily.

Figure 2. Traditional procurement process (Source: Heywood et al., 2002)
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electronic data Interchange (edI)

Electronic Data Interchange has been around for 
a long time and has been widely used for the ex-
change of business documents by large firms. EDI 
is often confined to data exchange using EDI VAN 
(value added network) or EDI standard protocols 
such as UN/EDIFACT (United Nations/EDI for 
Administration, Commerce and Transport) and 
ANSI (American National Standards Institute) 
ASC (Accredited Standards Committee) x12 
(Shimada, 2004). Many large firms have been 
applying technology to the purchasing process 
for several decades through electronic data inter-
change (EDI). It was still expensive to implement, 
often running into millions of dollars (Presutti, 
2002). However, the high costs associated with 
EDI can be afforded only by the large companies 
(Khazanchi, 1999). Competing standards, high-
entry barriers and lack of suitability for real-time 
transactions meant that EDI was not an option 
for SMEs. But with the anvil of e-business, the 
concept of doing business electronically with a 
multitude of partners has become affordable for 
even the SME community.

e-business

Human race has been involved in buying and sell-
ing of products and services to each other for as 
long as recorded history. McMillan (2002) notes 
that the “trading of goods and services for other 
goods or for money is central to the concept of 
human socialization.” While the basic philosophy 
has remained the same, means of achieving the 
ends have changed profoundly. The success of the 
PC-based model of computing, coupled with the 
emergence of the World Wide Web, has opened up 
new and exciting opportunities for businesses. The 
Internet in general, and in particular, e-business 
has changed the centuries-old practices/methods 
dramatically at an unprecedented pace. Businesses 
all over the globe wanted to gain the benefits 
offered by this new channel of communication. 

While the most visible manifestation of the In-
ternet has been in the emergence of electronic 
commerce as a new retail channel, it is likely 
that the Internet will have a profound impact on 
business-to-business interaction, especially in the 
area of supply chain integration.

The consumer-centric business-to-commerce 
(B2C) model dominated the embryonic stages of 
the Internet. But it will be their B2B successors 
who will leverage the full potential of this new-
found electronic economy. Gartner Group, an IT 
research firm, predicted that the worldwide B2B 
market would be $ 7.2 trillion by 2003. True to 
predictions, B2B/e-business is already the fast-
est growth area in the superheated new Internet 
economy and carries potential almost beyond 
measure. In the field of e-business, e-procurement 
is regarded as having far greater potential for cost 
savings and business improvements than online 
retailing or enterprise resource planning systems 
(Aberdeen, 2000; Neef, 2001). Many studies have 
clearly indicated that the biggest savings from 
e-business initiatives will occur in the area of 
e-procurement (Knusden, 2003).

supply chain management (scm)

Supply chain management can be described as the 
chain linking each element of the manufacturing 
and supply process from raw materials to the end 
user, encompassing several organizational bound-
aries (New & Payne, 1995; Scott & Westbrook, 
1991). Increasingly, organizations are looking 
to squeeze costs out of the supply chain to gain 
competitive advantage over other firms. Chris-
topher (1998) also notes that the goal of supply 
chain management is to link the marketplace, the 
distribution network, the manufacturing process, 
and the procurement activity in such a way that 
customers are serviced at higher levels but at 
lower total cost. Seventy percent of a firm’s sales 
revenues are, on average, spent on supply chain-
related activities from material purchases to the 
distribution and service of finished products to the 
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final customer (Presutti, 2002). Supply chain man-
agement has thus evolved into a very important 
area of study for many researchers and companies 
attributable to the symbiotic relationship between 
supply chain and organizational performance. 
Supply chain management is seen as paramount to 
delivering high customer satisfaction with reduced 
lead times and costs (Bhattacharya, Coleman, & 
Brace, 1996). 

The emergence of e-business has provided a 
fresh impetus for re-invigorating the supply chain. 
Today, there is an increased use of geographi-
cally-dispersed suppliers by firms to retain their 
competitive advantages. This act requires a high 
degree of orchestration between the geographical-
ly-dispersed partners. The role played by informa-
tion technology in synchronizing these partners 
is profound. Cagliano, Caniato, and Spina (2003) 
note that “e-business is particularly important 
for the supply chain literature as a consequence 
of the increasing need to integrate activities and 
information flows and to optimize the processes 
not only at the single company level, but also 
at the level of inter-company processes.” Chen 
and Meixell (2003) point towards the symbiotic 
relationship between supply chain management 
and information technology. Due to the dynamic 
nature of supply chain management, new breed 
information technologies can offer significant con-
tributions in optimizing supply chains for better 
performance. This makes SCM more responsive to 
the dynamics of the marketplace. E-procurement 
is a subset of supply chain management.

e-Procurement And smes

E-procurement is a collective term for a range of 
e-business software solutions which utilize the lat-
est information and communication technologies 
(especially the Internet), that can be employed to 
automate the internal and external processes as-
sociated with strategic sourcing and purchasing, 
which includes catalogue search, item requisi-

tion request, approval, purchase order, delivery, 
receiving, payment, identification of sourcing op-
portunities, supplier evaluation, negotiation, and 
contract. Examples of the e-business software so-
lutions include e-procurement software, 
business-to-business (B2B) auctions, 
B2B market exchanges, purchasing 
consortia, e-tendering, e-auctions, e-market-
places, and e-sourcing.

The e-business software solutions that aid the 
procurement process automation utilize the latest 
information and communication technologies, 
such as electronic data interchange, Internet, e-
mail, software and hardware, but excludes other 
means of communication such as telephone, 
fax, and so forth. E-procurement technologies 
fundamentally aim to hammer out inefficien-
cies associated with manual-based procurement 
systems. 

From the above discussion, we can deduce that 
e-procurement is mainly the effective utilization 
of the modern Internet standards for streamlining 
the entire corporate procurement activities. The 
emergence of e-procurement, which leverages the 
potential of the Internet to improve the procure-
ment process, has gathered considerable interest 
amongst academia and business practitioners. 

Benefits of E-Procurement to SMEs

We spoke about how e-procurement can help 
organizations in improving over traditional pro-
curement processes. Especially for an SME, if 
they adopt electronic procurement, a small per-
centage of savings in procurement expenses can 
help them reduce operation costs and improve the 
profit margin considerably, as procurement is an 
expensive business activity. This improves their 
competitiveness as well, which would ultimately 
benefit the economy (Chan & Lee, 2003).

This section lists the benefits of e-procurement 
which are exclusive to SMEs, as highlighted by 
many authors (ABI, 2003; NEPP, 2004; Office of 
Government Commerce, 2002):
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• Competition with any other supplier, regard-
less of their size; any supplier with access 
to the Internet is now on a par with even the 
largest suppliers 

• Being strategically valuable, as it helps them 
to win other business elsewhere 

• Receiving payment more quickly as there 
is less of a paper chase at the buyer end 

• Business does not need to be limited to one 
geographical area 

• Removal of some of the process costs as-
sociated with supplying to government

• Efficiency (doing things better through pure 
cost reduction in current procurement and 
selling business processes)

• Effectiveness (doing better things, through 
supply chain integration driving costs out of 
the supply chain, and strategic sourcing to 
establish new competitive supply sources)

• Evolution (doing things differently promoted 
through transparency and intelligence)

• B2B re-engineering (promoting business in-
telligence and transparency in the customer 
and supply chain partners and encouraging 
innovation through collaboration)

But on a precautionary note, it must be un-
derstood that e-procurement does not replace 
procurement. E-procurement is only a strategic 
tool that enhances the entire procurement op-
eration. The aim that an e-procurement system 
attempts to achieve could be divided into two 

categories, that is, internal and external, as de-
picted in Figure 3.

The functionality that is set forth to be achieved 
on the internal side of e-procurement could be 
achieved through either: 

• An ERP system 
• Specialized e-procurement software

The functionality that is set forth to be achieved 
on the external side of e-procurement could be 
achieved through: 

• B2B marketplaces
• E-auctions
• e-tendering

There is no particular variant of e-procurement 
that will dominate the entire industry. Different 
models are suitable for different industries, and 
the kind of solution to be embraced is also dictated 
by the size of the company. Davila, Gupta, and 
Palmer (2003) note that “e-procurement software 
and B2B auctions are better suited to the needs 
of large corporations, while market exchanges 
and purchasing consortia better serve the needs 
of smaller companies and non-profits.” Thus, 
electronic marketplaces have been identified as 
the preferred way for SMEs to conduct electronic 
procurement. 

New, Meakin, and Southworth (2002) note 
that “one of the most misleading aspects of much 

Figure 3. Essentials of a good e-procurement system
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There is no particular variant of e-procurement that will dominate the entire 
industry. Different models are suitable for different industries, and the kind 
of solution to be embraced is also dictated by the size of the company. Da-
vila, Gupta, and Palmer (2003) note that “e-procurement software and B2B 
auctions are better suited to the needs of large corporations, while market 
exchanges and purchasing consortia better serve the needs of smaller com-
panies and non-profits.” Thus, electronic marketplaces have been identified 
as the preferred way for SMEs to conduct electronic procurement. 
New, Meakin, and Southworth (2002) note that “one of the most misleading 
aspects of much that has been written about the Internet and its effects on 
organizations is the lumping together of different types of organizations op-
erating in different types of markets. Firms differ in many significant ways.” 
Echoing the above thoughts, firms, especially SMEs, vary significantly in 
their procurement patterns, and it is often difficult to prescribe a particular 
model for a group of firms. Instead, SMEs have to mix and match solutions 
that best serve their purpose from the wide gamut of e-procurement solu-
tions available.

B2B Marketplaces

B2B marketplaces are the umbrella term which embraces all variants of external 
e-procurement models. There are many names by which B2B marketplaces 
are addressed. In this chapter, they would be addressed as B2B marketplaces 
as they focus on business-to-business transactions and engage in product, 
service, or information exchange between buyers and sellers. “The existence 
of Marketplaces in human society has a long history from before the agora 
of Ancient Greece to the online trading places of the 21st century” (Stockdale 
& Standing, 2004). The concept of an Electronic Marketplace dates back to 

Figure 3. Essentials of a good e-procurement system
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that has been written about the Internet and its 
effects on organizations is the lumping together 
of different types of organizations operating in 
different types of markets. Firms differ in many 
significant ways.” Echoing the above thoughts, 
firms, especially SMEs, vary significantly in their 
procurement patterns, and it is often difficult to 
prescribe a particular model for a group of firms. 
Instead, SMEs have to mix and match solutions 
that best serve their purpose from the wide gamut 
of e-procurement solutions available.

b2b marketplaces   

B2B marketplaces are the umbrella term which 
embraces all variants of external e-procurement 
models. There are many names by which B2B 
marketplaces are addressed. In this chapter, they 
would be addressed as B2B marketplaces as 
they focus on business-to-business transactions 
and engage in product, service, or information 
exchange between buyers and sellers. “The exis-
tence of Marketplaces in human society has a long 
history from before the agora of Ancient Greece 
to the online trading places of the 21st century” 
(Stockdale & Standing, 2004). The concept of an 
Electronic Marketplace dates back to the mid-
1940s, when the first documented EM system, 
known as Selevision, was used to remote-market 
Florida citrus (Henderson, 1984). 

B2B marketplaces basically provide the infra-
structure for the transfer of information, service, 
or product between the concerned partners. The 
ability of the marketplaces to interoperate extends 
the idea of liquidity and network effect by joining 
more buyers with more suppliers, but does not 
sacrifice the ability of each marketplace to be 
highly specific to the supply-chain node or target 
buyer group it serves. B2B marketplaces have 
emerged as the best mechanism to unlock that 
value, which aligns buyers and sellers in product 
or industry-focused Internet marketplaces for 
the exchange of goods and services (Aberdeen 
Group, 2001).

Schmid (1993) and Bakos (1991) consider 
B2B marketplaces as manifestations of the neo-
classical market ideal, reducing transaction costs 
to a negligible minimum. Malone, Yates, and 
Benjamin (1987) conclude that markets are the 
preferred coordination mechanism for products 
with low asset specificity and low product descrip-
tion complexity. B2B marketplaces offer compel-
ling features like price discovery, aggregation of 
buyers and sellers, automation of processes, and 
expanding markets to buyers and sellers (Bakos, 
1998; Kaplan & Sawhney, 2000). However, there 
have been various viewpoints on the position-
ing of B2B marketplaces: 

• Is a B2B/e-marketplace an inter-orga-
nizational information system? (Bakos, 
1991)

• Is a B2B/e-marketplace an e-procurement 
solution? (Segev & Gebauer, 1999)

• Is a B2B/e-marketplace a medium? 
(Schmid & Lindemann, 1998)

• Is a B2B/e-marketplace a meeting point? 
(Kaplan & Sawhney, 2000)

• Is a B2B/e-marketplace an intermediary? 
(Dai & Kauffman, 2000) 

• Is a B2B/e-marketplace just a listing? 
(Bradley & Peters, 1997)

We consider that B2B marketplaces fall under 
the ambit of e-procurement,  which is consistent 
with Segev and Gebauer (1999) who note that 
“compared to many other electronic procurement 
solutions, electronic marketplaces represent a rela-
tively neutral position between buyer and seller, 
providing services to both sides of a transaction. 
An electronic marketplace represents a virtual 
place where buyers and sellers meet to exchange 
goods and services.”

The electronic markets hypothesis (EMH) by 
Malone, Yates, and Benjamin (1987) predicted 
that electronic marketplaces will be the favored 
mechanisms for coordinating material and infor-
mation flows among organizations in the presence 
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of electronic communication technologies. True to 
their hypothesis, the rise of the B2B marketplaces 
has been stupendous. Technically, e-marketplaces 
are more strategic by enabling firms to interact 
with other firms in a market setting than electronic 
data interchange (EDI) systems in a relational 
setting (Grewal, Comer, & Mehta, 2001).

B2B Marketplaces Classification

Generally, B2B marketplaces can be classified 
into public, private, and industrial/consortia 
marketplace.

• Public marketplace: A public marketplace 
could also be termed as a third-party or a 
neutral marketplace. They provide content, 
value-added services, and transaction capa-
bilities.

• Private marketplace: Private marketplaces 
are exclusively the networks built by large 
enterprises to deal with their group of sup-
pliers. In these kinds of marketplaces, the 
establisher of the network provides the in-
frastructure, and thus it is tightly integrated 
with the enterprises and its suppliers. Typical 
examples of such kind of marketplaces are 
Click2Procure (Siemens), Wal-Mart, and 
UPS.

• Industrial or consortia marketplace: 
Industrial marketplaces are generally es-

tablished by a group of large enterprises to 
leverage their buying power. In these kinds 
of environments, the marketplaces are in-
tegrated with the establishing enterprises. 
Examples of such marketplaces are Covisint, 
E2Open, and so forth.

barriers to electronic Procurement 
for smes

Numerous studies highlight the fact that the adop-
tion of e-business among SMEs is not in tune 
with the expectations, and the reasons cited are 
numerous. Many studies have been conducted 
to investigate the inhibitors to the adoption of e-
business among SMEs. MacGregor and Vrazalic 
(2005) summarize the inhibitors to the adoption 
of e-business among SMEs.

A study conducted by Davila et al., (2003) has 
pointed out that user’s of e-procurement technolo-
gies report that they can acquire goods over the 
Internet from only 15% of the supply base. A 
majority of suppliers in the supply base are SMEs 
because of their common role as suppliers for 
dominating manufacturers (Hauser, 2000). 

This indicates that the uptake of e-procure-
ment is low among small and medium enterprises. 
However, the barriers related to the adoption of 
e-procurement among SMEs and the solutions to 
overcome those barriers is an under-researched 
area, and there exists very little rigorous academic 

Figure	4.	B2B	marketplaces	classification
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The electronic markets hypothesis (EMH) by Malone, Yates, and Benjamin 
(1987) predicted that electronic marketplaces will be the favored mechanisms 
for coordinating material and information flows among organizations in the 
presence of electronic communication technologies. True to their hypothesis, 
the rise of the B2B marketplaces has been stupendous. Technically, e-market-
places are more strategic by enabling firms to interact with other firms in a 
market setting than electronic data interchange (EDI) systems in a relational 
setting (Grewal, Comer, & Mehta, 2001).

B2B Marketplaces Classification

Generally, B2B marketplaces can be classified into public, private, and in-
dustrial/consortia marketplace.

• Public marketplace: A public marketplace could also be termed as a 
third-party or a neutral marketplace. They provide content, value-added 
services, and transaction capabilities.

• Private marketplace: Private marketplaces are exclusively the net-
works built by large enterprises to deal with their group of suppliers. 
In these kinds of marketplaces, the establisher of the network provides 
the infrastructure, and thus it is tightly integrated with the enterprises 
and its suppliers. Typical examples of such kind of marketplaces are 
Click2Procure (Siemens), Wal-Mart, and UPS.

Figure 4. B2B marketplaces classification

Public Marketplace          Private Marketplace              Industrial Marketplace 

Ex: Click2Procure (Siemens),
Wal-Mart, UPS

Ex:  Covisint, E2OpenEx: Free markets
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and empirical research in these areas. Since there 
is a wealth of information available on the bar-
riers to the adoption of e-procurement among 
large corporations, a summary of the barriers is 
presented in Table 2. These barriers were sum-
marized by Hawking and Stein (2004) from their 
study of 38 major Australian firms’ e-procurement 
adoption. 

Hawking and Stein (2004) note that “the main 
barriers to the uptake of e-procurement are infra-
structure, technology, and integration-based. This 
seems to indicate that the complex technological 
issues—both within and between organisations 
in the procurement process—are crucial.” 

A study was commissioned by IMPAQ (which 
specializes in developing e-procurement 
technologies to enable SMEs to trade with 
blue-chip customers) on top FTSE 350 compa-
nies to identify the extent to which e-procurement 
is enabling blue-chip buying organizations to 
enhance trading with SME suppliers. The study 
signifies that “61% of the blue-chip buyers felt the 
need to promote the adoption of e-procurement 
among SMEs.” Corporate buyers perceive that 
the lack of understanding of e-procurement and 
the cost of the technology are the main barriers 
to adoption by SMEs (IMPAQ, 2004). 

Table 1. Summary of the inhibitors to e-business adoption amongst SMEs (Source: MacGregor & 
Vrazalic, 2005)

Barriers to E-Commerce Adoption Related Literature

High cost of e-commerce implementation; Internet technologies 
are too expensive to implement

Iacovou et al. (1995), Quayle (2002), Purao and Campbell (1998), Law-
rence (1997), Riquelme (2002) , and Van Akkeren and Cavaye (1999)

E-commerce is too complex to implement Quayle (2002)

Small businesses require short-term ROI and e-commerce is a 
long-term investment

Lawrence (1997) and McGowan and Madey (1998)

Organisational resistance to change because of the fear of new 
technology amongst employees

Lawrence (1997) and Van Akkeren and Cavaye (1999)

Preference for and satisfaction with traditional manual methods, 
such as phone, fax, and face to face

Lawrence (1997), Venkatesan and Fink (2002), and Poon and 
Swatman (1999)

Lack of technical skills and IT knowledge amongst employees; 
lack of computer literate/specialised staff

Quayle (2002), Lawrence (1997), Riquelme (2002), Van Akkeren 
and Cavaye (1999), Iacovou (1995), and Chau and Turner (2001)

Lack of time to implement e-commerce Walczuch et al. (2000), Lawrence (1997), and Van Akkeren and 
Cavaye (1999)

E-commerce is not deemed to be suited to the way the organisation 
does business, or the way our clients do business

Hadjimonolis (1999) and Iacovou et al. (1995)

E-commerce is not deemed to be suited to the products/services 
offered by the small business

Walczuch et al. (2000), Kendall and Kendall (2001), and Hadji-
monolis (1999)

E-commerce is perceived as a technology lacking direction Lawrence (1997)

Lack of awareness about business advantages/opportunities that 
e-commerce can provide

Iacovou et al. (1995) and Quayle (2002)

Lack of available information about e-commerce Lawrence (1997)

Concern about security of e-commerce Quayle (2002), Purao and Campbell (1998), Riquelme (2002), 
Van Akkeren and Cavaye (1999), Poon and Swatman (1999), and 
Hadjimonolis (1999)

Lack of critical mass among customers, suppliers and business 
partners to implement e-commerce

Hadjimonolis (1999)

Heavy reliance on external consultants (who are often consid-
ered by small businesses to be inadequate) to provide necessary 
expertise

Lawrence (1997), Van Akkeren and Cavaye (1999),  and Chau and 
Turner (2001)

Lack of e-commerce standards Tuunainen (1998)
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Bennett, Managing Director of IMPAQ 
(2004), notes that “whilst Britain’s largest 
companies are seeing tangible benefits from 
e-procurement, many are not recognizing the 
technology’s full potential due to the over-
riding issue of getting buy in from the SME 
supplier community.” 

Another study conducted on the adoption of 
e-procurement by SMEs in Canada concludes 
that e-procurement in Canadian SMEs has a 
slow acceptance rate compared to other Internet-
based solutions. Multiple factors such as lack of 
management support, high cost, and uncertainty 
about benefits of e-procurement were the major 
barriers cited by the respondents and, surprisingly, 
information and data security were not considered 
a significant barrier (Cuthbert, Hamzic, & Archer, 
2003). This study was conducted between June 
and July, 2003. A total of 53 companies responded 
to the questionnaire in a survey distributed pri-
marily by email.

A recently-released benchmarking survey 
report on SME e-procurement adoption in the 
Northwest of England notes that “the rate of adop-

tion of e-procurement by SMEs in the Northwest 
of England is extremely low. Multiple factors such 
as technical integration problems and lack of top 
management support were cited as barriers to 
the adoption of e-Procurement” (Bigonline.org, 
2005).  This benchmarking survey was conducted 
on 50 manufacturing SMEs in the Northwest of 
England. The methodology employed was mixed 
methods, which involves the sequential usage of 
quantitative and qualitative methodologies. For 
the first phase of the study, a quantitative survey 
was conducted on 50 SMEs to understand the 
adoption trend of e-procurement among them. 
Poon and Swatman (1998) have indicated that “the 
survey provides the broad and unbiased overview 
and generic understanding of key issues related 
to small-business Internet use in a non-anecdotal 
manner. For the second phase of study, five SMEs 
were selected from the respondent SMEs, and 
case studies were conducted on them. The mul-
tiple case-study research then served as a flexible 
and adaptive means to pursue the investigation 
of these issues in an in-depth manner.” Gallivan 
(1997) indicates that in studying the impact of 
new technologies on organizations such as e-com-
merce, the use of mixed method studies provides 
opportunities to gather mixed-level data, which 
can be useful in linking the individual to the 
organizational level of analysis.

cAse study

This section presents two case studies of SMEs, 
highlighting the challenges to their adoption of 
e-procurement.

case study 1

Company A are designers, builders, and install-
ers of high-quality windows, doors, and conser-
vatories for over 25 years. It employs modern 
manufacturing methods which incorporate the 
use of computer-aided design and manufac-

Table 2. Summary of e-procurement barriers 
among large organizations (Source: Hawking & 
Stein, 2004)

E-Procurement Barriers

Inadequate Technical Infrastructure

Lack of Skilled Personnel

Inadequate Technological Infrastructure of Business Partners

Lack of Integration with Business Partners

Implementation Costs

Company Culture

Inadequate Tech Infrastructure of Partners

Regulatory and Legal Controls

Security

Cooperation of Business Partners

Inadequate E-Procurement Solutions

Upper Management Support
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ture, which ensures the production of precision 
window frames. Currently, the company has an 
annual turnover of £3.5 million and employs 50 
people.

Profile	of	Company	A

Number of employees: 50
Industry sector: Manufacturer
Turnover: £ 3.5 million
Number of computers: 5
Position: IT Manager/Buyer

Company A uses basic Microsoft Word and 
Excel for record-keeping and communication, 
and a bespoke program for designing windows. 
At present, the organization conducts most of the 
procurement-related tasks manually. There is a 
facility in the bespoke program for stock-keep-
ing, stock control, and purchasing which are not 
used currently. The organization issues 200-300 
purchase orders per month, and currently there 
are five buyers involved in the procurement pro-
cess. The organization sends purchase orders 
via fax, as only one PC has Internet access. No 
procurement-related information goes directly 
into their financial system (Sage Line 50). There 
is no integration between the systems of the or-
ganization to enable a better coordinated flow of 
procurement-related information. The company 
is planning to implement a network server in 
the future, which will facilitate other PCs in the 
manufacturing side with Internet access to place 
purchase orders electronically via e-mail or sup-
pliers Web-based ordering systems. 

Issues Affecting Adoption of E-Procure-
ment

The purchasing and IT manager of Company A 
notes that the main reasons for the lack of imple-
mentation of e-procurement are: 

• Lack of knowledge and awareness about 
the benefits offered by e-procurement: 
He notes that:

 unless I understand what’s involved, how it 
works you are in a disadvantage position. 
(Anon, A., personal communication, June 
2005) 

• Lack of top management support and the 
willing to do is missing: On the issue of 
non-implementation of the modules in the 
Be-spoke package, he notes:

 I have been pushing to take that module op-
tion but from the M.D’s view it is an expense 
which he will manage without. But from my 
point of view it is money well spent, because 
basically as a business I process windows 
and when orders go out automatically 
reallocate stock and re-order as and when 
required, which to me is excellent but he 
won’t go that route yet. (Anon, A., personal 
communication, June 2005)

case study 2

Company B provides anechoic and screened 
room solutions for all EMC and RF Protection 
environments. It also manufactures cabinets for 
the telecommunications industry and various 
other subcontractor works. Their two main clients 
are British Telecom and Marconi Systems, for 
which Company B makes cabinets and private 
telephone exchanges. This case company also 
makes cabinets for a high speed ADSL Internet 
service provider. The company employs 55 and 
has an annual turnover of £4 million.
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Profile	of	Company	B

Number of employees: 55
Industry sector: Engineering
Turnover: £ 4 million
Number of computers: > 20
Average IT spending: £ 5,000 – £ 15,000

Position: IT/Production Engi-
neer/Buyer

Current Status of the Organization

With an annual procurement expenditure of 
around £2 million and issued purchase orders near-
ing 200 per month, procurement occupies a pivotal 
role in this company. At present, the organization 
has an in-house developed internal procurement 
system. Currently, the stock levels are driven 
straight out of the database. The company runs 
SAGE Line 100 software which generates the 
requirements and, depending on how the supplier 
wants to receive the orders, they are sent out via 
fax, e-mail, or post. Currently, the organization 
has a supply base of around 900 suppliers who 
cover a multiplicity of products and services. 
These suppliers cover most of the procurement 
needs of the organization. The company realizes 
that it is a burden to maintain such a vast array of 
suppliers and has started a disembarkation pro-
gram. The supply base has been trimmed down to 
around 600.  IT manager, Mr. X, justifies having 
such a vast supply base and notes that “since our 
procurement is so diverse, it is warranted that we 
have such a range of suppliers.” The company’s 
supply base consists of a diverse mix starting 
with a micro-company in Aston to a large global 
distributor like TDK.

Issues Affecting Adoption of  
E-Procurement

This diversity causes the potential problem of 
having to deal with different suppliers in dif-
ferent ways. A micro-SME would not be able to 
receive orders electronically, while a medium to 
large company might possess the capability to 
trade electronically. The IT manager feels that 
currently smaller suppliers are not yet ready to 
deal with them electronically and that integration 
of systems with heterogeneous suppliers is still 
a pain point. 

He further adds that: 

Technically it is a big challenge for the other 
parties to implement or consume information in 
real-time. For me, a proper e-procurement sys-
tem would be for us feeding data direct from our 
database to supplier’s database, so that is real 
time. Basically at the moment it is halfway there. 
We are doing everything automatically, but they 
are still ending up with a piece of paper at their 
end or either an email in their inbox. It is a bit of 
dream to get everybody on board, their existing 
systems automatically generating orders, so orders 
are coming in automatically. That’s the way things 
should be. But I think that is still long away. (Anon, 
B., personal communication, June 2005)

The company also notes that change manage-
ment is a big issue in implementing e-procure-
ment. It is not easy to change the mindsets of 

Table	3.	Classification	of	barriers

Hard Barriers Soft Barriers

Technology Problems Organizational Barriers
Lack of Domain Knowledge
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people who have been used to doing things in a 
particular style. People are interested, but they 
do not want to change and there is not much you 
can do about it. Without the explicit support of 
senior management, we feel that we are not in 
a position to change their mindset. The senior 
management, I think, if it does not really affect 
them, they will not be really interested. Most 
of the time, they do not bother about it, if they 
have to spend some time and money. From their 
point of view, as long as the material is procured 
and they are on time, it is “task accomplished,” 
no matter which method is used. If they want to 
manufacture product X and the material is not 
there, then there is a problem, and if it is there, it 
is not a problem in their perspective. 

Looking forward to the future, Company B’s 
top priority is to develop a better and easy method 
of communicating electronically with their sup-
plier base. Table 4 illustrates the barriers that were 

identified from the analysis of the above studies. 
Barriers could be broadly classified into hard 
and soft. Hard barriers are those which have to 
do with things and regulations. Soft barriers are 
the problems related to people. 

Hard barriers could further be segregated 
into: 

• Technical integration problems 
• Technical infrastructure problems
• General problems

As can be inferred from the table, technical 
problems and integration problems dominate the 
barriers, followed by lack of knowledge and aware-
ness about the benefits offered by e-procurement. 
Many studies have clearly demonstrated that cost 
is the primary focus of drivers, while technology 
and business partner integration are the main focus 
of barriers (Hawking & Stein, 2004).

Table 4. Summary of barriers

HARD BARRIERS

Technical Integration  
Problems

Technical Infrastructure 
Problems General Problems Soft Barriers

Lack of robust technical stan-
dards that are needed to make 
IOIS adoption economical

Lack of adequate tools and 
systems

Inadequate e-procurement 
solutions

Company culture

Complexity in inter-organiza-
tional communication

Access to and availability of 
strategic e-business resources

Esoteric nomenclature usage in 
literature

Business processes 

Infrastructure integration High cost of technology imple-
mentation

The small number of suppli-
ers accessible through many 
organizations e-procurement 
procurement systems

Cooperation of business-part-
ners

Integration with existing tech-
nologies

Inadequate technical infrastruc-
ture of partners

Failure to invest sufficiently in 
catalog development

Poor value proposition for the 
supplier

Lack of integration with busi-
ness partners

Inefficiencies in locating infor-
mation and infrastructure

Insufficient return on invest-
ment

Upper management support

The lack of standards for e-
commerce software develop-
ment

Lack of technical expertise Uncertainty surrounding the 
costs and benefits of e-business

Inadequate business processes 
to support e-procurement

Data exchange standards 
lacking

Lack of information and educa-
tion

Regulatory and legal controls  

Security Lack of technically-skilled staff Lack of knowledge about 
e-procurement concepts and 
solutions

Immaturity of technology
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the APPLIcAtIon oF web  
servIces In e-Procurement

Today, a typical organization consists of a range of 
diverse systems, each utilizing different protocols 
for communication and different formats for data 
representation. Previously, the need for com-
munication among these heterogeneous systems 
was minimalist. But with the ubiquitous Internet, 
connecting to worldwide markets in search of 
new business partners or communicating with 
suppliers for better coordination of supply chain 
activities has become very affordable for even the 
small and medium enterprises. Business-to-busi-
ness (B2B) e-commerce has arrived in big style 
and is now considered the future of businesses. 

Collaboration has become the latest trend of 
doing business, and it is beneficial from both busi-
ness and customer points of view. A new concept 
called co-opetition has emerged, replacing the 
concept of competition. Co-opetition is where 
competitors cooperate for the benefit of custom-
ers. Laura D’Andrea Tyson, (lawson, 2000) one 
of the world’s most distinguished economists 
says that “it was innovate or die, but here are the 
days when it is co-operate or die.” All companies, 
small, medium, and large can experience increased 
growth through tightly-integrated partnerships 
(Samtani & Sadhwani, 2003; Themistocleous & 
Chen, 2004).

For these collaborations to occur in real-time, 
all of the participant organizations systems (both 
intra- and inter-) need to be seamlessly integrated 
in real-time. This process involves opening 
up organizations’ systems to the outside world 
which need to be highly compatible and at the 
same time non-comprising on the security front. 
Large corporations have the necessary resources 
to implement costly integration programs. Small 
and medium enterprises, which generally are lim-
ited by resources, are not able to fully exploit the 
benefits of collaborative commerce. The extraor-
dinary benefits of this new digital age are being 
hampered owing to the lack of systems integration 

among the diverse and complex systems used by 
organizations. Thus, B2B integration has become 
the most important issue for SMEs. B2B integra-
tion can be defined to cover all business activities 
of an enterprise that have to do with electronic 
message exchange between it and one or more of 
its trading partners (Bussler, 2003). 

In today’s new global economy, it is data, in-
formation, and knowledge that have value. Any 
information technology solution that is designed 
needs to center on data and information, rather 
than the platform itself, that is, the solution must 
be platform-agnostic. The emergence of XML 
Web services standards attempts to solve this 
complex problem of integration in an affordable 
manner at reasonable costs. Web services are a 
set of XML standards-based technology which 
promises to provide solutions plaguing the cur-
rent world of information technology through a 
simple and standards-based approach. 

Web services represent a significant oppor-
tunity in tying together the various participants 
of the global supply chain puzzle in a very cost-
effective manner. The key to the successes of 
Web services lies in its simplistic approach and 
the usage of industry-wide protocols like XML, 
HTTP, and TCP/IP. Web services leverage the 
ubiquitous Internet for application communica-
tion. Web services represent the fulfillment of 
an unprecedented cooperation among industry 
leaders. At no other instance in the history of In-
formation Technology has there been such a wide 
industry support in the formation of standards. 
Old adversaries, Microsoft and IBM, have worked 
together with Ariba to develop simple object ac-
cess protocol (SOAP), Web Services Description 
Language (WSDL), and universal discovery and 
description interface (UDDI) as cross-platform 
standards, in a spirit of community-oriented 
constructive engagement.

Web services are an evolution of the previous 
attempts by the industry like CORBA and DCOM. 
Primarily, the lack of universal acceptance of 
these two approaches could be attributed to the 
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absence of a common network to share informa-
tion and the lack of a common data format. The 
emergence of the Internet provided a common 
ubiquitous network, and the development of XML 
provided a universal data format. Web services are 
the killer applications of XML, and of the Internet 
protocols like HTTP and TCP/IP. This represents 
a huge leap forward in the way applications are 
built, communicated, and distributed. 

The need for Web services arises owing to 
the demands for:

• The need for collaboration among differ-
ent organizations of various sizes with the 
internet as the backbone

• The strategic importance being attributed 
to the supply chains as a way to be more 
competitive among organizations

• The need for real-time seamless commu-
nication among various tiers of the supply 
chain

• The expectation among CEOs of organiza-
tions for an instant return on investment.

Technical Definition

Web services are defined as “loosely coupled, 
reusable software components that semantically 
encapsulate discrete functionality and are dis-
tributed and programmatically accessible over 
standard Internet protocols” (Stencil, 2003). 

Business Definition

Web services are an approach that helps the 
business connect with customers, partners, and 
employees in a seamless manner with standard 
open interfaces by leveraging the investments in 
existing IT infrastructure. The benefits offered 
by adopting and developing Web services are 
manifold in nature, both on the technical and 
business fronts. Let us look at a list of business 
benefits of Web services.

Figure 5. Convergence of business, technology, and the Internet
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Benefits of Web Services

By enabling applications to share data across dif-
ferent hardware platforms and operating systems, 
Web services provide many benefits, including:

• Opening the door to new business oppor-
tunities by making it easy to connect with 
partners

• Delivering dramatically more personal, inte-
grated experiences to users through the new 
breed of smart devices, including PCs

• Saving time and money by cutting develop-
ment time

• Increasing revenue streams by enabling 
businesses to easily make their own Web 
services available to others (Microsoft, 
2003)

Web services use three kinds of new technolo-
gies which are purely XML-based, which makes 
it even more easy to use because of its relative 

merits and also due to the widespread acceptance 
of XML. The use of XML standards is very im-
portant in the overall scheme of the Web services 
universe. XML is a data format that represents 
data in a serialized form that can be transported 
over the network from one endpoint to another. 
“XML is nearly as widely accepted as the TCP/IP 
protocols on which the Internet itself is built (Fu, 
1999).” Web services using XML standards is a 
new paradigm in the way B2B collaborations are 
modeled. It provides a conceptual and architec-
tural foundation which can be implemented using 
a variety of platforms and products. 

Put simply, a service provider deploys Web 
services. A service broker lists various services 
and arranges transactions, helping service pro-
viders and service requesters find each other. A 
service requester uses an application program-
ming interface (API) to discover Web services, 
asking the service broker about the services it 
needs. When the service broker returns results, the 
service requester can then invoke those services 
it needs to create applications.

The whole process of how Web services work 
is explained below:

• Just build your system normally. 
• Expose them as Web services.
• Any service requester wishing to use the 

Web services will send in a SOAP request 
to the application which is exposed as a Web 
service. 

• If you intend to use third-party deployed 
Web services, look into the UDDI registry to 
locate the required Web service. Next, Web 
services Description Language (WSDL) 
associated with the particular Web service 
provides technical details about how Web 
service could be consumed by the required 
applications.

The following are the three standards on which 
Web services are based. We will take a closer look 
into these three XML-based standards:

Figure 6. The relationships among the core Web 
services components (Source: Gottschalk, Gra-
ham, Kreger, & Snell, 2002)
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1. UDDI (universal description, discovery, and 
integration)

2. WSDL (Web Services Description Lan-
guage)

3. SOAP (simple object access protocol)

universal description, discovery, 
and Integration (uddI)

UDDI stands for universal description, discov-
ery, and integration. Before a business partner 
can make any Web service request, it must first 
understand the technical details and perform 
some activities which include discovering the 
call interface and semantics, and writing or 
configuring their software to collaborate with 
the service. To enable this discovery, a platform 
is needed to publish these Web services. UDDI 
fulfils this requirement. UDDI registry is the 
central database which contains information 
on all Web services. It provides a platform for 
Web services requesters to discover or query for 
new services and to understand their technical 
details like the WSDL nature of Web services 
in a common XML format. The UDDI registry 
is organized into various categories to facilitate 
the easy discovery and invocation of the Web 
services. This categorization resembles the yellow 
pages which are commonly found in telephone 
directories. A white pages section provides busi-
ness contact information, a yellow pages section 
categorizes businesses and services, and a green 
pages section provides technical information 
about the services that a business offers. Once a 
Web services requester validates the details found 
in the White pages and the Yellow pages section, 
the Green pages provides the necessary technical 
details necessary to invoke the services.

web services description Language 
(wsdL)

Once a business discovers the service it wants 
to use from the UDDI registry, it needs to un-

derstand the call syntax and semantics prior to 
actually making a call which can be found in 
the green pages section of the UDDI registry. 
The WSDL specification is an XML document 
which describes the interface and semantics of 
a call to the Web service. It defines how service 
providers and requesters communicate with each 
other about Web services. This allows for simple 
services to be quickly and easily described and 
documented. Like XML, WSDL is extensible 
to allow the description of endpoints and their 
messages, regardless of what message formats or 
network protocols are used for communicating. 
WSDL can be used to design specifications to 
invoke and operate Web services on the Internet 
and to access and invoke remote applications and 
databases.

simple object Access Protocol 
(soAP)

The simple object access protocol is the specifica-
tion which leverages the power of XML and HTTP. 
It provides the specification for the exchange of 
structured information in a decentralized distrib-
uted environment. SOAP utilizes the XML for 
exchanging messages over a variety of underlying 
protocols, such as HTTP or SMTP. Also, XML 
is utilized owing to its massive industry support, 
language-neutrality, and extensibility. HTTP is 
utilized as any Web-enabled application com-
municates, using sockets, and it utilizes the Port 
80, which makes HTTP traffic firewall-friendly. 
Simplicity is what makes SOAP powerful. The 
original specification of SOAP 1.1 was made 
in 1997. However, the original definition was 
limited in scope. However, the current version 
1.2 has enhanced the specification to serve to a 
broader audience. SOAP is a “lightweight,” very 
easy-to-understand technology, and it is also 
easy to implement. It has industry momentum 
and buy-in from all major e-business platform 
vendors. Zhao (2001) clarifies the meaning of 
“lightweight” and notes that “SOAP is an XML 
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marshalling and unmarshalling mechanism and 
does not need heavy libraries like CORBA and 
DCOM. The main objective of SOAP is to achieve 
interoperability by using XML to interact with 
interoperable Web services.”

Earlier protocols such as Internet inter-ORB 
protocol (IIOP) for CORBA or Java remote method 
protocol (JRMP) for Java remote method invoca-
tion (RMI) did not utilize the XML. This made 
it difficult to debug them, as binary streams tend 
to be more complex to read than simple XML 
structures. Also, sending information through 
text-based protocols like SOAP over the HTTP 
enhances the success rate of the information pass-
ing through firewalls as HTTP utilizes port 80, 
which is open to Internet traffic. However, there 
might be some performance penalties as text-
based information requires more bandwidth than 
binary streams. But this slight inconvenience can 
be ignored when considering the bigger benefits 
related to interoperability that it provides. Once 
a potential partner who wishes to use the service 
looks at the WSDL using UDDI, he can make a 
request to one or more of the services offered in 
our Web service utilizing the simple object access 
protocol (SOAP).

Integration made easier

Sending and receiving invoices and purchase 
orders across corporate boundaries, with partners 
who often employ a complex jugglery of Infor-
mation Technology solutions, is a daunting chal-
lenge. Web services enable these kinds of external 
communications by exposing internal functions 
as Web services which could be invoked by other 
applications. This can be achieved by wrapping 
the internal functionalities of the system with 
SOAP wrappers. Web services have been used 
to wrap a legacy system’s functions to support 
application-to-application integration inside a 
firewall (Vecchio, 2001). Thus, not compromis-
ing the security of the systems and also reaching 
a wider audience with heterogeneous platforms. 

The deployment of Web services reduces the inte-
gration costs associated with achieving extended 
enterprise, as well as improves service levels that 
would otherwise not be achievable (Adams et al., 
2003, Samtani & Sadhwani, 2003).

The Application of Web services in e-procure-
ment is a very recent area of development. Very 
few researchers have concentrated on this area, 
and very little empirical data exists in this area 
(Chen & Meixell, 2003).

Many large organizations like Dell and Dollar 
One have successfully demonstrated how they 
could effectively use Web services in improv-
ing the agility of their supply chain operations 
without changing the existing infrastructure. 
This represents a significant opportunity for 
SMEs because they can participate in the new 
initiatives of large companies by making minimal 
investments and not foregoing their existing IT 
investments. E-procurement is a supplier-facing 
operation which involves integrating with suppli-
ers’ systems which are often asynchronous and 
located outside the corporate firewalls. Integration 
of systems becomes a very important aspect in 
this kind of scenario. 

Neff (2001) clearly notes that e-procurement is 
still in its infancy because it involves integration 
with other systems. Integration is one of the most 
contentious issues facing the world of information 
technology. But fortunately, Web services with 
its standards-based approach attempts to provide 
solutions to integration issues by allowing com-
munications among software applications in a 
neutral way. The widespread adoption of Web 
service standards in e-business will address that 
area of concern.

The key to the success of any supply chain 
is the ability to share information seamlessly. A 
study conducted jointly by Stanford University 
and Accenture (formerly Anderson Consulting), 
looked at 100 manufacturers and 100 retailers in 
the food and consumers products industry. The 
results were revealing; Companies that reported 
higher than average profits were the ones who 
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were engaged in higher levels of information 
sharing (Lee & Whang, 2001).

Web services take a service and process-ori-
ented approach in addressing integration issues in 
supply chain management. An application enabled 
with Web services can provide streamlined capa-
bilities by consuming Web services from legacy 
systems (such as for checking inventory status) 
and external suppliers (such as requesting price 
quotes from suppliers). These Web services are 
composed transparently behind the scene in the 
application to give users access to more supply 
chain functions from a single application (Chen 
& Meixell, 2003). 

web services and b2b marketplaces

As emphasized earlier, B2B marketplaces are the 
preferred method for conducting external e-pro-
curement. But of late, we have seen the demise 
of many marketplaces. One of the main reasons 
attributable for the closure of many marketplaces 
is the closed-systems approach followed by many 
of them. McKertich (2004) emphasizes that “the 
challenge of integrating quickly, easily, and still 
maintaining much of the functionality that is of-
fered by e-marketplaces, has been exceptionally 
difficult.” For the marketplace to be successful, 
there are various aspects on the technical front 
that needs to be addressed. The following are 
the IT requirements of a B2B marketplace as 
highlighted by Ganesh, Das, Chatterjee, Verma, 
Chawla, and Marwah (2004):

• Ability to integrate with buyer and seller 
systems

• Ability to integrate smoothly with other 
partners (e.g., credit card firms, courier 
companies, etc.)

• Ability to configure/reconfigure services
• Ability to match the information of the 

participants in a transaction 

Previous generation information technolo-
gies did not provide much leeway in designing 
a loosely-coupled system. But, with the anvil of 
Web services, designing a loosely-coupled system, 
where heterogeneous systems could communicate 
using industry standards and open interfaces, has 
become a reality. 

From the above scenarios, we can conclude 
that Web services can be applied in e-procure-
ment in a variety of ways. This is primarily due to 
the excellent support for providing dynamic data 
from a plethora of platforms, which is the basic 
requirement of e-procurement as it is a supplier-
facing operation.

Procurement trAnsFormAtIon 
FrAmework enAbLed by web 
servIces

The need for an exhaustive framework detailing 
the complete procurement process, with the role 
played by information technology in enabling 
this process, is much desired. The procurement 
transformation framework enabled by Web ser-
vices provides a comprehensive set of structured 
information on how information technology could 
aid in the procurement process, in particular how 
deploying Web services would simplify the task 
of integration, which is a prerequisite of the new 
digitally-networked economy.

step 1: Procurement Process reen-
gineering (PPr)

Grouping procurement tasks into strategic and 
transactional allows SMEs to focus more on the 
strategic aspects and automate the transactional 
element. This reduces the cost of order generation 
and also provides ample time to the buyer who 
can focus more on the strategic aspects rather than 
the mundane operational ones. On the strategic 
side, the company should perform a review of 
expenditures, determine market complexity, de-
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velop a sourcing strategy, and review the entire 
procure-to-pay cycle.

step 2: Internal exploitation  
(Procurement software)

After clearly segregating the procurement tasks, 
focus should be shifted to the automation of the 
internal procurement tasks. Information tech-
nology should be exploited internally to aid in 
streamlining the internal procurement-related 
activities. This could be achieved by the utilization 
of an internal procurement software which could 
be either in the form of an added functionality to 
an ERP system, or in-house software.

step 3: Internal systems Integration 
(web services)

The automation of the internal part of the pro-
curement process is followed by the integration 
of the procurement software with the financial 
and stock management or any other relevant 
software specific to the particular organization. 
This is very crucial as often procurement-related 
information provides valuable inputs for various 
other information systems. Web services, with its 
unique standards-based approach, enables SMEs 
to perform this internal integration tasks in a very 
cost-effective way and also leverages investments 
in existing IT systems.

Figure 7. Procurement transformation framework enabled by Web services
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step 4: business Partner systems 
Integration (web services)

Procurement systems sit on the edge of the enter-
prise and are required to “talk” to a multitude of 
partners. These partners often employ a complex 
jugglery of information systems. Without integra-
tion with these partners, real-time seamless flow 
of information is hampered, which defeats the 
very purpose of having an integrated procurement 
system. Web services can be used to seamlessly 
integrate with partners’ systems outside the cor-
porate boundary without the problem of firewall. 
As Web services are built on open standards like 
XML, HTTP, TCP/IP, organizations do not run 
into the risk of being locked into proprietary data 
formats. Also, these kinds of communications do 
not warrant upfront commitment and significant 
investments, which makes them ideal for small 
and medium enterprises.

step 5: external exploitation

External exploitation is defined as looking at the 
possibility of external modes of procurement. 
This usually involves leveraging the potential 
of the Internet. E-marketplaces, e-auction, and 
e-bidding are the preferred way for SMEs to 
conduct e-procurement. These provide valuable 
services like aggregation of buyers and sellers, 
and are an economic way for SMEs to tap into 
more sourcing opportunities.

step 6: external Integration  
with e-marketplaces

Internal procurement software can contain a num-
ber of features and can host a catalogue service. 
E-marketplaces could be integrated with that of 
Internal Marketplaces of SMEs. This provides ex-
traordinary benefits and a host of security-related 
features without any costly investment.

Future trends

We see that over the coming years the strong 
business value proposition offered by the Internet 
will impact the SME community in a tremendous 
way. We see the increased usage of the Internet 
by the SME community over and above the ex-
isting levels. At the heart of all this activity will 
be procurement and also the need for seamless 
loosely-coupled interactions among the various 
participants of the supply chain, who predomi-
nantly are SMEs. The concept of Web services 
will help SMEs tremendously in their ability to 
deal with the integration puzzle in a cost-effec-
tive way. With Web services crossing the chasm 
and gaining widespread acceptance over the next 
few years, we envision a world where a host of 
marketplaces and e-procurement solution vendors 
will be offering a suite of products based on Web 
services. McKertich (2004) emphasizes that “e-
marketplace providers will be quick to see the 
opportunity, and modify their software technology 
to incorporate Web Services support so that they 
can continue to ‘build the bridges’ between buyers 
and sellers of disparate computing technology, 
and disparate business priorities.” 

Chen and Meixell (2003) asserts that compa-
nies may soon participate in dynamic e-business 
via collaborative XML-based Web services that 
provide remote access to programmable business 
services and use XML for data interchange.

concLusIon

The above discussions clearly indicate that supply 
chain integration and information sharing are the 
key factors which will determine the success of any 
organization in the future ahead. E-procurement, 
due to its potential for savings and also because 
of its high importance in the supply chain, is an 
important area of focus for SMEs.

Web services with its standards-based ap-
proach are clearly the path SMEs should take in 
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the integration of supply chain activities. Soon, 
innovative business strategies and business mod-
els, as well as supply chain integration relying on 
Web service-based architecture, will become the 
driving force for XML and Web services adop-
tion (Sullivan, 2002). The fact that Web services 
can be used internally to provide programmable 
interfaces to legacy systems, and to integrate 
Web-enabled applications directly with some 
legacy systems, make it an ideal choice for its 
adoption in supply chain context, especially in 
e-procurement which involves interaction with 
suppliers’ systems and vice versa (Samtani & 
Sadhwani, 2003; Vecchio, 2001).

Apart from the solutions to barriers on the 
technical arena, for the widespread adoption of 
e-procurement among SMEs, a concerted effort 
needs to be made by the SME managers at the 
organizational level and by the regional and the 
national governments at the regional and the 
national levels, respectively. For example, in 
developed countries like the United Kingdom 
(UK), the national government has initiated 
an ambitious National E-Procurement Project 
(NEPP). As per the government mandate, all SMEs 
dealing with the local authorities should possess 
the ability to deal with them electronically by the 
end of 2005, and participation in an electronic 
marketplace would count as one of their criteria 
for evaluating a supplier. The challenges faced 
by SMEs in adopting e-procurement are more 
profound in developing countries. Therefore, the 
government in those countries needs to play an 
even more proactive role in enabling SMEs to 
harness the full potential of e-procurement. A 
noteworthy example in India is the state govern-
ment of Andhra Pradesh. The government has 
been very proactive in the implementation of 
e-procurement technology. As of 1-1-2005, all 
departments of the state government have shifted 
towards e-procurement, which is an extraordinary 
achievement. This mandates that all suppliers to 
the government trade electronically. This kind 
of strong commitment on the part of government 

in embracing e-procurement goes a long way in 
providing fresh stimulus to SMEs in adopting 
e-procurement.

Also, the local and national governments 
should make a concerted effort in collaboration 
with the academic community in the dissemina-
tion of hype-free, unbiased information to the 
SME community, who are soaked in the unre-
alistic, hyped-up, biased information promoted 
and marketed by product vendors.
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AbstrAct

The lack of anticipated engagement in e-business 
by Small and Medium sized Enterprises (SMEs) 
is a rising concern to the UK government and 
service providers alike. This article is based on the 
e-adoption model to examine the current practice 
of e-business technology adoption in SMEs and 
the driving forces for and against the adoption. 
Through interviews with 40 owner managers in the 
electronic components industry, the article reveals 
that most of the small firms in this industry are at 
the lower level of the “e-adoption ladder”—pre-
dominantly using the Internet and e-mail. SMEs 
in this industry have not yet widely engaged in 
online transactions. The current level of adoption 
is driven by both internal and external factors, 
including operational benefits, industry common 

practice, and peer pressure. External forces such 
as a lack of push from suppliers and customers 
and a lack of strategic vision of using advanced 
e-business technology for competitive advantages 
have determinant effects on the level and scale of 
e-adoption in SME sector. The e-adoption ladder 
model is modified by incorporating the influential 
factors identified within this study. The findings 
have many implications for researchers, service 
providers, and policy makers.

IntroductIon

The Internet is described as the SME’s gateway 
to global business and markets (Liikanen, 2001), 
and e-business technologies are expected to al-
low SMEs to gain capabilities that were once the 
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preserve of their larger competitors. These new 
technologies offer the potential for creating en-
tirely new ways of working, giving rise to a new 
breed of SMEs whose management and employ-
ees use a more flexible and more effective way 
of working. E-business is expected to become a 
key driver in the way companies across the globe 
conduct business. However, whether these new 
technologies are put to efficient use by SMEs 
and what driving forces that push SMEs up the 
adoption ladder remains a question that attracts 
considerable attention of researchers and policy 
makers (Fillis, Johannson, & Wagner, 2004; Par-
ish, Kibblewhite, Woodley, & Richardson, 2002; 
Ramsey, Ibbotson, Bell, & Gary, 2003). 

Studying e-business adoption in the SMEs 
sector is of particular importance. This is because 
SMEs are regarded as significantly important 
on a local, national, or even global basis and 
have a history of continual growth. SMEs play 
an important part in the UK economy with 3.7 
million firms employing over 12 million people, 
which generates 55% of UK employment. These 
firms contribute approximately 51% to the UK 
GDP with an annual turnover of over one trillion 
pounds sterling (Dixon, Thompson, & McAllister, 
2002). However, studying e-business adoption 
in SMEs is a challenge since SMEs are not min-
iature versions of large firms; they are unique 
in their own right (Barnett & Mackness, 1983). 
This includes a small management team, strong 
owner influence, multi-functional management, 
limited ability to obtain financing, and a lack of 
control over the business environment. In ad-
dition, SMEs rely on an environment in which 
structures and processes must remain simple, 
flexible, and adaptable (Carmichael, Turgoose, 
Older Gary, Todd, 2000). Firm and managerial 
factors are merged due to the high locus of control 
exerted by the key decision makers (Boone, De 
Brabander, & Hellemans, 2000). These unique 
characteristics affect Internet technologies adop-
tion in SMEs. Research suggests that there is a 
correlation between the size of a business and 

the level of IT adoption (McDonagh & Prothero, 
2000). The typical microenterprise exhibits much 
lower rates of e-business activities than larger 
firms when excluding smaller high-technology 
firms (Smyth & Ibbotson 2001). Large organiza-
tions are inclined to adopt the click and mortar 
model by integrating offline and online business 
or spin-off online operations. In contrast, small 
and medium-sized firms lack a general pattern on 
adoption of Internet technologies (Chavez, Leiter, 
& Kiely, 2000). The extent of adopting Internet 
technologies may vary widely among small and 
medium sized enterprises (Kula & Tatoglu, 2003). 
This creates great demands and challenges to 
construct a clear picture of the level of e-business 
adoption in the SME sector.

Research into the level of adoption of e-busi-
ness technologies in the SMEs sector reported 
very contradictory results, which exacerbates the 
current situation of confusion. For example, Smyth 
and Ibbotson (2001) reported from a multiple 
industry survey that an extremely low adoption 
rate was found in Ireland and Northern Ireland. 
Daniel, Wilson, and Myers (2002) found 50% of 
e-business adoption in UK SMEs. The statistics 
of the European Observatory for SMEs show that 
most SMEs are not using the Internet and the World 
Wide Web (WWW) for commercial transactions 
despite the allure of e-business benefits (Ramsey 
et al. 2003). A multi-industry survey conducted 
in the North and South of Ireland by Ramsey et 
al. (2003) revealed that only 33% of the firms had 
a Web site, 10% of the firms used Web sites to 
generate online orders, and none of the Web sites 
could facilitate online payments. However, in a 
study of the adoption of e-commerce in the UK 
electronics industry (Parish et al., 2002), a relative 
high level of adoption of Internet technologies has 
been reported (i.e., 85% the firm (larger than 100 
employees) buy online, and 43% of the firms sell 
online). The disparity of those empirical findings 
reflects a lack of consensus and the complexities 
in gaining a holistic view of e-business adoption 
in the SME sector.
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In view of this, this study aims to reveal the 
current level of adopting e-business technolo-
gies by SMEs in a specific industry, rather than 
to construct a holistic picture of the whole SME 
sector cross multiple industry. Based on the E-
Adoption Ladder (DTI, 2001) and the E-Adoption 
Staircases (Allcock, Webber, & Yeates, 1999), 
which are the theoretical underpinning of this 
study, this study examines the driving forces 
that put SMEs up the e-adoption ladder and the 
barriers that hold SMEs up in climbing up the 
ladder. Such a study is not a pioneer as far as the 
topic is concerned, but the novel method of this 
study will generate findings that are appropriate 
to construct an accurate picture of the level of e-
business adoption in a particular industry, based 
on which practical solutions can be postulated to 
improve the effective usage of e-business tech-
nologies. The findings will be useful to verify the 
e-adoption models.

deFInItIons oF e-busIness And 
sme

The terms “e-business,” “e-commerce,” and “In-
ternet commerce” are often used interchangeably. 
Fillis et al. (2004) define e-business as compa-
nies that utilize e-technology in their business 
operations, but exclude sending and receiving 
text-based e-mail messages. Stone (2003) states 
that e-business is not just the World Wide Web 
(www); it involves technology (e.g., intranets, por-
tals, content management, middleware, mobile) 
to enhance profitability. The UK Department of 
Trade and Industry (DTI) specifies e-business 
as the integration of all the activities within the 
internal processes of a business through ICT 
(Information Communication Technology). The 
activities include full integration of informa-
tion and communication technologies (ICTs) 
into a firm’s operations and potentially include 
redesigning its business processes around ICT 
or completely reinventing its business model. In 

this article, e-business refers to the incorporation 
of Internet technologies into entire enterprise’s 
operations and management.

The term SMEs is commonly referred to as 
Small- and Medium-sized Enterprises, but these 
firms can differ significantly in terms of employee 
numbers. The European Union’s definition of 
SMEs suggests that a small business includes 10-
99 employees, and that a medium sized business 
includes 100-250 employees. A microenterprise 
includes less than 10 employees (Ramsey et al., 
2003). A study of Internet adoption in Turkey by 
Kula et al. (2003) defines SME as one that employs 
less than 100 persons. In this study SMEs refers 
to VAT (Value Added Tax) registered companies 
in the UK with employee numbers between 10 
to 250. This is a working definition defined and 
used by the UK Department of Trade and Indus-
try (DTI).

modeLs oF e-AdoPtIon/growth 

With increasing attention to e-business applica-
tion, a number of e-business growth / adoption 
models have been developed (e.g., DTI e-busi-
ness adoption ladder (DTI 2001)); British library 
staircase of Internet engagement model (Allcock, 
1999); The stage of growth for e-business maturity 
(SOGe) model (McKay, Prananto, & Marshall, 
2000; Prananto, McKay, & Marshall, 2003); 
SMEs stages of adoption and use of e-commerce 
OUBS model (Gary, 2003); and the IBM model 
of stages and states of e-business (Stone, 2003). 
Gary (2003) suggests that ICT adoption is driven 
by two theories. One is social network theory 
where adoption is encouraged by the everyday 
influences that shape opinions, attitudes and 
behavior coming from individual expectations, 
peer pressure, and the business milieu in which 
firms operate. The second is technology deter-
minist—a rational process where the benefits of 
simple ICT applications attract small firm owners. 
The owners move to another stage of business 
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development and become aware of the benefits 
of more advanced ICT applications.

In this chapter, the e-adoption Ladder and 
the British Library Staircase models are used 
to inform the investigation, because the former 
focuses on the increasing e-business technology 
complexity along with incremental steps of adop-
tion, which is related to the objective of revealing 
the level of usage of Internet technologies. The 
latter considers the driving forces that push firms 
up the adoption stairs or hold up their adoptions, 
which is related to the objective of examining the 
factors driving or inhibiting the adoption. The 
two models thus are reviewed next.

the “e-Adoption Ladder”

Martin and Matlay (2001) suggest that there are 
different levels of e-business in SMEs, known 
as “e-adoption.” In the UK DTI benchmarking 
study report, e-adoption is defined as incremen-
tal tiers or steps and can be represented in the 

form of an “e-adoption ladder” with each stage 
increasing in level of sophistication as depicted 
in Figure 1. The first two stages involve acquir-
ing basic ICT skills and technology to operate 
e-mail for messaging and simple brochure Web 
sites for online marketing. The e-commerce stage 
involves online interaction between a business 
and its customers, or a business and its suppliers, 
for the placement of an order and online payment 
processing. The e-business stage allows integra-
tion of the supply chain. The final stage enables 
open information sharing between customers, 
suppliers, and partners based on which existing 
business processes are radically transformed or 
new business models are formed. The adoption 
ladder emphasizes e-business technology adop-
tion along with organizational change. The final 
three stages require advanced technology and 
a wide range of specialist business skills and 
expertise in areas such as management, strategy, 
and marketing. Criticism of the adoption lad-
der concentrates on the linear progression and 

Figure 1. The e-adoption ladder (Adapted from Cisco led Information Age Partnership study on e-com-
merce in small business (DTI, 2001))
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technology sophistication aspects. Gary (2003) 
commented that the adoption ladder is a simple 
technology stage model, which provides a useful 
sense of technological progression, but it is too 
linear to fully describe processes that are often 
non-linear and very complex. Ramsey et al. 
(2003) argued in line with Gary (2003) that the 
e-adoption ladder assumes a linear progression 
from being less mature to increased sophistica-
tion over time. Ideally, the organization will move 
through the stages of using e-commerce purely 
for informational purpose, then transactional, and 
ultimately progress to having a strategic e-focus. 
They speculate that the majority of SMEs may 
have very low-level requirements and/or follow a 
non-linear/discontinuous path. In reality, the dif-
fusion and assimilation of Internet commerce by 
SMEs is likely to follow a “zig-zag” path based 
on a “trial and error” approach (Poon, 2002; Poon 
& Swatman, 1999). 

the staircase of Internet  
engagement

Based on information needs rather than a technol-
ogy push and considering SME sector character-
istics, the British Library adopted a four stages 
staircase model (Allcock, et al. 1999), which is 
depicted in Figure 2.

The model shows four stages and technology 
sophistication, but it is different from the adoption 
ladder in that the model includes non-technology 
driving forces (e.g., external pressure, increased 
ICT skills, business driver). These forces may push 
SMEs up the stairs, but influential factors (e.g., 
lack of resource and skills, system changeover, 
etc.) may send the firm down the stairs. Gary 
(2003) positively commented that the British 
Library Staircase model takes the perspective of 
the SMEs owner-managers, linking technology 
evolution to their capability to learn, to manage 

Figure 2. The staircase of internet engagement (Allcock, et al. 1999)
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new ICT knowledge, and to introduce business 
changes. Related to this staircase model, Fillis, 
et al. (2004) developed a conceptual model of 
factors that impact on e-business adoption in 
small firms. The model consists of three tiers 
of influence factors including macro-factors 
(e.g., globalizations, competition, government 
policy, etc), industry/sectoral factors, and micro 
level firm/managerial factors. Fillis et al. (2003) 
argue that macro-level factors are the drivers 
behind technological change. They emphasize 
that specific industry and sectoral factors will 
influence SMEs demand for e-business. At the 
firm level, resource-based issues (i.e., e-business 
competencies, managers’ attitudes and benefits are 
highlighted as the main factors driving e-business 
adoption). This model is useful in informing the 
research design of this study. 

methodoLogy

This study chooses the electronic components 
manufacturer and supplier industry as the source 
for sampling. There are three reasons: firstly, ac-
cording to Ramsey et al. (2003), this industry has 
been under researched relative to other industry 
sectors such as retail chain, services or the travel 
industry. For example, the highest Internet pres-
ence is in the hospitability/leisure sector and the 
lowest is in agriculture and transport sectors. 
Secondly, the aforementioned studies are primar-
ily multiple industry-based and country-specific 
surveys, which lead to disparity in findings. The 
aggregated findings on the level of e-business 
adoption of multiple industries are inconclusive 
due to industry sectoral differences. This is 
evident from Fillis et al. (2004) who argue that 
specific industry and sector factors will influence 
the demand for e-business technologies in SMEs, 
and Internet usage will not be consistent across 
SMEs in every business sector. They explain that 
e-business is not appropriate for all firms across all 
industry sectors. Specific sectoral circumstances 

may mean that more traditional methods of secur-
ing business will still dominate. Thus, an accurate 
national or international picture of e-business 
adoption in SMEs is difficult to construct due 
to macro, industrial, firm and owner manager 
differences. An industry specific study can pro-
duce more accurate results showing the level of 
e-business adoption and the driving forces that 
are appropriate to that industry. Lastly, according 
to Executives from Business Link (a UK govern-
ment enabled support agency providing business 
solutions to SMEs), specialist manufacturers are 
more likely to be pro-e-business, and would adopt 
future technologies if they have not already done 
so. The electronic components industry fits well 
into this category.

The approach for data collection conforms 
to both qualitative and quantitative techniques. 
The target population is small to medium sized 
enterprises in the electronic components manu-
facturers and suppliers industry. This is a typical 
SME manufacturing sector in the UK. With the 
help of the Southampton and Fareham Chamber 
of Commerce and Industry, which maintains close 
contacts with regional SMEs, 40 companies in 
the South of England have been contacted and 
chosen to participate in the study. The selection 
process assumed that there is no pre-knowledge 
as to the usage of Internet technologies within 
those firms, thus the sample is framed in random 
nature, although its size is relatively small. 

The primary method is a structured interview 
with managing directors, which was conducted 
during April and May 2004. A questionnaire was 
used during the one to one interviews. In the case 
where managing directors were not available for 
an interview, a substitute such as sales director, 
IT director, or finance director was interviewed. 
Interviewing owner managers or directors for this 
topic is based on the consideration that investment 
in Internet technology is a major strategic decision 
of owner managers for small and medium firms. 
Ramsey et al. (2003) used a similar approach in 
their study. We echo their view that due to the 
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dynamic nature, e-business decision-making is 
based largely on the intuitive competencies of 
the entrepreneurial owner/managers. Most of 
the interviews lasted approximately half an hour. 
A number of standard questions were asked at 
each interview, this is to ensure that minimum 
consensus can be tabulated in data analysis. The 
interviewees were invited to discuss the topics 
and their concerns relevant to the study without 
prompting them with directions or constraints. 
Each interview was recorded with the consent of 
the interviewee. Copies of the interview transcrip-
tions were given to each interviewee shortly after 
the interview. Where appropriate, they could add 
any extra information as appropriate. Due to the 
qualitative nature of data and the small size of 
sample, statistical tests are not used to analyze 
the data. 

resuLts And dIscussIon

Profile of Sample Companies and 
Interviewees

To understand the context of the responses, the 
sample companies were broken down by the 
number of employees and the position of the 
interviewees. Table 1 shows the profile of the 
companies. 

The table shows that the majority of interviews 
(62.5%) were conducted with companies with 
less than 50 employees, thus the sample may 
be biased towards small manufacturing firms. 
Seventy percent of interviewees are managing 
directors, and the rest are all at director level. 
Most of the companies were that established in 
the 1980s with a few new companies established 
in the 1990s. 

Position in the Ladder: the Level of 
Adoption of e-business technology

The adoption of e-business technology in those 
SMEs is examined in light of the e-adoption lad-
der. Table 2 shows the extent of usage of these 
technologies in this industry.

The data shows that all the companies inter-
viewed have access to the Internet. E-mail has 
been widely used by small and medium firms. 
Sixty-eight percent of the firms are using broad-
band, which enables fast access to the Internet 
and e-mail and 20% uses wireless access. One 
third of the companies used Intranets for internal 
communication and an Extranet to link to sup-
pliers. However, using instant messaging, video 
conferencing, and other tools for business are 
low in these firms. 

A further enquiry on the level of complexity 
of the firms’ Web site and the primary purposes 

Number of 
Employees

Managing 
Director

Sales  
Director

Finance 
Director

IT  
Director

Production 
Director

Marketing 
Director Total (%)

10-49 20 2 1 0 1 1 62.5%

50-99 5 3 0 0 0 0 20.0%

100-149 3 0 0 0 0 0 7.5%

150-199 0 0 0 2 0 0 5.0%

200-249 0 0 0 1 1 0 5.0%

Total (%) 70% 12.5% 2.5% 7.5% 5% 2.5% 100%

Table	1.	The	profile	of	the	sample
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of the Web site reveals that 88% of Web sites 
are static (i.e., displaying information about the 
company and products). Fifteen percent of the 
Web sites have only one Web page showing con-
tact details. Only five companies (12%) enabled 
customers to buy products online, and those five 
companies are medium-sized companies with 
employees over 100. The primary purposes of 
using the Web site are discussed with the manag-
ers, which are summarized in Table 3. The data 
shows that the top four (over 70%) usages of Web 
sites are related to Internet marketing and infor-
mation communication, which suggests that the 
Web sites are predominantly used as a marketing 
and communication tool. It is worth highlighting 
that only 12.5% of the Web sites offer an online 
buying or selling e-commerce function. This is in 
contrast to some of the findings mentioned earlier 

where higher level of e-business applications was 
reported (Daniel et al. 2002; Parish, et al. 2002; 
Stone, 2003). It also differs from Ramsey et al.’s 
(2003) finding that there was no indication (0%) 
of high-level functionality—the ability to buy 
and pay for service/product online. 

The high-level usage of Web sites and e-mails 
confirms many findings reported in other similar 
studies. For example, Kula et al. (2003) report 
the ranking of Internet application usage from 
the highest to lowest level are: e-mail, browsing 
company homepages, and market and product 
searches. They suggest that Internet applica-
tions are principally concerned with external 
communications and gathering information for 
market and product research. Ramsey et al. (2003) 
reported that owner managers perceive e-mail as 
an important function for their business. Man-

e-business technology Responses % (N=40)

Internet 40 100%

E-mail 40 100%

Broadband Technology 27 67.5%

Intranets/Extranets 13 32.5%

Wireless Technology 8 20 %

EDI 7 17.5%

Instant Messaging 4 10 %

Video Conferencing 4 10 %

Other (Voice Operated Internet Protocol) 1 2.5%

Table 2. Usage of e-business technology

Purpose No of Responses % (n=40)

Display information on product or service 34 85.0%

Increase information exchanges and communication 33 82.5%

Improve marketing/advertising 31 77.5%

Reach wider audience 29 72.5%

Increase profits 17 42.5%

Because everybody else has one 12 30.0%

Sell products and services over the Web 5 12.5%

Create a 365/7 service 3 7.5%

Table 3. Purposes and functionality of the Web site



  ���

E-Business Adoption in SMEs

agers interviewed in this study acknowledged 
that the reasons of high-level usage of Internet 
and e-mails are the great benefit as compared to 
other means (i.e., using the Internet and e-mail 
can increase the response rate of receiving and 
sending information, which in turn reduces the 
cost of postage). Other benefits include sharing 
information, improving marketing and communi-
cation, and access to a wide range of information. 
It needs to note that only four managers regard an 
additional benefit being increased profits through 
interactive Web sites, which enable customers to 
purchase components and parts over the Internet. 
Only five medium-sized companies actually sell 
products on the Web. This is in line with Lymer, 
Nayak, Johnson, and Spaul’s (1998) findings that 
the main Internet tools identified as available for 
small business were a Web site, e-mail, access 
to online information, and networking. Even 
though one third of the firms acknowledged us-
ing intranet and/or extranet, the main benefit is 
enabling information communication and sharing, 
not online buying or selling. Referring to the e-
adoption ladder, firms in this particular industry 
widely adopt the most common Internet technolo-
gies (e-mail and Internet) that constitute the first 
and the second levels of the ladder. This firmly 
positions the SMEs in this industry on the lower 
two ladders. The adoption of broadband (68%) 
and wireless technology (20%) shows the firms 
attempt to maximize accessibility and speed. 
Even though these technologies are used, there 
is little sign to show that the firms are moving up 
to the full e-commerce stage. This adds to criti-
cism over the e-adoption model that technology 
complexity may not necessarily lead to a higher 
degree of e-commerce/or e-business adoption. In 
terms of the British Library Staircase, there are 
influential factors that can hold firms up on the 
adoption ladder. The next section will examine 
these factors.

PushIng uP: the drIvIng  
Forces oF e-busIness  
AdoPtIon 

Business Benefits

Business driver has been regarded as a main 
driving force for technology adoption as shown 
in the Staircase model. Levy, Powell, and Yetton 
(2002) suggest that SMEs tend to be driven by 
short-term efficiency and operational benefits to 
the detriment of strategic, long-term business 
benefits. Evidence shown in Table 4 confirms 
this assertion. 

The data shows that the vast majority of the 
owner managers believe their firms gained im-
mediate operational benefits from using Internet 
technologies, for example, cost reduction, sharing 
information, improved marketing, and communi-
cation. A few managers comment that the cost of 
postage and postal mail were significantly reduced 
due to the introduction of using e-mail. Another 
key benefit is faster responses to customers needs. 
Carmichael et al. (2000) suggest that the key driver 
for SMEs to innovate is competition and customer 
feedback. SMEs realized that they need to remain 
competitive in order to survive, thus responding 
to customer feedback is an important weapon of 
competition. One manager owes the benefits to 
increased profit due to their interactive Web site 
enabling customer to purchase components and 
parts over the Internet. These operational benefits 
and response to competition needs clearly con-
stitute the main driving forces that push firms up 
the adoption ladder.

Industry common Practice or Peer 
Pressure

Kula et al. (2003) suggest that most SMEs in-
novate only when they clearly perceive business 
opportunities for their firms, or because they are 
under pressure from suppliers and clients. It is 
interesting to note that one third of the companies 



��0  

E-Business Adoption in SMEs

interviewed (30% in Table 3) don’t have a clear 
idea about the reasons for having a Web site. 
Some managers said that it is common to have a 
company Web site in the industry, as everyone 
else has one. The reason “everyone else has one” 
shows the effect of benchmarking or peer pressure 
from the industry. The finding appears to suggest 
that peer pressure or industry standard is a main 
driving force to pushing firms up the ladder of 
adoption of e-business technologies. However, 
this could become an inhibitor to adopting new 
technologies if there is no industry leader or 
champion to innovate and to demonstrate the 
strategic advantages of using advanced e-busi-
ness technologies. 

Awareness of e-business Function

Ramsey et al. (2003) argue that growing awareness 
and understanding of the benefits of e-commerce 
among SMEs can positively influence their desire 
and interest in adopting e-commerce. It is evident 
from this study that over 90% of the manag-
ers have some understanding of the e-business 

function and its potential, although the degree of 
understanding vary significantly. Table 5 presents 
the awareness level against e-adoption ladder. 
The four categories are based on the responses 
generated from the structured interviews. 

The synthesized data shows that 25% of the 
managers can relate e-business to buying and 
selling over the Internet. A few managers are 
quoted as saying that:

e-business is buying and selling over the Inter-
net, also including instant messaging, chatting 
to customers.

e-business is electronic business activities, for 
example internal and external communications, 
being able to e-mail customers—current and 
potential, to buy and sell products.

Conducting business through the Internet using 
Web Technology, using the Internet to extend 
business overseas.

Main improvement / benefits No of Responses % (n=40)

Reduced cost 29 72.5

Faster response rate 28 70.0

Share and exchange information more effectively and quickly 28 70.0

Improved marketing and communication 23 57.5

Access to more information 18 45.0

Increased profit by enabling online purchasing 1 2.5

Table	4.	Benefit	of	adopting	e-business	technologies

e-business function awareness against adoption ladder Responses %

On e-business ladder: Doing business over the Internet involving procurement, supply chain 3 7.5

On e-commerce ladder: Doing business over the Internet including taking orders and selling 10 25.0

On Internet ladder: Using Web site for marketing, information gathering, or something to do with the Internet 20 50.0

Under the ladder: Do not know e-business function 7 17.5

Table 5. Managers’ awareness of e-business function
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Those remarks reflect managers’ understand-
ing/awareness of the “e-commerce” function—the 
third level of the e-business adoption ladder. 
Three managers can even relate e-business to 
supply chain for procurement, or to integrate with 
ERP (Enterprise Resource Planning) system. For 
example, 

Using the Internet for information gathering. 
The ability to procure electronically. Using ERP 
systems, portals to place orders, appearing on 
industry wide Web sites, and placing orders via 
electronic means.

Using the Internet to process orders and commu-
nicate between companies. To make more contacts 
internationally and to ease the communication 
between suppliers and customers via digital 
technology, such as broadband.

Doing everything electronically—the next evolu-
tion from the 3rd party stage. Getting suppliers 
online and clients online and doing every bit of 
business online. The Web site has 4 stages: static, 
interactive, transactional, involves the whole 
Supply Chain.

This shows sufficient awareness of the higher 
level of e-business sophistication (i.e., the e-busi-
ness ladder of the adoption model). However, none 
of the managers indicate that there will be a radical 
transformation of the way of doing business in the 
industry (further discussion is in Table 7). 

It is interesting to note that the combination of 
the first two categories adds up to 32.5%, which 
shows that over one third of the managers are 
aware of the e-commerce/e-business functionality, 
but actual online selling is conducted within only 
five companies (12.5%). There must be factors 
that hold firms up from adopting technology to 
the level as managers perceived.

Table 5 also shows that half of the owner man-
agers do not relate e-business to online buying, 
selling, and transforming business process, but 

regard e-business as the same as online marketing, 
information searching, a part of customer process, 
or simply something to do with the Internet. For 
example:

E-business complements other business channels 
but cannot replace it. Ten years ago, banks, shops 
etc. closed many of their physical premises, just 
to	find	they	were	not	generating	as	much	business	
because people were not familiar with using the 
Internet and were not comfortable. There is no 
point adopting something new where no one is 
going to use it. E-business is about making busi-
ness processes a part of the customer process. It 
is a way of interacting more technically with the 
customer.

E-business is a marketing and advertising tool 
with the ability to promote products and services 
(e.g., using the WWW to have company informa-
tion listed on search engines so people can see 
what you do on a global scale).

Seventeen and a half percent of the owner 
managers do not know e-business functionality 
and its potential opportunity. One manager even 
perceived e-business as

Doing	business	in	Europe	(!).	

Overall, the findings are in contrast to some 
of the claims that a lack of understanding of the 
benefits (Goode, 2002) and the difficulties of 
evaluating them contribute to the low level of e-
commerce adoption in SMEs (Stockdale & Stand-
ing, 2004). Our study reveals that the majority of 
managers’ understanding of e-business tends to 
be consistent with the current level of e-business 
adoption in their firms.
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Holding UP: The Influential Forces 
For e-business non-Adoption 

The barriers that hold companies back from 
adopting e-business technology are discussed with 
the directors through a structured question. The 
question adopted several measurements appeared 
in literature, and used 5 likart scale in order to 
identify the most influential inhibitors that hold-
up firms in climbing up the adoption ladder. The 
results are summarized in Table 6.

Lack of Resources and Training

Limited resources (e.g., financial, time, manage-
ment, training, personnel) are often highlighted 
as major factors impacting the decision to adopt 
e-business. Lawrence (2002) argues that resource 
limitations such as time and capital coupled with 
preferences for traditional mechanisms to do 
business, inhibited firms from gaining benefits 
from introducing e-commerce technology. In this 
study, lack of resources has been seen as a main 
obstacle to adopting e-business technologies. This 
refers to limited personnel, training, and expertise. 
Managers explained that being small companies, 
the employees have to train themselves on how 
to use the functions of the technologies that the 
company has adopted, i.e. how to use the Internet 

and how to access information and how to use 
search engines to obtain higher numbers of hits. 
As the usage of complex e-business technology 
is minimal in these firms, formal training is not 
required by the users, nor is such training pro-
vided by the firm. 

SMEs have been seen as spending little on 
technology, therefore they do not use the opti-
mum solutions for much of their business. As a 
result, they are unable to invest in new technol-
ogy that could actually help put them on the fast 
track. However, this study shows that the cost 
of enabling e-business technology appears not 
to be a barrier to these firms as shown by the 
mean score (3.13). This support the arguments 
that financial resources do not affect the decision 
on whether or not to adopt Internet technologies 
(Mehrtens, Cragg, & Mills, 2001), and that cost 
is not a main concern when making e-business 
decisions (Ramsey et al. 2003).

The Industry Nature and Tradition 

Some managers commented that e-business 
technologies are not relevant to the industry and 
there is no demand from customers for using 
these technologies. Managers explained that the 
nature of the industry requires regular face-to-face 
or telephone contact when describing electronic 

Items as Barriers Mean Standard 
Deviation

Lack of resources to adopt 2.73 1.20

Lack of training to implement these technologies 2.75 1.26

Lack of customer demand 2.80 1.32

Unconvinced of the potential benefits 2.98 1.33

Lack of relevance to the business 3.08 1.35

Cost of enabling e-business technology 3.13 1.14

E-business seen as a greater threat than an opportunity 3.85 1.21

Bandwidth – connecting to the Internet 4.10 0.87

1-Hardest obstacle, 5- Not an obstacle

Table 6. Barriers to implement e-business technology 
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components. Another reason is that people are 
used to using traditional methods such as phone 
or fax. They feel more comfortable continuing to 
use these technologies, as opposed to investing in 
new technologies, which may require consider-
able training. This suggests that the nature of the 
industry, the common practice, and the traditional 
way of doing business impose a significant impact 
on the adoption of new technologies. Ramsey 
et al.’s (2003) addresses the unique nature of 
an industry in relation to utilization of Internet 
technology. They assert that each day the owner 
manager is more preoccupied with “fire-fighting” 
to realize and fulfill customer orders, where there 
is a heavy reliance on face-to-face contact. The 
service is highly tangible and is not really suited 
to the e-business environment. The high level 
of intangibility of the service/product mix can 
be viewed as one of the major impediments to 
future utilization of Internet commerce by this 
particular business. 

Lack of Push from Supply Chain  
(Customer Demand)

Fillis et al. (2004) speculate that there may be a 
sense that business is dictated mainly by the end 
customer, supplier or distributor who does not 
want to embrace e-business technology, instead 
preferring conventional, traditional methods. The 
data in Table 6 shows that the SME managers in 
this industry feel there is a lack of demand from 
customers to use online selling and buying. This 
implies that the downstream supply chain (could 
also be from the upstream chain) demand has a 
notable impact on the level and scale of adopting 
advanced e-business technologies.  

Lack of vision and Industrial  
champion

The vision and attitude of the owner managers 
towards IT adoption are identified as an influen-
tial factor by Chong, (2001) and Levy and Powell 

(2002). Successful companies that embrace IT 
and Internet technologies are often ones in which 
the visionary owner takes on the role as innova-
tion champion of IT adoption. However, many 
managers of SMEs prefer the comfort of what 
they perceive as familiar over indulging into any 
new venture. They are reluctant to “think outside 
the box” in order to seek new business solutions 
(Cyert & March, 1992). In this study, some man-
agers don’t perceive (or are not convinced by) the 
potential strategic benefits of being the first to 
utilize new technologies. Some managers do not 
perceive the relevance of using new technologies 
to their business, although they understand the 
online buying and selling functions offered by the 
technologies. A lack of vision and risk taking may 
be speculated as the reason leading to the current 
situation. We echo Gary’s (2003) argument that 
whether the adoption is driven by business demand 
or technology push, the owner managers need to 
be personally ready before moving on to the next 
stage and that the process involves learning and 
new knowledge. 

In summary, a lack of resources, and a lack 
of vision of the potential benefits are influential 
factors that are internal to the SMEs, whereas the 
industry common practice and a lack of push from 
supply chain constitute external factors. These 
factors hamper SMEs in proactively adopting e-
business technologies (i.e., holding up the firms 
on the adoption ladder/staircase). Other internal 
factors, such as Internet access, bandwidth, and 
cost appear not to be critical obstacles in adopting 
e-business technologies in those firms. 

A Forward view of e-Adoption  
Pattern

Regarding the importance and the future of 
adopting e-business technology, 65% of the man-
agers interviewed think e-business technology 
(predominantly Internet and e-mail) is important 
to their companies. Table 7 shows managers’ 
perceptions of the future of adopting e-business 
technology within their firms. 
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The dominant view is to adopt e-business tech-
nology in conjunction with conventional methods 
of doing business (i.e., the “clicks and mortar” pat-
tern. None of the firms interviewed are considering 
transforming into a purely online business. This 
has been emphasized by the managers that the 
industry requires regular face-to-face or telephone 
contact with customers and employees prefer to 
adhere to the traditional way of doing business. 
It is noted that 17.5% consider using e-business 
technology to a minimum level and 5% firms 
never intend to use e-business technologies. It ap-
pears that industry common practice has a strong 
influence on these SMEs. This situation may not 
change significantly in a short period of time, as 
67.5% of the managers interviewed are satisfied 
with the e-business technology adopted, and less 
than a quarter (22.5%) of the managers expressed 
dissatisfaction, unless significant pressure and 
push from external stakeholders, particularly 
from suppliers and customers emerge.

mAnAgerIAL ImPLementAtIons

Although some of the findings tend to be com-
mon to all SMEs (e.g., lack of resources), some 
findings are unique in the context of this study. 
These distinct findings have implications in 
providing guidance on practical application of 
e-business technologies in SMEs and in devel-
oping e-adoption models. Firstly, industry com-
mon practice, peer pressure, and customer push 
need to be recognized as major external forces 
that influence the level of adoption of e-business 

technology in SMEs. Even though this study is 
not aimed to scientifically test whether external 
forces outweigh internal forces, its results indicate 
that external forces tend to be a strong influential 
factor in affecting the level and scale of e-tech-
nology adoption in this particular industry. The 
findings approve that most SMEs are followers 
in their sector in terms of adopting technology. 
It can be envisaged that an industry champion/or 
leader who demonstrates strategic benefits of 
adopting advanced technologies, together with a 
strong demand from suppliers or customers could 
influence many SMEs moving up to the higher 
level of the adoption ladder, although there are 
internal resource constraints. This implies that the 
pattern of adopting e-business technologies may 
not be linear as depicted in Figure 1 (i.e., SMEs 
may not necessarily move from Internet level to 
e-commerce level and then to e-business level). 
It is possible that many SMEs in the electronic 
components industry may engage in business 
process change based on an intranet-based sup-
ply chain infrastructure while conducting online 
buying and selling. This is a non-linear path of 
adopting e-business technology. Based on such 
speculation, the e-adoption model may need to 
be modified to include a non-linear path with 
consideration of the driving forces from a firm’s 
internal and external environment. Figure 3 de-
picts such a model. 

Secondly, owner managers need to develop a 
strategic vision, and the industry needs a cham-
pion to lead. As far as the SMEs in the electronics 
components industry is concerned, there needs to 
be an external push as well as an internal business 

Table 7. The future outlook of e-business

Views Number % (N=40)

“Use e-business technology together with conventional business methods” 31 77.5%

“Consider using minimal e-business technology in the future” 7 17.5%

“No intention to use e-business in the future” 2 5.0%

“Rely entirely on e-business technology and become a purely online business” 0 0.0%
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driver to make small firms proactively engage in 
adopting advanced e-business technologies. This 
could be achieved by inspiring owner managers 
with immediate benefits and strategic (competi-
tive) advantages of using e-business technologies. 
The key to success is to provide a cost/time saving 
as well as flexible learning opportunity for the 
owner managers who are busy in managing daily 
business and seeking new business opportunities. 
Thirdly, the IT industry that provides e-business 
solutions needs to articulate explicitly the poten-
tial and added value of technologies to owner 
managers. The products and services need to be 
tailor-made to suit the unique needs of SMEs, and 
vendors’ support and training should be priori-
tized to SMEs clients, due to the significant lack 
of expertise, specialist knowledge, and resources 
in the SME sector. Lastly, the e-business environ-
ment and infrastructure need to be continuously 
improved to facilitate e-business application in 
SMEs. This includes easy Internet/broadband 
access, government incentives for SMEs, secure 
order processing and payment systems, distribu-
tion infrastructure supporting online transactions, 
online taxation and legislation. These are generally 

uncontrollable factors to SME managers but they 
could pose direct impact on the level of adoption 
as external forces.

concLusIon

The findings of this study shed light on some of 
the issues concerning the engagement of e-busi-
ness in SMEs. SMEs in the electronic components 
industry are at the lower ladder of adopting 
e-business technology. The technologies used 
are predominantly e-mail and Internet, and are 
used primarily as an additional marketing tool to 
display company’s products and services infor-
mation, rather than as an e-commerce platform 
to enable online transactions and organizational 
transformation. The problems underpinning the 
low adoption of sophisticated e-business technol-
ogy lie not in Internet access, cost and managerial 
understanding, but in the external forces including 
industry/sector practice, lack of push from supply 
chain, as well as internal factors such as lack of 
resources, expertise and strategic vision to lead. 
Even though half of the owner managers are aware 

Figure 3.  An e-adoption	ladder	with	influential	factors
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of e-business functions, awareness of e-business 
strategic benefits can be further improved. As far 
as this industry is concerned, a push from external 
forces could quickly change the picture of the 
level and the scale of e-business adoption. The 
findings also suggest that e-business adoption may 
not follow a linear path and the adoption pattern 
may be specific to each industry/sector. 

The findings reported in this study need to be 
interpreted with caution due to the limitations of 
the unique industry selected and the small sample 
size. However, the findings are useful in raising 
the question as to whether there exists a general 
pattern or model of e-business adoption that can 
fit all SME sectors. It also opens a door to exam-
ine if external forces have more influence than 
internal forces in the SME sector. Aggregated 
findings on the level of e-business adoption from 
multiple industry-based studies neglected sector 
difference, and the results are not consistent to 
generate a common adoption pattern/model. 
Therefore, further study of a similar nature in 
specific industry needs to be conducted, so that 
the unique needs and problems related to that 
industries/sectors in adopting e-business tech-
nology can be appropriately addressed, and the 
findings generated from different industry/sector 
can be compared in the context of developing an 
e-business adoption model. 
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AbstrAct

Small businesses need Internet service to be 
competitive, and their spending on IT activities 
continues to grow. How can Internet Service Pro-
viders tap into this potentially lucrative market? 
This study attempts to identify Internet service 
features that are important to small businesses. 
Specifically, it used a survey method to explore 
the relationships between the importance of vari-
ous features and organizational characteristics of 
small businesses, for example, size and type of 
business. The results show that the size of busi-
ness affects the perceived importance placed on 
certain features, while the type of business does 
not. Implication of this finding for packaging 
Internet service is discussed.

IntroductIon

There is little doubt that the Internet is changing 
the way that many businesses are operating.  Ac-
cording to Cottrill (1997), and Power and Sohal 
(2002), the Internet is the enabler that ultimately 
revolutionizes the way business is conducted in 
some industries. Research shows that the use of 
the Internet by businesses has led to improve-
ment in lead times (Hauguel & Jackson, 2001; 
Power & Sohal, 2002), better communication and 
collaboration within and across organizations 
(Garcia-Dastugue & Lambert, 2003), and signifi-
cant gain in achieving greater cost efficiencies 
(Barnes, Hinton, & Mieczkowska, 2003). Given 
these findings, it appears that the Internet may 
be assuming a pivotal role in achieving business 
objectives (Levenburg, 2005).  
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The Internet was also envisioned as a power-
ful tool enabling small businesses to “level the 
playing field” when competing with larger firms 
(Levenburg 2005). There is growing evidence 
that the Internet has indeed changed the way 
that many small businesses are conducting their 
operations (Barnes et al., 2003). Perhaps the use of 
the Internet has penetrated much deeper into the 
small business market.   To gain competitiveness 
in producing and selling products or delivering 
services effectively and efficiently, small busi-
nesses must rely on the use of the Internet. This 
in turn shows a critical connection between small 
businesses and their Internet service providers. 
As we searched the literature, to our surprise, we 
found almost no academic study that examines 
any aspects of the relationship between small 
businesses and their Internet service providers. 
Yet the potential market of small businesses is 
quite promising, as more small businesses are 
spending more on information technology activi-
ties today than at any other times. According to 
the research firm AMI Partners, businesses with 
fewer than 100 employees spent more than $12 
billion on network and telecom equipment in 2004. 
Furthermore, small businesses are expected to 
account for 24% of all IT hardware and software 
spending in 2006 (Hochmuth, 2005).  The CEO 
of Vendio, Mr. Rodrigo Sales said, “We are enter-
ing a new era in e-commerce—one increasingly 
driven by smaller businesses and merchants” 
(Kooser, 2003). Therefore, a study of small busi-
nesses is important because these firms comprise 
a significant proportion, not only in the U.S., but 
also in most other countries’ economic activity 
(McMillan & Woodruff, 2002).  

How can Internet service providers (ISP) tap 
into the potentially-lucrative small business mar-
ket?  One of the keys to successfully exploiting 
this market, we believe, rests upon the Internet 
service providers’ ability to understand the market 
needs and to fulfill these needs effectively. To 
achieve that, an ISP needs to provide features 
that are needed by small businesses to conduct 

their operations. This is essential because how ef-
fectively small businesses use the Internet would 
depend on “features of the Internet service”. In 
this context, this study focuses on exploring 
what features of Internet service are important to 
small businesses and to ascertain whether these 
preferences are related to certain organizational 
characteristics such as “type of small business” 
and “size of small business”. Specifically, this 
article looks for some insights into two aspects of 
the issue: (1) Is “size of small business” related to 
the perceived importance for various features of 
the Internet service? and (2) Do different “types 
of small businesses” have different levels of per-
ceived importance for various features provided 
in the Internet service by ISPs? If so, what are 
the differences?

concePtuAL bAckground

Figure 1 shows a research diagram used to seek 
answers to the questions in this study. It consists 
of three major variables: “size of business”, “type 
of business”, and the “perceived importance of 
various Internet service features”. In this sec-
tion, we will discuss some of the justifications 
for these variables, including their descriptions 
and significance.

One of the challenges in our study is how to 
define the term “small businesses”. According 
to the Small Business Administration (SBA) 
in the United States, businesses with less than 
500 employees are considered small businesses. 
Taking the context beyond the U.S., the defini-
tion of small businesses becomes a little more 
complicated. Instead of using the term “small 
businesses”, various descriptive terms such as 
micro-, small-, and medium-sized enterprises 
are used in Europe, and their interpretations may 
vary widely. For instance, the term MSE includes 
“micro-enterprises” and “small enterprises”, 
and these enterprises are considered the small-
est. However, most numerous businesses within 
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the larger group of enterprises are called SMEs 
(small- and medium-sized enterprises) (Donner, 
2004). Not having one common term with a pre-
cise description is just one problem in research 
involving small businesses.   Another difficulty 
is how to determine the threshold for the size. 
What size makes a business a small business? 
There is no agreement on an absolute number. 
While SBA set 500 employees as a drawing line, 
this arbitrary number is impractical because it 
has been found that a large number of U.S. small 
businesses have fewer than 20 employees (Zim-
merer & Scarborough, 2003). Therefore, studies 
(such as Barua, Konana, Whinston, & Yin, 2001; 
Boyer & Olson, 2002; Zank & Vokurka, 2003) 
of “small businesses” that track firms with fewer 
than 100 employees may not fully capture the 
nuances in usage within very small businesses. 
This means that small business population is not 
homogeneous but diverse in terms of size. To 
account for the non-homogeneity, this study dif-
ferentiates various small businesses based on the 
number of employees using four size groups: (a) 
1-25 employees; (b) 26-50 employees; (c) 51-100 
employees; and (d) more than 100 employees. 

Our review of literature further reveals that 
most of the past studies on “the Internet use” 

focused on larger firms. Because of the inherent 
difference in structure and organization between 
large and small businesses, many of the known 
findings in the large business environment cannot 
be generalized to small business environment. For 
instance, Brynjlfsson and Hitt (2000) confirm the 
positive contribution of information technology 
(IT) on productivity by using company-level 
data. No firm size was taken into consideration, 
although it could be an important factor. Prior stud-
ies showed the relevance of the construct “size” to 
the firm’s adoption and use of IT. For instance, the 
size of the firm, in particular, has been found to 
be related to adoption rates (DTI, 2000; Haynes, 
Becherer, & Helms, 1998; Riquelme, 2002) as 
well as the intensity and level of information and 
communication technology (ICT) activity (Fallon 
& Moran, 2000; Palvia & Palvia, 1999). In their 
literature review, Chen, Melinda, and Zapatero, 
(2006) reported that the size of business, along 
with age, education, and computer knowledge, are 
the most important variables related to information 
systems (IS) in small businesses. Furthermore, it 
is also reflected in Radovilsky and Hedge (2004)’s 
study of the variables influencing Web commerce 
implementation, in which they found that company 
size was positively correlated with the adoption of 
Web commerce as a business strategy. Our first 
research question is: “How does the size of the 
small business relate to the perceived importance 
of various Internet features?” There has been no 
previous study looking at the relationship between 
the size of the small business and factors related 
to Internet use, specifically the Internet features. 
This is why “size of business” was included as 
one of the major constructs in this study.  

The use of the Internet may not be embraced 
by all firms (Daniel, Wilson, & Myers, 2002; 
Feindt, Jeffcoate, & Chappell, 2002). Past stud-
ies on small businesses tended to ignore subtle 
differences among various types of small busi-
nesses. For example, in many studies, all small 
businesses were considered as one homogeneous 
entity (Cragg & King, 1993; Magal & Lewis, 

Figure 1. The association between “size” and 
“type” of business and the perceived importance 
of various Internet service features
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1995; Mirchandandi et al., 2001). However, in 
reality the small businesses are not uniform, but 
they include a wide range of business types such 
as construction, retailing, manufacturing, health 
care, services, and so forth. Based on their review 
of studies related to Information Communication 
Technologies (ICT), Barton and Bear (1999) found 
that not all enterprises have the same ICT needs, 
because not all microenterprises and small firms 
face similar challenges. We posit that different 
types of small businesses may have different 
needs in terms of Internet features. Hence, “type 
of business” was employed as one of the major 
constructs in this study. Our second research 
question is: “How does the perceived importance 
for various Internet features differ according to 
type of business?”  

When considering different features/benefits 
offered by various ISPs in the Internet service, it 
may not be simple to identify a list/subset of the 
most important features. Almost two decades ago, 
simple capabilities such as file transfer, terminal 

emulation, and speed of the dial-up would be 
sufficient. Over the years, the choices of features 
have greatly expanded. They now range from ease 
of installation to connection reliability, and from 
quality of customer support to multi-protocol oper-
ability. Recently, security and privacy have also 
become important factors to consider. Because 
of such a wide scope of features and capabilities, 
it is necessary to categorize them with a broader 
notion. Our literature review revealed a very 
limited number of studies on ISPs regarding this 
aspect. As a result, there is no existing framework 
that we could adopt for our study.  

Therefore, we developed a list of features and 
benefits of the Internet service that we believed 
are relevant and important to small businesses. 
This list was refined and modified after informally 
consulting a number of small business owners. 
The final list of features as shown in Table 1 was 
adopted and used in this study. To organize these 
features further, we classified them into three 
categories of technical capability, technical sup-
port, and non-technical features. 

CATEGORY FEATURE DESCRIPTION

Technical Capability

Multiple User Capability Permits multiple users to connect to network and share information at the same 
time without breakdowns

Speed of Connection

Speed with which Internet data is transmitted over telephone lines; speed is 
dependent on the type of connection. Different connections work at different 
speeds, such as Dial up (56 Kbs), ISDN (64 Kbps-128 Kbps), DSL (128 Kbs 
- 768 Kbs), Satellite (400 Kbps), and Cable (200 Kbs - 2 Mbs).

Remote Access Capability Access through a terminal to a computer that is geographically-removed from 
the terminal

Web Presence (also called 
Server Space)

File storage space that is available to anyone on the World Wide Web through 
ISPs; Web space is typically used for storing personal Web pages. Web hosting 
is a typical service provided by many Internet Service Providers to design 
Web sites for small businesses and help them maintain Internet presence on a 
continuous basis.

Technical Support

Repair/Quality of Service Quality of after-sale and repair services offered by an Internet Service Provider

Accessible Help Line Telephone help line that can be easily/readily accessed 24 hours a day

Ease of Installation/Set–up Ease with which configuration of hardware and connectivity to the Internet is 
established

Non-technical

Company’s Name Recognition Reputation and standing of Internet Service Provider

Small Business Incentives Special incentives offered to small businesses

Cost per Month of Service Fee and other costs paid per month by user for Internet Services

Table 1. List of categories, important features, and their descriptions
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reseArch questIons  
And hyPotheses

In this study, we wanted to examine the relation-
ship between the type and size of small businesses 
and their perceived importance of various features 
of Internet service provided by ISPs.  Understand-
ing how the perceived importance (reflecting 
preference) varies with type and size of small 
business and how important specific features are to 
different small business would be very beneficial 
to ISPs. Such knowledge would help in guiding 
their marketing campaign and also in developing 
appropriate packages of features to meet the needs 
of various small businesses. The importance of 
“size” and “type” variables was discussed earlier 
in the background section. Therefore, this study 
attempted to answer the following primary re-
search questions related to “size” and “type” of 
business as independent variables. Because the 
focus of this study was not on the impact or the 
cause-effect relationship among variables, all of 
the hypotheses below were expressed as “null” 
hypotheses.

Question 1: Is the perceived importance of dif-
ferent technical capability features of Internet 
service independent of the “size of business”? 
To answer this question, the following hypotheses 
were proposed and tested.

Hypothesis 1: Perceived importance of the fea-
ture “multiple user capability” is independent 
of the size of business.
Hypothesis 2: Perceived importance of the 
feature “speed of connection” is independent 
of the size of business.
Hypothesis 3: Perceived importance of the fea-
ture “remote access capability” is independent 
of the size of business.
Hypothesis 4: Perceived importance of the 
feature “Web space presence” is independent 
of the size of business.

Question 2: Is the perceived importance placed 
on different technical support features of Internet 
service independent of the “size of business”? To 
answer this question, the following hypotheses 
were proposed and tested.

Hypothesis 5: Perceived importance of the fea-
ture “repair/quality of service” is independent 
of the size of business.
Hypothesis 6: Perceived importance of the 
feature “accessible help line” is independent 
of the size of business.
Hypothesis 7: Perceived importance of the fea-
ture “ease of installation/setup” is independent 
of the size of business.

Question 3: Is the perceived importance of differ-
ent features of Internet service in the non-technical 
category independent of the “size of business”? 
To answer this question, the following hypotheses 
were proposed and tested.

Hypothesis 8: Perceived importance of the 
feature “company’s name recognition” is in-
dependent of the size of business.
Hypothesis 9: Perceived importance of the fea-
ture “small business incentives” is independent 
of the size of business.
Hypothesis 10: Perceived importance of the 
feature “cost per month of service” is indepen-
dent of the size of business.

Question 4: Is the perceived importance of dif-
ferent technical capability features of Internet 
service independent of the “type of business”? 
To answer this question, the following hypotheses 
were proposed and tested.

Hypothesis 11: Perceived importance of the 
feature “multiple user capability” is indepen-
dent of the type of business.
Hypothesis 12: Perceived importance of the 
feature “speed of connection” is independent 
of the type of business.
Hypothesis 13: Perceived importance of the 
feature “remote access capability” is indepen-
dent of the type of business.
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Hypothesis 14: Perceived importance of the 
feature “Web space presence” is independent 
of the type of business.

Question 5: Is the perceived importance placed 
on different technical support features of Internet 
service independent of the “type of business”? To 
answer this question, the following hypotheses 
were proposed and tested.

Hypothesis 15: Perceived importance of the 
feature “repair/quality of service” is indepen-
dent of the type of business.
Hypothesis 16: Perceived importance of the 
feature “accessible help line” is independent 
of the type of business.
Hypothesis 17: Perceived importance of the 
feature “ease of installation/setup” is indepen-
dent of the type of business.

Question 6: Is the perceived importance of differ-
ent features of Internet service in the non-technical 
category independent of the “type of business”? 
To answer this question, the following hypotheses 
were proposed and tested.

Hypothesis 18: Perceived importance of the 
feature “company’s name recognition” is in-
dependent of the type of business.
Hypothesis 19: Perceived importance of the 
feature “small business incentives” is indepen-
dent of the type of business.
Hypothesis 20: Perceived importance of the 
feature “cost per month of service” is indepen-
dent of the type of business.

methodoLogy

Participants

To accomplish the objectives of the study, a mail 
survey research was used to collect the data. The 
population for the study consisted of small busi-
nesses from the region of Southeastern Louisiana. 
A convenience sample of 500 companies was 

selected from Southeastern Louisiana University’s 
Small Business Development Center's client da-
tabase. Five hundred questionnaires were sent 
out, and 120 questionnaires were completed and 
returned. The response rate was 24%. The par-
ticipants (n=120) consisted of businesses from 
seven types of industries: retailing (R), services 
(S), real estate (RE), housing (H), construction 
(C), manufacturing (M), and others (O). They were 
categorized into four different groups based on 
the number of employees: (a) 1-25, (b) 26-50, (c) 
51-100, and (d) more than 100 employees. All of 
the respondents included in the analysis indicated 
that they had subscribed to the Internet service. 
To ensure this, the questionnaire included the 
question: “How long has your company had an 
Internet service provider?” Respondents who did 
not have Internet service were eliminated from 
the analysis.

Instrument

A questionnaire was developed containing a list 
of features and benefits (see Table 1) that the small 
businesses would like to see in their Internet 
service. Our literature review indicated a very 
limited number of academic studies on this topic. 
Hence, no instrument was available for adoption 
in our study.  Drawing from related trade journals, 
we developed a list of features and benefits of the 
Internet service that we believed was relevant and 
important to small businesses. The content valid-
ity of the initial list was evaluated by a number of 
small business owners. They were asked to judge 
each item and to comment on the relevance, as 
well as provide suggestions for improving the list. 
Their input allowed us to develop the final list of 
features, as shown in Table 1.

The questionnaire, along with a letter ex-
plaining the purpose of the study, was sent to the 
businesses in the selected sample. Participants 
completed the questionnaire, which requested 
them to provide demographic information and 
to respond to items related to the importance of 
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various features of Internet service. The demo-
graphic questions included information on their 
type of industry, number of employees, years of 
existence, and the gender of the respondent; for 
instance: “What industry is your company in?” 
Possible responses included: construction, retail, 
real estate, manufacturing, healthcare, service, 
and other. Finally, a question asked participants 
to rate the importance of the features/benefits 
when selecting an Internet Service Provider. Ten 
features shown in Table 1 were presented to re-
spondents for importance ratings. The importance 
ratings for reflecting preferences were to be based 
on Likert rating scale of 1 to 5, where 1 = Very 
Unimportant, 2 = Unimportant, 3 = Neutral, 4 = 
Important, and 5 = Very Important. The impor-
tance ratings reflected their preferences for each 
of the features/benefits.  

data Analysis  

The research questions assess how the per-
ceived importance of various features/benefits 
of Internet service is related to different types 
and sizes of small businesses. We employed the 
frequency analysis in this study. Specifically, we 
used Chi-square test of independence to exam-
ine the association between the type and size of 
small businesses and the perceived importance 
of various features on Internet service provided 
by ISPs. The questionnaire responses were ana-
lyzed using statistical software SPSS-Version 10. 
Although Chi-square analysis is a rather simple 
statistical technique, it is an appropriate tool for 
the purpose of our study, namely, to assess the 
association between variables rather than to de-
termine the cause and effect relationship. Since 
Chi-square test is a common tool for frequency 
analysis, the data was coded and analyzed ac-
cording to the standard practices outlined in 
the SPSS manual and statistical textbook such 
as Anderson, Sweeney, and Williams’ Statistics 
for Business and Economics, 2005 edition. Past 
studies (Bennett, Sagas, & Dees, 2006; Harman 

& Koohang, 2005/2006; Mahony, Riemer, Breed-
ing, & Hums, 2006) had used the same technique 
for similar purpose to examine the association 
between two variables. Thus, Chi-square test of 
independence was applied in this study because 
the data obtained from the survey were measured 
at ordinal levels. Contingency tables were used to 
examine the pattern between importance ratings 
for features offered by ISPs and organizational 
variables for significance. Categories were col-
lapsed because, while computing χ2 test statistics, 
it is necessary to ensure that none of the cells have 
expected frequencies of less than five.  Categories 
were collapsed as necessary for computing χ2 

test statistics to ensure that none of the cells had 
expected frequencies of less than five. Figure 2a 
below is an example of a contingency table with 
collapsed categories for both factors: size of busi-
ness (number of employees), and the importance 
rating.  The initial five categories for importance 
ratings (Very Unimportant, Unimportant, Neutral, 
Important, and Very Important) were collapsed 
into two categories of Unimportant and Important. 
The initial four categories for size of business 
(1-25, 26-50, 50-100, more than 100) were col-
lapsed into two categories (<50 and >50). Figure 
2b also shows an example of a contingency table 
with collapsed categories for both factors: type of 
business, and the importance rating. Seven cat-
egories of business type were collapsed into two 
categories, as shown in Figure 2b. A high value 
of the Chi-square test statistic indicates that the 
observed frequencies significantly deviated from 
the expected frequencies, leading to the rejection 
of the “null” hypothesis. This implies dependence 
or association between the two factors. A low 
value indicates no significant deviation between 
the observed and expected frequencies, implying 
independence, that is, no relationship between 
the two factors. 
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Figure 2a. Example of a contingency table for importance rating and size of business used in Chi-square 
test

Figure 2b. Example of a contingency table for importance rating and type of business used in Chi-
square test

Note: Retailing (R), services (S), real estate (RE), housing (H), construction (C), manufacturing (M) and others (O)
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resuLts

demographic Analysis

Several demographic variables were explored 
in the study such as type of business, number of 
employees, years in existence, the respondent’s 
position in the organization, and the respondent’s 
gender. The respondents were requested to clas-
sify their business in one of the seven categories, 
as shown in Figure 3. Thus, the sample repre-
sented companies from seven different industries, 
namely, retailing (R), services (S), real estate (RE), 
housing (H), construction (C), manufacturing (M), 
and others (O). About 29% of the companies were 
from retailing, 27% were from services, 6% were 
from construction, 8% were from real estate, 4% 

were from manufacturing, 7% were from housing, 
and 19% were from other industries. 

As seen in Figure 4, 68% of the companies in 
the sample had fewer than 25 employees, 15% had 
between 25 and 50 employees, 8% had between 
51 and 100 employees, and only 9% had more 
than 100 employees. 

“null” hypothesis testing results

The results for the hypotheses are summarized in 
Table 2 and 3 below. Table 2 shows various null 
hypotheses, along with the conclusion and the 
p-value grouped by the three research questions 
associated with the “size of business”. Table 3 
shows various null hypotheses, along with the 
conclusion and the p-value grouped by the three 

Figure 3. Businesses in the sample belonging to different industries
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“Null” Hypotheses Conclusion χ2 p-Value

“Null” Hypotheses related to technical capability features

Hypothesis 1: Perceived importance of the technical feature “multiple 
user capability” is independent of the size of business. Rejected 6.28 0.01

Hypothesis 2: Perceived importance of the technical feature “speed of 
connection” is independent of the size of business. Rejected 3.37 0.07

Hypothesis 3: Perceived importance of the technical feature “remote 
access capability” is independent of the size of business. Supported 2.17 0.14

Hypothesis 4: Perceived importance of the technical feature “Web 
space presence” is independent of the size of business. Supported 0.82 0.36

“Null” Hypotheses related to technical support features

Hypothesis 5: Perceived importance of the support feature “repair/
quality of service” is independent of the size of business. Supported 2.58 0.11

Hypothesis 6: Perceived importance of the support feature “accessible 
help line” is independent of the size of business. Rejected 2.99 0.08

Hypothesis 7: Perceived importance of the support feature “ease of 
installation/setup” is independent of the size of business. Rejected 3.25 0.07

“Null” Hypotheses related to non-technical features

Hypothesis 8: Perceived importance of the non-technical feature 
“company’s name recognition” is independent of the size of business. Rejected 2.73 0.10

Hypothesis 9: Perceived importance of the non-technical feature 
“small business incentives” is independent of the size of business. Supported 0.03 0.86

Hypothesis 10: Perceived importance of the non-technical feature 
“cost per month of service” is independent of the size of business. Supported 0.04 0.84

Table 2. Summary of all “null” hypothesis testing associated with the “size of business”

research questions associated with the “type of 
business”. P-value for hypotheses that are sup-
ported was not shown in Table 2 since they were 
not relevant, when observed frequencies are very 
close to the expected frequencies, implying no 
association between factors.

Interpretation of Findings for the  
research questions #1, #2, and #3

The first research question explored whether there 
is a relationship between the perceived level of 
importance regarding various features provided 
by Internet service providers and the size of small 
business. Specifically, is the perceived importance 
of different technical capability features indepen-
dent of the size of the business? Recall that size 
was measured in terms of the number of people 
that a business employs.

The finding for the research question #1 was 
that the “size of business” as a variable was found 
to be significantly related to some technical capa-
bility features. More specifically, these technical 
capability features are multiple-user capability 
(p < 0.01, hypothesis #1 was rejected) and speed 
of connection (with p < 0.07, hypothesis #2 was 
rejected).

This is expected because the more employees 
that a small business has, the more likely that it has 
to rely on a multi-user environment to support its 
operation rather than on a cluster of stand-alone 
systems. Then, network connection becomes the 
key to provide shared resources such as files, docu-
ments, printers, and database. With more users 
accessing the system via the network, the speed 
of connection also becomes critical. Hence, it is 
consistent that the result showed a relationship 
between the importance of both multiple-user 
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capability and speed of connection with the size 
of small business.

The relationships between the importance for 
remote access capability (hypothesis #3) and Web 
space presence (hypothesis #4) and the size of 
small business were found to be not statistically 
significant. This could be explained in terms of 
small businesses’ scope of operations. Many 
small businesses tend to cater their products and 
services to local needs. Hence, their scope is local 
or regional. As a result, their employees are not 
scattered at many different locations, as in the 
case of large businesses. Furthermore, their reach 
is also limited to local rather than global com-
munity. These are perhaps reasons why remote 
access capability and Web space presence are 
perceived to be lower in the level of importance 
than other technical capability features. 

Research question #2 focused on the relation-
ship between the technical support features and the 
size of small business. Specifically, the question 
is whether the perceived importance placed on 
features related to technical support is independent 
of the size of small business. Again, it was found 
that two support features, accessible help line (p 
< 0.08) and ease of installation/set up (p < 0.07), 
significantly related to the size of business, with 
both hypotheses #6 and #7 rejected.  

The increase in the number of employees does 
logically lead to an increase in the perceived 
importance of accessible help line and ease of 
installation/set up to ensure better productivity 
and efficiency of the workforce. These results 
are consistent with those of hypothesis #1. As 
the size of small businesses increases, so does 
the complexity, especially with the reliance on a 
multi-user environment.  Most small businesses 

“Null” Hypotheses Conclusion χ2 p-Value

“Null” Hypotheses related to technical capability features 

Hypothesis 11: Perceived importance of the technical feature “mul-
tiple user capability” is independent of the type of business. Supported 0.10 0.76

Hypothesis 12: Perceived importance of the technical feature “speed 
of connection” is independent of the type of business. Supported 0.01 0.93

Hypothesis 13: Perceived importance of the technical feature “remote 
access capability” is independent of the type of business. Supported 0.88 0.35

Hypothesis 14: Perceived importance of the technical feature “Web 
space presence” is independent of the type of business. Supported 0.24 0.62

“Null” Hypotheses related to technical support features

Hypothesis 15: Perceived importance of the support feature “repair/
quality of service” is independent of the type of business. Supported 0.30 0.59

Hypothesis 16: Perceived importance of the support feature “acces-
sible help line” is independent of the type of business. Supported 0.22 0.64

Hypothesis 17: Perceived importance of the support feature “ease of 
installation/setup” is independent of the type of business. Supported 1.64 0.20

“Null” Hypotheses related to non-technical features

Hypothesis 18: Perceived importance of the non-technical feature 
“company’s name recognition” is independent of the type of business. Supported 0.24 0.63

Hypothesis 19: Perceived importance of the non-technical feature 
“small business incentives” is independent of the type of business. Supported 0.02 0.88

Hypothesis 20: Perceived importance of the non-technical feature 
“cost per month of service” is independent of the type of business. Supported 0.91 0.34

Table 3. Summary of all “null” hypothesis testing associated with the “type of business”
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are generally not “tech-savvy”. As a result, easy 
access to tech support and simple installation/set 
up become important. However, an unexpected 
finding is that the increase in the size of small 
businesses does not increase the preference for 
repair/quality of service (hypothesis #5). This 
may be explained in terms of service contract. 
To save costs, many small businesses do not 
maintain a service contract with their ISPs, as is 
the case with their counterpart large businesses. 
Consequently, for them, the level of importance 
for repair/quality of service may apparently be 
lower than other features.

The research question #3 addresses the rela-
tionship between the importance of non-technical 
features and the size of the small business. With 
regard to this question, only hypothesis #8 was 
weakly rejected, that is, only company’s name 
recognition was found to be significantly related 
to the size of the small business (p < 0.10). As 
expected, the ISP’s reputation is important in the 
selection of service by small businesses. This is 
perhaps related to the small businesses’ lack of 
technical knowledge and limited exposure of 
various choices. They tend to pick services from 
those that they are familiar and recognize.  What 
is interesting is that the small businesses placed 
a low level of importance on both small business 
incentives and cost (monthly service charge by 
ISPs). It is expected that most small businesses 
are generally cost-conscious. For them, discount 
incentive and low service charge were thought 
to be highly important. Yet, they were not. One 
possible explanation is that there are not enough 
incentives offered by ISPs to small businesses 
as well as various cost structures from which to 
choose. The lack of those incentives and one set of 
charges for all may have caused small businesses 
to perceive these features as less important. 

Interpretation of Findings for 
research questions #4, #5, and #6

The next three research questions #4, #5, and 
#6 focused on whether there is a relationship 
between the perceived level of importance for 
various features provided by ISPs and the “type 
of small business”. Type was specified according 
to the following categories: construction, retail, 
real estate, manufacturing, healthcare, service, 
and others. 

The results show no statistically-significant 
relationship between various features and the type 
of small business. None of the hypotheses was 
rejected. Although the relationships between the 
type of industry and the importance of features in 
all three categories were found to be statistically 
insignificant, these results are interesting in a 
number of ways. Common wisdom suggests that 
different types of businesses would have different 
preferences regarding features, because of differ-
ences in their operations.  Perhaps this is true in 
the case of larger businesses. Yet, unexpectedly for 
small businesses in this study, the “type of busi-
ness” variable did not seem to play a significant 
role. The perceived importance level for features 
did not vary according to the type of small busi-
ness. This could be taken as good news for ISPs.  
Instead of custom-creating packages for various 
types of small businesses, ISPs should pay atten-
tion to different needs based on the various sizes 
of small businesses. In other words, ISPs should 
offer a few packages with a subset of features 
that meet the preference of certain size groups. 
This could simplify greatly the design of Internet 
service packages for small businesses, given their 
characteristics of highly-fragmented market seg-
ment. Also, ISPs could concentrate on the size of 
small businesses and cater their services to meet 
the needs of small businesses based on their size 
rather than their type. 
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dIscussIon

As seen, there is an ever-increasing competition 
between Internet service providers, largely be-
cause there are no restrictions to market entries. 
The gap between a local and a national player is 
waning, as all ISPs compete on the same platform 
and try to lure as many customers as they possibly 
can.  They could possibly use the results of this 
study. Findings from this study suggests that the 
size rather the type of small business is a relevant 
variable in assessing what features in Internet ser-
vice are perceived to be important by small busi-
nesses. Perhaps this is why more and more ISPs 
have recently begun to woo “smaller” businesses 
with tailor-made online services (Kooser, 2003). 
For instance, many new offerings include:

• Yahoo (http://smallbusiness.yahoo.com) 
with Web hosting, e-commerce solution, 
Web promotion, management tools, access 
to partners such as Cisco Systems, Inc, 
MasterCard International; others include 
financial news, stock reports and tools, and 
paid content services;

• AOL for small business (www.aolforsmallbusi-
ness.com) with seven simultaneous log-ons 
under one account, priority technical support, 
Web site building, and business e-mail;

• Covad Communications Group, Inc. (www.
covad.com) with focus on cost-effective e-
mail and Web hosting solutions;

• Microsoft bcentral (www.bcentral.com) with 
e-mail marketing, targeted sales leads, Web 
hosting, e-commerce, Web collaboration, 
and live Web chats; and

• Vendio Services, Inc (www.vendio.com) with 
help for businesses to organize, manage, and 
automate the sales process across multiple 
channels, including auctions, e-commerce, 
and online stores (Kooser, 2003)

While common knowledge suggests that ser-
vice charges such as cost per month of service 

should be perceived to be important, the result 
for this study shows the contrary. What does this 
mean? This should not be taken to mean that small 
businesses do not prefer low-cost Internet service. 
Rather, the result reveals the need for differentiated 
pricing structure. In an increasingly-significant 
segment of the Internet, the market is moving 
away from simple, cost-driven, undifferentiated 
commodity market into a market where there is 
a serious attempt to provide differentiation based 
on a specific feature of the delivered services. 

The result of a low level of importance being 
placed on the non-technical feature “small busi-
ness incentives” provides evidence for opportunity 
that ISPs could pursue. What this means is that 
ISPs should develop more differentiated incentives 
to attract their potential small business clients. 

An observation that is most characterized of 
the challenges facing ISPs is the readily-available 
alternative for today’s small business customers. 
For instance, small business customer awareness 
has increased manifolds over the years. Consum-
ers have become much more demanding than 
before and make their choices after considering 
all relevant factors. Due to the availability of wide 
choice, switching from one provider to another 
is not overruled at any time. As per a report 
published by J.D. Power and Associates (AT&T 
Ranks, 2000), 14% of ISP subscribers are likely to 
change their provider in a single year, and another 
22% consider making a change at some point in 
the future. The study also cited that connection 
speed is the most common reason for changing 
providers (79%).  

Selection of a service provider is also affected 
by word of mouth. A bad experience of one cus-
tomer may lead to a loss of another ten potential 
customers, thereby making it essential for Internet 
Service Providers to gauge customers’ needs from 
time to time so as to provide them with competent 
and valuable services.



���  

How Can Internet Service Providers Tap into the Potentially-Lucrative Small Business Market?

concLusIon

ISPs serve as an electronic gateway to the outside 
world. They play a critical role in the operation 
of many small businesses. Thus, the needs of the 
small businesses go beyond the level of technical 
expertise. It is important for ISPs to have what it 
takes to survive and thrive in the good as well as 
bad times. One of the critical success factors is 
that the ISPs must be reliable, service-oriented, 
and capable of offering packages that are relevant 
and desirable to specific sizes of small busi-
nesses. Today’s typical offering for businesses 
may include the followings: A DSL fast access, 
dedicated access, and Web hosting solutions. The 
typical package may include static IP, 20 e-mail 
addresses, backup dial-up account, DNS hosting 
with customer’s domain name, and 24-hour tech-
nical support. Other possible emerging features 
to be included are good pricing model for con-
nectivity, disaster recovery services, single bill, 
single service and support standard, and single 
point of responsibility.   

According to the research company AMI-
Partners, small and midsize businesses in 2006 
will spend $175 billion on IT (Pereira, 2005). 
Hence, the small businesses in part represent the 
most growth and a potential lucrative market for 
ISPs. A number of big online service providers 
have already taken a position in carving out this 
market. That is why companies such as AOL, 
Covad, Microsoft, Vendio, and Yahoo are actively 
wooing small businesses with many offerings 
designed specifically to meet their unique needs 
(Kooser, 2003). This is certainly an awakening 
call for many smaller ISPs. To survive, they 
need to right-set their strategy and engage small 
businesses to utilize their services. They have to 
be competitive and proactive in developing their 
own niche. 

Practical Implications

All the respondents in the survey indicated that 
they have Internet service and reported it to be 

beneficial. This confirms the finding of Hochmuth 
(2005) and other researchers. Thus, one of the im-
plications of this study is that small businesses are a 
potentially-lucrative market for ISPs. As indicated 
earlier, big companies such as AOL and Yahoo 
have started offering services targeted specifically 
to small business (Luhn, 2003). Despite such 
moves by a few big ISPs, many parts of the small 
business market opportunity remains untapped, 
especially for the smaller ISPs. The reason is the 
fragmented nature of the small business market 
itself that is made up of many disparate entities 
and companies. Hence, there are many potential 
niches that small ISPs could carve into this bil-
lion-dollar-a-year market. Another implication 
is that while there are many potential niches, the 
cost of capitalizing these niches might not be as 
high as many small ISPs believe. The reason is 
because different types of small businesses show 
little or no variation in perceived importance of 
various features packaged in the service, as shown 
in this study. Furthermore, most of today’s small 
businesses do not want to confine themselves to 
traditional ways of doing business. An increasing 
number of them are relying on and using Internet 
technology for carrying their operations, and 
are demanding services specifically designed 
to satisfy their business needs. More and more 
firms realize that the use of Internet-based ap-
plications and platforms such as electronic mail 
and instant messaging helps promote improved 
communications among employees, customers, 
and partners, while reducing associated costs, 
and enables them to establish a national or even 
global presence without having to invest in physi-
cal infrastructure. What this means is a strong 
growing demand for good, reliable Internet ser-
vice for small businesses. In turn, this demand 
will continue to drive the growth of ISPs in the 
years to come. 

Another implication is the importance of 
adaptability. Like any other technology, the pace 
of changes in IT field is rapid. Any of the techno-
logical changes will likely impact small businesses 
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and Internet Service Providers. For instance, one 
such study by ISP-Market LLC (Taking the Pulse, 
2003) reported that wireless broadband and Web 
hosting are two new fast-growing business areas. 
The worldwide market for Web hosting services 
is expected to grow from some $10.3 billion in 
2001 to more than $46.9 billion, and more than 
40% of small businesses are expected to subscribe 
to broadband in 2006 (Pastore, 2002). What this 
means is that to be successful, today’s ISPs must be 
flexible and adaptable to changes, so that they can 
respond to the small businesses’ rapidly-changing 
preferences of Internet service features.

research Limitations

The findings of this study should be interpreted 
in the context of the following limitations. The 
first major limitation of this study is the sample. 
It included small businesses from Southeastern 
Louisiana only. Any generalization should be done 
with caution. The second limitation is the rapid 
change of technology. It is difficult to include in 
an academic study the most up-to-date develop-
ments in the world of ISPs. What we did here is to 
provide a snapshot picture of the whole industry 
and point out some of the opportunities within 
the small business market segment. Another 
limitation is the list of Internet service features. 
We acknowledged that our list is quite narrow. 
Due to certain constraints, a number of features 
such as business log service, script support, 
data backup, scalability, virtual or independent 
server, security control, and so forth, could not 
be included although these are relevant to small 
businesses. The scope of future studies could be 
expanded to examine these features thoroughly. 
Finally, because of the lack of previous literature, 
we proposed and adopted variables and constructs 
that have not been tested before this. Furthermore, 
most of the measures in our survey were based 
on the input from a few small business owners 
and our synthesis from literature. An adoption of 

this survey for future study should be noted with 
this limitation.

Despite these limitations, this study is one of 
the few that has looked at an under-exposed area 
of research-related to ISPs and small businesses’ 
needs. One contribution that it makes is to open 
up some issues and encourage many more future 
studies.
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AbstrAct

In the chapter, a framework for cross-enterprise 
business integration management addressing 
the organizational and technical dimension is 
developed. Firstly, the authors identify basic 
characteristics of cross-organizational business 
processes whose complexity results in the need 
for an efficient and effective business integration 
management. Therefore, a holistic framework is 
focused, consisting of a view concept for knowl-

edge management in collaboration networks, a 
three-tier architecture, and a process-oriented 
life-cycle model. The framework for business in-
tegration management offers the required methods 
to set up enterprise processes and ICT-support in 
collaboration networks. It proposes a management 
guideline for collaboration participants defining 
what, why, when, and how they might manage 
their business integration intra- and cross-orga-
nizationally.
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busIness IntegrAtIon In the 
vALue-Added chAIn

Regarding the value-added chain of enterprises, 
a transition from an intra-organizational per-
spective, keeping value-creation within its own 
borders, towards a cross- or inter-organizational 
view, value-creation within a network of spe-
cialized firms, can be observed (Kanter, 1991). 
The growing importance of cooperation is a 
result of globalization in combination with the 
disappearance of political borders and, above all, 
technological advances caused mainly by the In-
ternet (Scheer, Erbach, & Thomas, 2000; Scheer, 
Grieble, Hans & Zang, 2002). Thus, enterprises 
have to react to the raised innovation pressure and 
facilitate flexible collaboration on a global scale 
by aligning their business processes.

The borderless enterprise has been the sub-
ject of scientific discussion for years (Naisbitt, 
1982; Picot, Wigand, & Reichwald, 1997). Cur-
rent approaches addressing solutions to specific 
problems of dynamically interacting organizations 
are summarized under the term “collaborative 
business (c-business)” (Röhricht & Schlögel, 
2001). It describes the Internet-based, interlinked 
collaboration of all participants in a value-added 
network, from the raw material supplier to the 
end-consumer (Scheer, Grieble, & Zang, 2003). 
Unlike former concepts regarding only small parts 
of the value chain, as for example, e-procurement, 
c-business incorporates all stages of added value 
(Scheer, Feld, & Zang, 2003).

The ability to network enterprises turns out 
to be a key success factor in c-business. As a 
consequence, business integration (Scheer et 
al., 2002) with a holistic view on networking 
solutions and their business value concerns both, 
economic-driven as well as information technol-
ogy-driven aspects of collaboration networking. 
The link between evolving economic requirements 
towards the implementation with technology 
especially gains importance within collabora-
tive environments with a growing heterogeneity 

of participating partners. Cross-organizational 
processes have to be designed, implemented, and 
managed sustainably. While, for example, the 
technological implementation (Linthicum, 2003) 
on the one hand, or the life cycle of cooperations 
(Liebhart, 2002) on the other hand, have already 
been intensively researched, too little consider-
ation has been given to interconnecting, complex-
ity-reducing management concepts. A rethinking 
from a pure technology-driven implementation 
or profit-driven business model discussion to an 
integrated view spanning from the conceptual 
level to the system blueprint is needed in order 
to reduce the inherent complexity and required 
efforts of business integration in cross-organiza-
tional business processes.

A management framework meeting these 
requirements provides a basis for a holistic and 
systematic Business Integration. This includes 
planning, design, and controlling of cross-or-
ganizational processes. A proposal for such a 
framework is being developed by the research 
projects “ArKoS—Architecture for Collaborative 
Scenarios” (Adam, Hofer, Zang, Hammer, Jerren-
trup, & Levenbach, 2004) and “P2E2—Peer-to-
Peer Enterprise Environment” (Kupsch & Werth, 
2005). Existing business process management 
(BPM) methods and cooperation phase models are 
used as a foundation in the framework, regarding 
all necessary requirements for business integra-
tion from a business process-oriented view with 
state-of-the art implementation technology. 

For a purpose-driven definition of require-
ments towards a process-oriented management of 
business integration, central objectives must be 
identified in order to specify efficient and effective 
management and implementation instruments. 
Due to its elementary importance in business 
networks, the cross-organizational business proc-
ess may be seen as the initial point considering 
business integration issues. Hence, the authors 
exemplarily point out the basic characteristics of 
such processes motivating business integration 
management in the next section. The authors stress 
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the need for appropriate management instruments 
on both an organizational as well as a technical 
dimension. The complexity which is emphasized 
by these upcoming examples, managing and 
implementing business integration through the 
management and implementation of cross-orga-
nizational processes, requires a business-driven 
reduction. The execution of business integration 
management activities has to be simplified within 
the scope of their intra- and cross-organizational 
application in an effective and efficient manner. 
Therefore, an appropriate framework which ad-
dresses the organizational as well as technical 
dimensions of business integration is developed 
in the following sections. The chapter ends with 
a conclusion and an outlook on future work. 

cross-enterPrIse busIness 
Process IntegrAtIon

As the most characterizing part of c-business resp. 
collaboration networks, processes among two or 
more enterprise departments, branches, and also 
business partners are integrated (Schmitt, 2000). 
However, only subprocesses have been supported 
by business process management (BPM) in the 
past. Single subprocesses of collaborating enter-
prises have to be integrated on different layers. 
Process characteristics indicating differences 
between ordinary, intra- and inter-organizational 
business processes mainly base on two pillars: 

• Interorganizational business process 
flows as tangible objects describing static 
and dynamic process elements and charac-
teristics on the one hand;

• Security and trust as a fuzzy necessity for 
collaboration network design, implementa-
tion, and controlling

Both classes of characteristics are coexisting 
interdependently and complementarily. They are 
explained in the following.

characteristics of Interorganizational 
business Processes

Business Process Flows

Business processes include different flows as 
continuous, directed movements of data or infor-
mation; goods and services; or currency between 
process objects as well as a determination of an 
underlying processing logic. These flows remain 
inside an enterprise, for instance, as a data flow 
between departments (e.g., internal transfer of 
bills). But they also cross enterprise borders and 
address external stakeholders (Hirschmann, 
1998; Leimstoll, 2003; Thaler, 2001). A complex 
mesh of connections among the flows of indi-
vidual and distributed process steps characterizes 
those inter- or cross-organizational flows. From 
an organisation’s perspective, internal process 
steps are initiated with well-defined interfaces 
by external process events. Thus, the authors will 
have a closer look at interfaces implying flowing 
objects between different sending and receiving 
participants of different organizations in a col-
laborative business process.

Decentralization leads to high coordination 
efforts of cross-enterprise business processes. 
The circumstance results in an increasing num-
ber of organizational and IT-related (process) 
interfaces (Schmitt, 2000). Interfaces interlink 
activity-executing process objects as application 
systems or databases, but also employees via, for 
instance, data exchange. Such interfaces may be 
identified both internally (intra-organization-
ally) and externally (interorganizationally, e.g., 
between one enterprise and its business partners 
or customers) (Schubert, 2003). These process 
interfaces cause friction losses. They result from 
long lead times caused by redundant work, high 
coordination efforts, and competence breaks 
(Thaler, 2001). In the following, the authors focus 
on external interfaces only. They are divided into 
two main interface classes: process interfaces on 
an organizational, human layer, and on a techni-
cal, machine-oriented layer.
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Organizational Interfaces
Enterprise-spanning business processes are 
characterized by interfaces concerning the or-
ganizational units involved in process executions 
(Hirschmann, 1998). Depending on cooperation 
forms, value-adding partners, which participate 
in cooperation, have different roles: Central co-
operation instances, as they exist, for example, in 
supply chain management, define organizational 
requirements for cross-enterprise process design 
and execution, whereas electronic markets grant 
equal roles and autonomy to their value-add-
ing participants (Wölfle, 2003). The existence 
of organizational interfaces has numerous im-
pacts on the type of process execution and on 
the involved organizational control instances. 
From an organizational point of view, explicit 
responsibilities concerning “power structures” 
and explicit “control instances” have to be de-
fined in enterprise-spanning business processes. 
They ensure a smooth process flow even across 
the borders of a single enterprise (Scheer et al., 
2002). However, this turns out to be particularly 
complicated in cross-enterprise processes as these 
responsibilities are mostly non-existent or even 
unintentional due to the kind of cooperation. A 
lack of organizational regulations leads to increas-
ing coordination efforts concerning the process 
execution (Hirschmann, 1998).

Technical Interfaces
Cross-enterprise integration and optimization 
of business processes aim at a minimization of 
interruptions in process flows caused by infor-
mation and communication technology (Wölfle, 
2003). In a cooperation scenario, the compat-
ibility of application or information systems is 
required for a smooth cross-enterprise data and 
information exchange (Hirschmann, 1998). The 
benefits concerning an increase in efficiency and 
effectiveness is only achieved with a vast imple-
mentation of processes over different application 
systems (Wölfle, 2003). Thus, the technical layer 
of process execution considering IT interfaces as 

relevant process interfaces are described in the 
following in detail:

• Heterogeneous IT infrastructures may be 
identified as one central problem causing 
ineffective and inefficient process hurdles: 
Predefined standards for IT interfaces 
have to ensure that IT systems used can be 
integrated (Scheer, Grieble, Hans, & Zang, 
2002). As various application systems of 
different software engineers are applied in 
different enterprises for heterogeneous pur-
poses, the complexity of the process integra-
tion increases as a result of the heterogeneity 
of IT landscapes. However, systems have to 
be interlinked through suitable mechanisms 
to reach business objectives (Wölfle, 2003). 
Integration of heterogeneous application 
systems is addressed within the field of 
enterprise application integration (EAI) 
(Linthicum, 2003) on a rather technical 
layer.

• The number of existing format mismatches, 
which describes the frequency of changed 
communication media for the transmission 
of relevant information, may be seen as one 
resulting problem of IT heterogeneity. The 
manual transfer of information from a fax 
document (an order, for instance) to an online 
form of an ERP system may serve as an ex-
ample. In the context of interorganizational 
business process controlling, the number of 
format mismatches can be used as a value 
for the analysis of the process as a whole 
(Bullinger, Lebender, Otto, & Weisbecker, 
2003).

• The use of different standards may be 
identified as another relevant technical 
aspect within interorganizational business 
processes. The integration of IT systems 
requires standardized methods for the con-
nection of different communication end 
points and IT interfaces respectively. With 
interface heterogeneity, integration efforts 
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increase (Wölfle, 2003). Inefficiencies 
concerning the electronic exchange of data 
and information can be eliminated by the 
definition of central semantic and syntactic 
standards for exchange objects (for example, 
business documents) as well as transfer 
methods (e.g., transmission medium, or 
exchange protocols) (Müller-Lankenau, 
2003). The complexity of a holistic process 
integration, caused by the multiplicity of 
potential business partners and IT systems 
to be integrated, is intensified by the exis-
tence of numerous specific and differently 
sophisticated standardization approaches 
(Wölfle, 2003). This has negative impacts 
on process integration efforts. Adequate 
measures reducing the complexity are re-
quired.

• Finally, automation of process steps is 
addressed with IT support as a primary 
objective in a cross-enterprise collabora-
tion. A reduction of format mismatches is 
intended. With regard to process efficiency 
and effectiveness, improvements concern-
ing process performance can be realized by 
the removal of manual process executions 
(Scheer Grieble, Hans, & Zang, 2002). More-
over, by defining automation as a valuable 
characteristic (key performance indicators) 
(Scheer & Jost, 2002), interorganizational 
processes can be analysed in a measurable 
manner (Bullinger, Lebender, Otto, & Weis-
becker, 2003).

Security and Trust

Exchange of information between employees is 
complicated. Employees receive information will-
ingly, but they only reveal them under individual 
circumstances (Wölfle, 2003). This aspect is even 
worse at a level of collaboration and interorga-
nizational business processes. This information 
exchange is much more complicated due to cultural 
and mental aspects. Collaborations are character-

ized by insecurities during many phases of the 
collaboration life cycle (Wehner, 2001). With the 
Internet as the central medium for information 
exchange and transfer, the network economy 
turns out to be more impersonal and insecure in 
practice. The electronic exchange of information 
is a weak point for hacker attacks. A disturbance 
of interorganizational partner relationships may 
result. Hence, security and trust can be regarded 
as particularly critical for an interorganizational 
process integration. Trust has to be regarded as 
an essential basis for an effective and efficient 
information exchange. It enables communication 
between business partners. The aspects described 
have to be regarded as key success factors for the 
realization of collaborative networks (Ratnasin-
gam, 2003).

Regarding the design of cross-enterprise 
processes, enterprises rely on negotiations for the 
coordination and the discussion or avoidance of 
potential partner conflicts. As the communication 
among partners plays a major role in this context, 
cultural and social discrepancies have to be taken 
into account as well (Hirschmann, 1998). Thereby, 
organizations are characterized considerably 
by cultural imprints because of organizational 
behavior patterns and values (Scholz, 1997). 
Within international cooperations, the problem 
to find common agreements due to cultural 
(e.g., language, terminology, and understanding 
barriers, mental imprinting, legal distinctions) 
and temporal barriers (different time zones) by 
cooperating with acceptable coordination efforts 
is even aggravated (Wölfle, 2003).

Impacts on collaboration networks

From a high number of interfaces and resulting 
efforts concerning process coordination, explicit 
and purpose-driven description instruments are 
derived. From a conceptual point of view, an ad-
equate graphical and model-based visualization 
of problems, requirements, and possible solutions 
is required.
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To derive appropriate and relevant information 
for the design of integrated but heterogeneous 
IT landscapes, business process models have to 
be extended considering IT-related information. 
The crucial information of which system covers 
which part of a subprocess has to be specified 
explicitly, similarly to the description of organi-
zational responsibilities. Moreover, interfaces 
have to be described in detail with special at-
tributes marking heterogeneous systems (e.g., 
syntactical description of exchange formats as 
individual XML structures or supported stand-
ards) (Lebender, Ondrusch, Otto, & Renner, 
2003) or necessary associations to related detail 
descriptions as sequence specification with UML 
sequence diagrams (Jeckle, Rupp, Hahn, Zengler, 
& Quiens,  2004).

Modeling and model exchange aiming at 
partner coordination have to be applied with 
reasonable efforts. Existing knowledge, cast 
in models, should be reused in order to save 
former investments (Vanderhaeghen, Zang, & 
Scheer, 2005) of, for example, business process 
reengineering (BPR), or software engineering 
(SE)-tasks (Vanderhaeghen, Zang, & Scheer, 
2005). Furthermore, global information sharing 
with process models requires model integration 
and security mechanisms. Any flexible exchange 
of process data with heterogeneous description 
formats needs support in business integration. 
Process information has to be secured, and 
mechanisms to hide critical information in 
models towards business partners are required 
(Vanderhaeghen, Zang, & Scheer, 2005). Finally, 
adaptation mechanisms for the translation of busi-
ness process data should be provided regarding a 
low-effort implementation.

Thus, all possible weak points disturbing 
cross-organizational business process flows ought 
to be analyzed in the design phase of a process, 
monitored during its implementation, as well as 
measured during process execution of enterprise-
spanning business processes. A framework for 
business integration management requires nec-

essary measures and instruments for a holistic 
solution based on business processes.

FrAmework For busIness  
IntegrAtIon mAnAgement

The presented framework, which is described 
in the following section, consists of three basic 
elements: a view concepts for knowledge man-
agement in collaboration networks, a three-tier 
architecture which defines the necessary instru-
ments and tools for the management of business 
integration, and a dynamic life-cycle model for a 
process-oriented planning and implementation of 
business integration in collaboration networks.

knowledge views

As a foundation of the framework, existing busi-
ness process management (BPM) methods and 
phase models are used. However, they have to 
be adapted to the specifications of collaborative 
scenarios. Especially because of its completeness 
of vision and its proven practicability, both in the 
scientific as well as the economic context, the ARIS 
House (Scheer, 1994) is accepted as a generic 
framework for business process management 
and serves as a basis for further considerations. 
The ARIS House describes a business process, 
assigning equal importance to the questions of 
organization, functionality, and the required 
documentation. First, it isolates these questions 
for separate treatment, in order to reduce the 
complexity of the field of description, but then 
all the relationships are restored using the control 
view introduced for this purpose.

The framework is based on the ARIS House. 
The approach divides it into a vertical axis of 
global knowledge of all collaboration partners 
and a horizontal axis of local knowledge of single 
participants (see Figure 1). The organization view 
and the output view are global knowledge, be-
cause a goal-oriented collaboration is impossible 
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without them. At the time the interaction occurs 
between two partners, local knowledge is shared 
(bilaterally) in collaboration networks between 
the partners, that is, additional information, like 
data structures and semantics, are exchanged. 
Updates of the local knowledge do not influence 
the network, as network knowledge has to be avail-
able for all partners. This information is stored in 
the description of interfaces between the process 
modules of the partners (see further the following 
sections). Changes in the global network knowl-
edge, and as a consequence, changes in the output 
and organization view have to be accessible to all 
partners immediately, for example, if a company 
leaves the network or if a product or service is no 
longer available within the network.

Global and local knowledge merge gradually in 
the step-by-step development of business integra-
tion process engineering. Following the distinction 
between global and local knowledge, a language 
is needed for the exchange of these knowledge 
fragments. Because the necessary detail functions 
and data schemes of the respective enterprise are 
determined in the data and the function view, 
these are treated from a micro perspective. They 
are characterized by an intensive internal inter-
dependence, whereas externally a standardized 
encapsulation has to be provided. Interfaces of 
the data and function views to other network 
participants become visible in the process view 

in the form of attribute correlations to process 
modules, and concern the technological field of 
the cooperation during the realization much more 
intensely than the conceptual one.

This technique enables the generation of 
public (visible to network partners) and private 
(enterprise-internal) views and levels of detail for 
management, process owner, and IT-experts out 
of a c-business model.

Architecture for business  
Integration management

The three-tier architecture is composed of three 
levels affiliated with each other (see Figure 7): 

1. Business integration strategy: On a first 
business integration strategy level, strategic 
management activities concerning business 
integration in collaboration networks are 
considered. The question of core enterprise 
competences is directly associated with 
the question, “Which process remains in 
the enterprise, and which is supposed to 
be assigned to partner enterprises?” (Jost 
& Scheer, 2002, p. 37). Hence, partner 
definitions must be specified on a strategic 
collaboration level. From here, the need 
for specific business integration solutions 
evolves for the first time. It characterizes the 

Figure 1. Global and local knowledge in value-added networks
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scope of business integration solutions sus-
tainably: Collaborative business processes 
are not planned in detail at the strategic level, 
but are designed as concentrated, high-level 
process modules. They combine a public 
knowledge about the collaborative processes 
that is shared by all participants. As a basic 
instrument, business process models for 
collaborative scenarios at the strategic level 
no longer act on the assumption of a chrono-
logical view of the process exclusively. 
They rather rely on a more role-based view 
to discover new value-added potentials in 
collaboration networks. As an example of 
an instrument for the business integration 

strategy management, c-business scenario-
diagrams used by SAP for the description 
of mySAP.com collaboration scenarios may 
be mentioned. This practical notation aims 
at the representation of a collaboration of 
different enterprises and participants by 
means of an easily understandable method 
and the documentation of the value-added 
potentials resulting from ICT (Hack, 2000). 
This method can be integrated into the ARIS 
concept and combined with methods of 
classical business process and data model-
ing. Individual, intra-corporate views and 
levels of detail for the management, different 
departments, and IT experts can thereby be 
derived from a c-business model.

Figure 2. Example of a c-business scenario
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2. Business integration process engineering: 
Detailed global and local processes have to 
be planned, designed, implemented, and con-
trolled cross-organizationally on a second 
business integration process engineering 
level, considering the organizational and 
technical dimension. A global view on the 
collaborative process is generated in order 
to manage common processes and to reduce 
the complexity of integrating participating 
organizations into one virtual unit. In doing 
so, it is important that the partners provide 
access to all relevant information described 
as global knowledge, and at the same time 
are able to hide their business secrets. The 
so-called process module chain (PMC) 
(Grieble, Klein, & Scheer, 2002) facilitates 
appropriate modeling on a global, cross-
organizational level, considering private 
business process definitions as, for example, 
event-driven process chain (EPC) or busi-
ness process modeling notation (BPMN) 
models in the “back-end” of business inte-
gration management. The process module 
chain illustrates the whole global process 
over the complete cooperation, thus pro-
viding knowledge about the process to all 
organizational units involved in the process. 
Special importance should be attached to 
the editing and systematization of process 
information so that, on the one hand, only 

relevant data are extracted out of the mass 
of information and, on the other hand, pri-
vate corporate data are hidden from other 
partners.

 Figure 3 exemplarily shows a process module 
chain which is used for the extended illus-
tration of cross-organizational processes, 
according to Klein, Kupsch, and Scheer 
(2004). 

 This process module chain at the highest ab-
straction level consists of individual process 
modules or building blocks, which again can 
contain deposited process module chains. 
Moreover, the single process modules are 
connected by magenta symbols which form 
the interfaces between the modules. They 
represent the output of the previous module 
and the input of the following module. The 
interface can thereby contain products/ser-
vices or information/data which are neces-
sary for the process continuation.

 The value-added chain diagram (VACD) 
serves as a representation of highly aggregat-
ed processes (Rosemann & Schwegmann, 
2002). The value-added chain links illustrate 
the value-adding functions of an enterprise 
in a highly abstracted way. Furthermore, 
organizational units can be annotated to 
the links as executing subjects of the func-
tions (McMichael, 2003). Both services 
and application systems can additionally be 

Figure 3. Generic process module chain
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represented. The hierarchization of chain 
links and whole chains is symbolized by 
directed arrows. 

 Key performance-indicators are defined 
based on records, log files, time stamps, and 
so forth, which afterwards can be measured 
and analyzed by means of intelligent tools 
(Jost & Scheer, 2002) within the scope of 
business integration process engineering.

3. Business integration execution: Instead of 
closed systems which have been used so far 
in an entrepreneurial environment, business 
integration requires the integration of differ-
ent applications in a business network with 
a business-oriented view to execute collabo-
ration activities. Cross-organizational busi-
ness process models serve as the elementary 
initial point to implement cross-enterprise 
ICT solutions. Such technology-driven is-
sues are addressed at the last layer called 
business integration execution. 

 Component-based, process-driven archi-
tectures which rely on fully-developed 
standards and interfaces can be seen as 
a state-of-the-art approach to overcome 
integration problems (McMichael, 2003). 
The term process-driven emphasizes the 
importance of process models created on 
the preliminary layer as the foundation for 
implementation. In this context, approaches 
such as the model-driven architecture 

(MDA) (Object Management Group, 2003) 
of the Object Management Group (OMG) 
are developed. On the execution layer, pro-
cess models are used, for example, for the 
orchestration of Web services. Orchestra-
tion describes the composition of business 
objects in a process flow. In detail, it defines 
the complex interaction between business 
objects, including the business logic and 
execution order of the interactions and the 
exchange of messages between them. Based 
on predefined processes of the second ar-
chitecture layer, business process models 
have to be translated into corresponding, 
execution-driven workflow models. After 
the mapping of the business process layer 
onto workflow-dimensions, the final process 
execution can be performed. To ensure 
interoperability between heterogeneous ap-
plication systems, different approaches have 
to be considered with their strengths and 
shortcomings: middleware architectures, 
enterprise application integration (EAI), as 
well as service-oriented architectures with 
Web services.

 Depending on strategic arrangements, an 
explicit engineering of business processes 
is obtained aiming at a high-value business 
integration. So, on the one hand, the design 
and implementation of intra- and cross-
organizational business processes closely 

Figure 4. Value-added chain diagram at different hierarchy levels

Process
module 2

Process
module 2a

Process
module 2b

Process
module 1

Process
module 2b 1

Process
module 2b 2

Process
module 2b 3

Process
module 3

1st hierarchy level

2nd hierarchy level

3rd hierarchy level

Process
module 2

Process
module 2a

Process
module 2b

Process
module 1

Process
module 2b 1

Process
module 2b 2

Process
module 2b 3

Process
module 3

1st hierarchy level

2nd hierarchy level

3rd hierarchy level



���  

Process-Driven Business Integration Management for Collaboration Networks

depends on the design of a collaboration 
network. On the other hand, executable 
processes cast in ICT implementations 
determine business process engineering. 
As a consequence, the different dimensions 
of the architecture for business integration 
management are connected through control 
loops, expressing interdependencies. 

 An integration of the core IT-systems is 
essential to guarantee a frictionless han-
dling of business processes. In an optimal 
scenario, the result would be a seamless IT 
infrastructure that is completely transparent 
for all participants: It appears as one single 
system, supporting a service-oriented inter-
action of all relevant business processes. So 
far, the efforts to manage this integration 
are pooled with the keyword enterprise ap-
plication integration (EAI). They contain 
a set of technologies and concepts such 
as middleware; extract, transform, load 

(ETL)-tools; and EAI-software that focus on 
a central planning and control of business 
application data in real-time. In Figure 5, an 
example for embedding an EAI server into 
the enterprise architecture is shown.

In the scenario in Figure 5, a central EAI-
server manages the coordination of both control 
and data flow between the attached systems. In 
this manner, the number of required interfaces 
can be reduced, as there is only one bidirectional 
connection from each system to the server.

Because of the central component (ordinarily 
called information hub), these approaches cause 
several problems that complicate a reliable integra-
tion of numerous systems. Major well-reported 
problems are the following: 

• Single point of failure: The Information 
Hub is the central node between the differ-
ent applications. In case of a breakdown, 

Figure 5. Intra-enterprise-integration
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all business processes are affected, possibly 
even inoperable.

• Bottleneck: All network traffic has to be 
forwarded through the information hub. 
This results in an extremely high load of 
data that has to be handled. In a situation 
of peak load, the system performance will 
crash down dramatically.

• Configuration icebergs: The EAI appli-
cation must contain all relevant business 
transactions: The distribution of informa-
tion has to be represented by formal rules 
for transformation and routing. Because of 
its complexity, interdependencies, and lots 
of exceptions, the number of configuration 
rules increases exponentially. This may 
cause insufficient and fault-prone integration 
solutions.

We consider EAI systems as mission criti-
cal applications whose blackout is associated 
with a substantial business risk. In recent years, 

awareness of cost-intensive administration and 
insufficient management of complex business 
application systems by centralistic approaches has 
arisen. New fields of research such as Autonomic 
Computing gave thought-provoking impulses to 
find better alternatives for an efficient manage-
ment of business integration.

Assigning the peer-to-peer paradigm to the 
context of business integration means that all sys-
tems and components of an enterprise work in a 
self-organizing manner. This allows a flexible and 
dynamic coupling of applications and processes. 
Thereby, administration and integration costs can 
be reduced (Leymann, 2003). A basis for this 
approach is the non-centralized architecture of 
a peer-to-peer system which offers the following 
advantages:

• Non-central topology: The complete IT-in-
frastructure is defined by a variable number 
of flat (non-hierarchical) peers. Every peer 
offers (and receives) at least one service (e.g., 

Figure 6. Peer-to-peer approach towards business integration execution
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generate an order, create an invoice, check 
consistency of data, dispose payment, etc.), 
where several peers may contain the same 
services. 

• Reliability: There is no central component 
that may cause problems. If a peer breaks 
down, another peer with similar functional-
ity can replace the broken peer. If a peer with 
unique services crashes, only those business 
process instances are affected that require 
that service.

• Scalable performance: The performance 
of the network can be enhanced nearly 
unlimited by appending additional peers. 
Already existing components do not have 
to be replaced.

• Easy configuration: It is no longer neces-
sary to customize the whole EAI system 
by central transformation rules. Every peer 
only contains the business knowledge it re-
quires to accomplish its functionality. The 
configuration of the complete architecture 
results from the sum of the configuration of 
the single peers.

• Adaptive self-configuration: By imple-
menting intelligent search mechanisms, a 
peer can find the next service in the process 
chain by a broadcast into the network. If 
another peer is able to offer the desired 
service, it responds. From now on, this peer 
is part of the process chain and can accept 
tasks from other peers as well as delegating 
services to any peers.

While the advantages mentioned above are 
mainly of a technical nature, these features will 
not be sufficient to manage the complete field of 
business integration execution. There is also a 
high demand of adequate logical representations 
of business processes to provide an essential pro-
cess-oriented view that focuses also economical 
aspects. The vision of both, distributed business 
processes that are associated with distributed 
IT-systems, allows an optimization of business 

processes as well as improving IT applications 
without interacting each other. In the following 
Figure, a P2P scenario is shown that gives a first 
impression:

Every application system (AS) that participates 
in the whole business process is encapsulated 
by a P2P-adapter. Every adapter enhances the 
functionality offered by the single components 
with additional Web services (WS) that allow a 
composition of very complex services by a dy-
namic interaction of different adapters. A peer can 
initiate business processes, embed local processes 
in the application flow, and even get embedded 
by other peers. It only has its own local business 
knowledge, but can also acquire global business 
knowledge by interacting with other peers. In this 
way, a comprehensive management of meta-data 
can be achieved without requiring centralistic 
client/server architectures.

The problem faced above is complex and ver-
satile. Therefore, a highly structured and planned 
proceeding will be necessary. In contrast to other 
approaches, we follow a meet in the middle strat-
egy, analysing the problem space and creating 
solving concepts both from the business-oriented 
as well as from the IT-oriented direction. This 
ensures that the conceptual solutions are suit-
able for the business problems targeted and that 
they are realizable with today’s state-of-the-art 
technologies. 

The business-oriented approach will evaluate 
the requirements of enterprises within internal 
or collaborative business integration scenarios. 
The main reference object here is the abstract 
business process that has to be supported. Thus, 
the business-oriented conceptual solution has 
to provide mechanisms and techniques on how 
to interconnect independent business processes 
using the P2P paradigm. The main challenge is 
the lack of a central coordination instance. As a 
logical consequence, appropriate business process 
negotiation techniques have to be developed. 

Looking at the system-oriented problems, the 
main question is how to find a mapping between 
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heterogeneous application systems in confor-
mity with the business processes and rules to be 
supported. This does not only mean to connect 
interfaces, but also requires to find reasonable 
matches within concrete contexts, as well as to 
handle a reliable control of the interaction.

Peer-to-peer technologies have been proven 
to be very flexible and robust. From the authors’ 
point of view, they seem to be an appropriate 
approach. Hence, new methods and algorithms 
for a distributed interface and interaction man-
agement will be created using the P2P paradigm. 
The idea is to enable an auto-configuration of the 
interaction between two independent application 
systems that succeeds to predefined business 
processes and that is also compliant to existing, 
constraining business rules. 

Finally, only developing the two solving 
concepts described above is not sufficient, as 
there are strong interdependencies between the 
business- and system-layer. The formation of busi-
ness process chains within business integration 
use cases is always limited by the capabilities 
of the existing applications supporting the busi-
ness processes. On the other hand, applications 

themselves can only be interconnected in a way 
that the combination of systems is realizing a 
predefined business process.

Hence, a relationship between the two par-
tial solutions has to be found and specified. The 
combination of these three concepts will be a 
conceptual methodology for a dynamic bind-
ing of business processes to the behavior of the 
distributed environment via a semi-automatic 
reconfiguration in case of need. Figure 7 depicts 
the three-tier architecture for business integration 
management.

Life cycle for business Integration 
management

The third element of the business integration man-
agement framework is addressed in a dynamic, 
time-centric perception. The life-cycle model 
serves as a manual for the process-oriented set-
ting-up and operation of collaboration networks. 
Using a consistent phase model and standard-
ized modeling methods increases transparency 
and structuring of collaborations and creates a 
basis for communication between participants, 

Figure 7. Three-tier business integration management architecture
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including management that lays down strate-
gies, process-owners in the departments, and 
IT-experts that integrate the different application 
systems. Thus, the organizational and technical 
dimension of business integration is considered 
in one common life cycle. The model is a fusion 
of classic phase, models with life-cycle models 
of virtual enterprises (Mertens & Faisst, 1995). 
The resulting dynamic model is consistent with 
the structure-oriented business integration man-
agement architecture and represents a cyclical 
approach. 

Prior to the use of the architecture is an aware-
ness (pre-phase) of one or more enterprises that 
they can profit by collaboration with complemen-
tary core competence partners. Exploring partner 
competences and suitable collaboration composi-
tions (pre-phase) precedes the first main phase 
strategy partner analysis or formation phase. This 
is also referred to as initiation and agreement of 
the enterprise network. The collaboration partners 
are determined by the shared goals of the col-
laboration and the aspired win-win situation of all 
partners. The joint aims of the collaboration have 
to be defined as synthesis of individual economic 
objectives. To facilitate a collaborative service or 
product delivery, graphical notations, like product 
models, are used in this stage for the determination 
of a common service or product bundle. Having 
completed the strategy finding, in the second main 
phase, local to-be-concept, an existing or a new 
local as-is model and the global to-be concepts 
of business processes are compared. According 
to predefined conditions about collective product 
creation, feasible cross-organizational business 
processes are derived. Each partner considers 
their part in the inter-enterprise process. Start-
ing with process modeling and optimization 
over process controlling up to implementation, 
the processes involved are aligned with the re-
quirements of the collaborative scenario agreed 
on in the former phase. In the third main phase 
global to-be-concept, coordinated public parts 
are allocated over the network, establishing a 

collective to-be concept. Every partner is able to 
connect their own private model with every other 
public process model. Every partner gains their 
partial view of the collaborative process or, in 
other words, a virtual process chain of the whole 
collaboration is designed. Global knowledge is 
described in a public interface, which can be 
provided by a standardized representation as, for 
instance, BPMN. The public processes as well 
as the message formats and contents can be for-
mally defined by B2B protocols as RosettaNet or 
ebXML. Furthermore, the semantic combination 
of models of the different partners is necessary. 
The integrated collaborative business process 
model enables all partners to configure their ap-
plication systems locally in a fourth main phase 
called local implementation. Reference systems 
for interfaces are provided by interface definitions 
of the collective to-be concept. Now every partner 
is prepared for the execution of interactions within 
the collaborative framework. That is the transition 
to the fifth main phase collaboration execution. 
Based on bilateral coordination, interacting 
information systems are able to communicate 
by using standardized protocols and interfaces. 
Transactions are arranged and executed. The aim 
of this phase is to support collaboration through 
the appropriate use of ICT. That requires primar-
ily the configuration of interfaces and the imple-
mentation of cross-organizational workflows; 
at the same time, a permanent monitoring and 
adaption of the collaboration, based on business 
ratio defined in the conception phase, must be 
assured (Scheer, Grieble, & Zang, 2003). In order 
to automate cross-organizational processes the 
conceptual models are transformed into formal 
models applied as configuration data for the or-
chestration of business objects. The applications 
of the partners have to communicate bilaterally 
to negotiate the interface specifications based on 
the formal models (see Figure 8)

After the collaboration project ends, companies 
regroup or split and reconfigurate themselves. 
Hence, the life cycle returns to its starting posi-
tion, awareness (pre-/post-phase).
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concLusIon

The outlined framework for business integration 
management offers the necessary instruments to 
set up enterprise processes and ICT-support in 
collaboration networks. It proposes a management 
guideline for collaborating enterprises defining 
what, why, when, and how they might manage their 
business integration in collaboration networks. 
With the different approaches, especially the 
static three-tier architecture and the dynamic life 
cycle, the authors aim at a holistic and sustainable 
treatment for managing business integration in-
tra- and cross-organizationally. In the chapter, the 
authors have presented basic framework elements 
which are based on the characteristics of cross-
organizational business processes. As a result 
of high complexity in handling such processes 
in collaboration networks, the need for business 
integration originally arises. Appropriate solu-
tions are necessarily needed in order to address 

the properties of collaboration processes in an 
organizational and technical dimension. With the 
framework for business integration management, 
the authors address both, people and machines, 
acting operational as well as for planning pur-
poses. A few basic examples emphasizing the 
scope of requirements and solutions were given 
throughout all sections.

The presented framework has been developed 
within the scope of the research projects ArKoS 
and P2E2, funded by the Federal Department 
for Education and Research (BMBF). The com-
petence centre business integration (CCBI) at 
the Institute for Information Systems (IWi) at 
DFKI facilitates synergies concerning coherent 
research of different research projects. By cluster-
ing national and international research projects, 
current research problems are addressed in a 
holistic view on economical and IT-related top-
ics. Accordingly, the outlined framework results 
from research merged from both projects aiming 
at a completeness of vision.

Figure 8. Life-cycle model
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Chapter XIX
Measurements in E-Business

Damon Aiken
Eastern Washington University, USA

AbstrAct

This chapter is designed to answer two funda-
mental questions related to research on electronic 
surveys and measures. First, what are some of the 
major measures specifically related to e-business? 
Second, what makes Internet research methods 
different from off-line research methods? The 
chapter partly delineates what makes Internet 
research methods distinctive through its discus-
sion and separation of the most common measures. 
This separation not only provides the framework 
for the chapter, but it distinguishes research for 
understanding the evolving e-consumer from 
measures related to the new paradigm for e-busi-
ness strategy. In total, 17 different measures are 
discussed. The chapter concludes with a discus-
sion of emerging issues in e-business metrics, 
and possibilities for future research.

IntroductIon

The Internet has emerged as the very foundation 
for business communications worldwide. Indeed, 
in the instant that it takes to read these words, 

millions of people are shopping on the Internet, 
checking the status of orders and shipments, 
investigating stock prices and mortgage rates, 
and browsing and bidding in a new realm of on-
line auctions. The Internet has transformed the 
physical marketplace into a virtual marketspace 
(Varadarajan & Yadav, 2002); it has created a shift 
from reasonably well-informed buyers to worldly 
Web-enabled e-consumers (Bakos, 1997); and, it 
has accelerated business into an information age 
wherein issues of technological expertise, privacy, 
security, and control are now essential aspects 
of business (Glazer, 1991; Hoffman, Novak, & 
Peralta, 1999). 

Marketing practitioners, strategists, and re-
searchers cannot deny the critical changes that 
have occurred in the realm of global business 
communications. Most have come to realize that 
online retailing is distinctive and that it requires 
a great deal of new research. Interactive com-
munications and transactions now occur together 
in a single virtual medium that has increased 
risks for online consumers, and has placed a 
heavy communications burden on sellers whose 
Web site effectiveness is affected by a multitude 
of design characteristics (Geissler, Zinkhan, & 
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Watson, 2001). Internet consumers are placed 
in a unique inference-making position in which 
information asymmetry abounds. The task at 
hand now, for researchers and practitioners alike, 
is to accurately measure, analyze, and interpret 
online behaviors. 

The purpose of this chapter is to introduce the 
topic of e-business measurement, and delineate 
some of what makes Internet research methods 
different from off-line research methods. The 
chapter separates measures for understanding 
the evolving e-consumer from measures related 
to the new paradigm for e-business strategy (a 
separation derived from the work of Biswas and 
Krishnan, 2004). The measures discussed in this 
chapter are graphically displayed in Table 1. The 
chapter concludes with a discussion of emerging 
issues in e-business metrics, and possibilities for 
future research. 

Internet technologies are like an arms race in 
which both sides develop increasingly powerful 
weapons. (Bakos, 1998, p. 41)

meAsurements For 
understAndIng e-consumers

Understanding how the Internet has influenced 
consumer psychology is a critical task for business 
people. Speaking of the transformative nature of 
the Internet, it appears that businesses and con-
sumers alike are now “armed” with previously 
unthinkable advances in information acquisition, 
classification, evaluation, and storage. In the 
unusual context of the Internet, key traditional 
elements of business exchange are noticeably 
absent, such as personal, nonverbal cues, and 
physical contact with products (Keen, Wetzels, de 
Ruyter, & Feinberg, 2004). In an effort to under-
stand the Internet consumer, business research-
ers have begun to study notions of online trust, 
privacy, issues of control of personal information, 
cognitive effort and information search, and flow. 
Many of these issues are interrelated and, given 
that we are still in the early stages of Internet 
research, the topics need further exploration and 
insightful analysis.

Online trust. Internet marketing researchers 
have reported that, regardless of the number of 
privacy policies or “high-tech” encryption sys-
tems, what Web consumers really want is “… 
another type of exchange—characterized by an 
explicit social contract executed in the context of 
a cooperative relationship built on trust” (Hoff-
man et al., 1999; p. 82). This finding is both a 
recognition of the uniqueness of the Internet as a 
computer-mediated business environment, and an 
allusion towards the critical importance of trust in 
any Internet relationship. A consumer wishing to 
shop or purchase over the Internet needs to trust 
the e-tailer, but also needs to trust the Internet 
itself as a mode of shopping. 

A small but growing subset of the business 
and marketing literature has attempted to define 
and measure the concept of trust in a computer-
mediated environment (CME) (Handy, 1995; 
Hine & Eve, 1998; Jarvenpaa & Tractinsky, 1999; 
McKnight & Chervany, 2002). New definitions of 

Table 1. Summary of measures in e-business

Measurements for understanding 
e-consumers

Measurements for  
e-business strategy

Online trust Exposures

Privacy Impressions

Control of information Hits 

Cognitive effort Visits

Information search Clicks

Flow Path analysis 

Conversion 

Frequency

Recency

Average time per visit

Stickiness
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trust in the CME reflect particular concerns about 
risk, reliability, privacy, and control of informa-
tion. Milne and Boza (1999) operationalize trust 
in terms of an affective privacy element as “the 
expectancy of a customer to rely upon database 
marketers to treat the consumer’s personal infor-
mation fairly” (p. 8). Through unique processes 
of interactive communication, consumers must 
achieve a level of trust that surpasses perceptions 
of personal vulnerability (Aiken, Liu, Mackoy, 
& Osland, 2004). Inasmuch as trust requires a 
cognitive and affective leap of faith (a movement 
beyond calculative prediction—see Williamson, 
1993), trust in the Internet implies, to some extent, 
behaviorally overcoming a concern for privacy. 
To take action in the face of risk is to engage in 
trusting behavior. Thus, much of the research 
on trust seems to derive three primary dimen-
sions: (1) the affective/emotional element, (2) the 
cognitive/rational element, and (3) the behavioral 
element. 

Privacy. Recent research reveals that concern 
for privacy is the most important consumer issue 
facing the Internet, ahead of ease-of-use, spam, 
security, and cost (Benassi, 1999). In the off-line 
world, consumers think nothing of giving their 
phone numbers or home addresses to seemingly 
disinterested servers, cashiers, and sales clerks. 
However, Internet consumers worry about every-
thing from excessive spam e-mails and intrusive 
cookie files, to costly credit card fraud and peril-
ous identity theft. 

Measuring perceptions of privacy, as well as 
the e-consumer’s felt need for privacy, is a critical 
issue in e-business. Researchers have observed 
that privacy is a multidimensional concept, and 
plays a critical role in fear of purchasing online 
(Hine & Eve, 1998; Sheehan & Hoy, 2000). Much 
of the concern for privacy may stem from fear 
of the unknown (Hoffman et al., 1999). Online 
consumers often cite feelings of helplessness while 
shopping on the Internet (Hine & Eve, 1998). 

Control of personal information. Issues of 
control further substantiate the unique nature of 

Internet business relationships. Degrees of interac-
tivity between consumer and e-business become a 
communicative “tug-of-war” as consumers strive 
for varied levels of control just as businesses 
strive to gather more and more strategic informa-
tion (Yadav & Varadarajan, 2005). User control 
over personal information, over the actions of a 
Web vendor, and over the Internet site itself all 
relate to issues of trust. Additionally, control over 
the actions of a Web vendor affects consumers’ 
perceptions of privacy and security of the online 
environment (Bhatnagar & Ghose, 2004; Hoffman 
et al., 1999). Consumers often guard their personal 
information carefully. Hoffman and Novak (1998) 
note that “Virtually all Web users have declined 
to provide personal information to Web sites at 
some point, and close to half who have provided 
data have gone to the trouble of falsifying it” (p. 
1). Consequently, perceptions and levels of control 
become key measures in e-business. 

Cognitive effort and information search. 
Many researchers have noted that decision mak-
ing is both task dependent (Bettman, Johnson, 
& Payne, 1990; Maule & Edland, 1997) and con-
text dependent (Bettman, Luce, & Payne, 1998; 
Wright, 1974). Given that both the decision task 
and the decision context are different in a CME; 
new research has just begun to measure cognitive 
effort, search characteristics, and decision-making 
processes. Weiner et al. (Weiner, Deighton, Gupta, 
Johnson, Mellers, Morwitz, & O’Guinn,1997) 
note, “The ability of [Internet] consumers to 
sort on attributes and make reasoned decisions 
at home about which brands to choose …  has 
the potential to change decision processes and 
ultimately brand choice” (p. 291). These authors 
also reason that customization, searching, and 
sorting will drastically change decision mak-
ing on the Internet. Within a decision context, 
cognitive effort relates to the mental resources 
required, as well as to the individual resources 
available. Cognitive effort can be thought of as 
information load that deals with how cognitive 
processes handle incoming stimuli (information), 
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matching the cognitive resources required with 
the cognitive resources available. The experience, 
skill, and amount of resources a decision maker 
has are negatively correlated with the cognitive 
effort required in the decision task (Bakos 1997; 
Garbarino & Edell, 1997). 

Cognitive effort, within the context of Internet 
decision making, can be seen from two perspec-
tives. First, it seems logical that cognitive effort 
could be reduced within the CME. Certainly, 
consumer search costs have been drastically low-
ered with the assistance of the Internet (Bakos, 
1997). This premise allows price and product 
information to be readily gathered, analyzed, 
and compared. Furthermore, one could argue 
that there is less noise when shopping on the Web 
compared to shopping in a crowded, information-
packed retail outlet. Additionally, people can gain 
experience and skill in utilizing the Internet as a 
shopping tool. As experience and skill grow, less 
cognitive effort may be required to gather, sort, 
and analyze attributes of a choice set. However, 
a second perspective yields precisely the oppo-
site conclusions: that, as a rule, cognitive effort 
is persistently increased for Internet decision 
makers. It seems reasonable that users are re-
quired, by necessity of the medium, to hold more 
information in working memory. More cognitive 
resources are needed to “surf” from Web page 
to Web page, recording, analyzing, and main-
taining information in memory. Further, given 
the wealth of information available on the Web 
and the relative ease of searching for additional 
facts and advice, one could summarily argue that 
increases in cognitive effort are the norm. The 
sheer volume of Web advertising is a critical noise 
factor that would seem to rival the distractions of 
any retail environment. Internet consumers’ may 
routinely have their decision processes clouded 
by information overload. Future research should 
strive to resolve this issue. 

Flow. Flow is not only useful in describing 
general human-computer interactions (Csikszent-
mihalyi, 1990), it is also an important construct 

in the study of Internet navigations. Hoffman and 
Novak (1996) have ascribed the flow experience 
to Web behavior, measuring the loss of self-con-
sciousness in an essentially blissful encounter. 
In this situation, flow can be defined as the state 
occurring during Web navigations character-
ized by (1) a seamless sequence of responses 
facilitated by interactivity, (2) an intrinsically 
enjoyable experience, (3) accompanied by a loss 
of self-consciousness that is (4) self-reinforcing 
(Novak,Hoffman, & Yung, 2000). Of course, 
flow is not only a difficult concept to identify, it 
is also a difficult concept to measure. E-business 
researchers have just begun to study the effects of 
consumers entering (and Web sites facilitating) the 
flow experience (Richard & Chandra, 2005). 

Just as human experiences are evolving because of 
the	Internet’s	influence,	so	too	are	the	possibilities	
and methods of commerce evolving .(Parasuraman 
& Zinkhan, 2002, p. 294)

meAsurements For 
e-busIness strAtegy

The evolution of business and communications 
has transpired at lightning speed. The Internet 
has made the collection of data faster, easier, 
and less costly than ever before in the history 
of business. Consequently, a new paradigm 
is emerging in terms of e-business research 
strategy (see Hoffman & Novak, 1997) wherein 
the challenge is no longer in the painstaking 
meticulousness of data collection, but rather it 
emerges as researchers strive to “mine” truly 
meaningful information, insights, and predictions 
from figurative “mountains” of data. Over the 
last decade, e-business researchers have made 
valiant attempts to measure consumer actions in 
an effort to more strategically communicate with 
and influence Internet consumers. Studies have 
measured primary actions (i.e., initial exposures, 
impressions, hits, and visits), secondary actions 
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(i.e., what happens next in terms of clicks and path 
analyses), transforming actions (i.e., consumer 
conversions), and “involving” actions (i.e., Web 
site stickiness). Measures of all types of consumer 
actions directly relate to strategic changes in site 
design as well as alterations to multiple elements 
of the marketing mix. 

Exposures, impressions, hits, and visits. A 
wealth of strategic measures evaluate e-con-
sumers’ primary actions including exposures, 
impressions, hits, and visits. The simple essence 
of measuring exposures entails measuring fre-
quency counts of Web traffic by page. This is an 
important matter for advertisers as they convert 
fees into cost per thousand (CPM), and partially 
evaluate advertising according to the number 
of people exposed. Page impressions deal with 
counting the number of Web pages requested 
by users’ browsers (Bhat, Bevans, & Sengupta, 
2002). Hits are essentially similar measures of 
user actions. Finally, put plainly, visits count the 
number of user-sessions at a Web site. This is an 
important measure because businesses can track 
trends, charge advertisers accordingly, modify 
their sites and servers, and so forth. 

Clicks and path analysis. A second set of 
measures attempts to interpret the paths of Web 
consumers. Researchers note that the sheer num-
ber of clicks may be important as to time spent on 
a Web site, the length of time a user is exposed to 
an ad, and the overall level of interest expressed 
in average time per visit. Researchers have mea-
sured click-throughs and click-through rates for 
some time. Essentially, this is when a potential 
e-consumer clicks on an advertisement and is 
taken, via hyperlink, to another online location 
(i.e., another Web site, another e-tailer, etc.). Path 
analysis provides strategic insight into the popu-
larity of various pages, the ease (or difficulty) of 
navigating a site, and general navigational trends. 
Often, this type of data is labeled click-stream 
data as it measures the series of links that a user 
goes through when steering through the Web 
(Rayport & Jaworski, 2002)

Conversion. A third topic of strategic measures 
relates to tracking conversion rates. Conversion 
basically implies the completion of some action 
by an e-consumer (Rayport & Jaworski, 2002). 
For example, conversion events include complet-
ing a membership form, requesting a newsletter, 
opting in to receive future e-mails and updates, 
filling out online forms, and so forth. A conversion 
rate measures the number of visitors who come 
to a Web site and take action relative to the total 
number of visitors to the site (Bhat et al., 2002). 
Conversion rates are of strategic importance 
because of their abilities to bring the customer 
closer to the business, converting and escalating 
a new and heightened level of involvement and 
perhaps loyalty.

Stickiness. A final topic of strategic Internet 
business measures is that of Web site stickiness. 
Web site stickiness relates the notion of user in-
volvement to an evaluation of how attractive and 
memorable a site is (Gladwell, 2000). Stickiness 
can also be evaluated according to the frequency 
of site visits, the recency between visits, and the 
average time per visit (Bhat et al., 2002). The at-
tractiveness of this metric is that it makes a good 
deal of intuitive sense, and that it encompasses 
multidimensional aspects of a site experience. 
However, there may be a misconception in simply 
evaluating length of time on the site as a mea-
sure of stickiness. In this case, researchers may 
be mislabeling time as stickiness, as opposed to 
patience spent searching through a complex and 
perhaps frustrating Web site. 

Thus, operationaliztions, or measures, are the 
means by which we attempt to capture a moon-
beam and hold it in our hands. (Straub, Hoffman, 
Weber, & Steinfield, 2002, p. 228)
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emergIng Issues In 
e-busIness meAsurements

Online interviewing and focus groups. Purely 
quantitative analyses of clickstream data and 
Internet survey research methods are limited in 
their abilities to enlighten us. Web surveys have 
notoriously low response rates, and are often 
suspect in their abilities to gather a representative 
sample (Dillman, 2000). Simple frequency counts 
of consumer actions yield very shallow data. 
Since technology has sped up the transmission of 
Internet content, and advances in software have 
dramatically enhanced Web design and graphics, 
researchers have expanded the use of online quali-
tative research. For instance, it is not uncommon 
to hold online focus groups wherein respondents 
can interactively participate in virtual forums. 
Participants can evaluate prototypes, respond to 
potential advertisements, and hold meaningful, 
insightful conversations about various aspects of 
e-business. Furthermore, online interviewing is 
growing in popularity. This is a way to effectively 
reach some very narrow groups of respondents 
and gather very rich, powerful data. Online 
interviews also allow for greater flexibility, fol-
low-up questions, and provide greater depth of 
analysis. Qualitative Internet research is certainly 
an emerging field.

Content analysis. Again, as advances in 
technology, hardware, and software progress, 
researchers have begun to analyze Internet con-
tent more directly and more precisely (Boush & 
Kahle, 2004). The essence of content analysis is to 
measure words and phrases throughout a page, a 
site, a chatroom, a blog, and so forth. Researchers 
have detected meaningful patterns in the data, 
made fitting interpretations, and derived strategic 
insights for future actions. Researchers have even 
coined a new phrase to describe the word-of-mouth 
communication over the Internet. Dubbed word 
on-line (WOL), researchers have noted the pow-
erful influence of the online community and the 
ever-expanding number of conversations (Granitz 
& Ward, 1996).

Continuing challenges in electronic survey 
research. As technological advances make elec-
tronic survey research easier, faster, and cheaper, 
a number of challenging issues arise. First, the 
issue of low response rates must be addressed. 
Surely a nonresponse bias must be affecting 
some research results. Second, asking the right 
questions and recording the right answers from 
the right respondents has become increasingly 
difficult. We cannot simply continue to make up 
in quantity of data what we knowingly lack in 
quality of data. We must strive to keep e-business 
research meaningful and strategically useful. Fi-
nally, we must develop a viable communications 
framework that encompasses the interactivity of 
e-business, the informational asymmetry that 
abounds, as well as the unique perspectives of 
Internet users and e-businesses. Within a sound 
framework, valid, reliable, and relevant metrics 
will emerge as the new standard. 

Future research. The emergence of the Internet 
as the foundation for business communications 
worldwide has given rise to a wealth of truly spec-
tacular measurement tools. Business researchers 
now have access to an abundance of data that, 
just a few years ago, might have been deemed un-
imaginable. Furthermore, they have the research 
tools to analyze and interpret mass quantities of 
information; thereby, giving valuable meaning to 
seemingly chaotic data. Researchers can now track 
consumer responses and measure psychological 
issues in a multitude of forms. Straub, et al. (2002) 
not only provide an expert synopsis of existing 
metrics, but also provide excellent foresight into 
numerous e-business metrics that require further 
exploration, examination, and validation. The 
likely “next step” in online business metrics will 
be the measurement of the Internet consumption 
experience. Some major research questions arise, 
including (1) What makes the Internet consump-
tion experience so different? (2) Which off-line 
behavioral/communications/business theories 
apply to the online context and which need to 
be altered? (3) What information processing and 
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decision-making theories apply to the CME? (4) 
Which metrics apply to the online business-to-
business context?
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Click-Stream: The series of links that a user 
goes through when using the Internet (Rayport 
& Jaworski, 2002).

Cognitive Effort: Information load that deals 
with how cognitive processes handle incoming 
stimuli (information) (Bettman et al., 1990).

Conversion Rates: A frequency measure-
ment of the completion of some action(s) by an 
e-consumer as a proportion of the total number 
of visitors to site (Bhat et al., 2002; Rayport & 
Jaworski, 2002).

Flow: The state during Web navigations char-
acterized by (1) a seamless sequence of responses 
facilitated by interactivity, (2) an intrinsically 
enjoyable experience, (3) accompanied by a loss 
of self-consciousness that is (4) self-reinforcing 
(Novak, et al., 2000). 

Stickiness: Sometimes a subjective/attitudinal 
measurement of how attractive and memorable 
a site is (Gladwell, 2000). Stickiness can also be 
evaluated according to the frequency of Web-site 
visits and the average time spent per visit (Bhat 
et al., 2002).
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AbstrAct

The Internet has changed the way many companies 
do business, but has also tended to increase the 
disparity between firms in developed countries 
and those in developing countries. As the digital 
divide seems to grow, the question becomes how 
will developing countries catch up? We examine 
two large developing countries, China and India, 
in an attempt to understand their approaches to 
developing e-business. While both countries 
had access to the technology at about the same 
time, each has taken a different path to utilizing 
it. These approaches are based on a number of 
factors, including government initiatives and 
focus, infrastructure building, experience and 
understanding of business operations, and culture, 

among others. China appears to be ahead of India 
in the mechanics and infrastructure, but India is 
ahead in e-readiness. Both countries are poised for 
rapidly increasing e-business, however, they have 
huge problems of poverty and inequality between 
urban and rural connectivity must be resolved to 
really take advantage of e-business.

IntroductIon

The personal computer and the Internet have 
changed the nature of business worldwide—in 
both developed and developing countries. People 
geographically isolated from each other are now 
able to communicate in real time. However, how 
has this ability to communicate affected global 
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businesses, especially among developing nations? 
This is not a trivial question, as the notion of the 
“digital divide” appears to be expanding, rather 
than contracting, as businesses in developed coun-
tries are increasingly connected, while those in 
developing countries lag relatively farther behind. 
The promise of the Internet and efficiencies of 
e-business are not equally distributed.

In this study, we examine the adoption and use 
of Internet strategies in furthering e-business in 
two large developing nations—China and India. 
We will see that each country has chosen a differ-
ent path to utilizing the Internet in business. This 
may be instructive for other developing countries 
as they increasingly adopt the Internet and utilize 
its efficiencies for business and development.

Industrialized countries have adopted the In-
ternet for business purposes at different rates. The 
U.S., where the Internet first developed, appears 
to be farthest along in business usage and near 
the top at a consumer level, although many other 
countries have significantly increased their use of 

the Internet (see Table 1). The Internet penetration 
of China and India are shown in Table 2. Most 
U.S. firms have an Internet presence, but not all 
use the Internet in the same way or to the same 
extent. Increasingly, U.S. firms feel the need to 
have a Web presence to reach their customers and 
to serve them efficiently. Sometimes the result 
is a full-service, e-business exchange site, but 
for other firms the result is merely an informa-
tional site.For marketers in developing countries, 
though, the question may be to what extent can 
the Internet be used in marketing products both 
locally and globally? Firms from industrialized 
countries have successfully done this, but there 
is little information about developing countries 
using the Internet to market their products in-
ternally or externally. This study examines the 
commercial use of the Internet in China and India 
in an attempt to understand their approaches to 
e-business. We examine several key areas we 
think may explain the adoption of e-business in 
these developing countries: regulatory issues, 
infrastructure, policy, and culture. 

World Regions Internet 
Users, 2000

Internet 
Users, 2005

Growth % Population 
2005

Northern America 108,096,800 223,392,807 106.7 % 68.0 %

Oceania 7,619,500 16,448,966 115.9 % 49.2 %

Europe 103,096,093 269,036,096 161.0 % 36.8 %

Latin America & Caribbean 18,068,919 68,130,804 277.0 % 12.5 %

Asia 114,303,000 323,756,956 183.2 % 8.9 %

Middle East 5,284,800 21,770,700 311.9 % 8.3 %

Africa 4,514,400 16,174,600 258.3 % 1.8 %

Total World 360,983,512 938,710,929 160.0 % 14.6 %

Table 1. Growth of the Internet—World Wide (Note 1: % Pop. is the Penetration Rate, expressed as 
population percentage; Note 2: Internet Growth Percent is between December, 2000 and June, 2005; 
source: The Internet World Stats News, No. 008, July 2005, http://www.internetworldstats.com/pr/edi008.
htm, accessed August 6, 2005)
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bAckground And LIterAture 
revIew

Both China and India have large, growing popula-
tions and are frequently compared to each other 
because of this fact. However, they also have very 
different cultures and political traditions, which 
affect the dynamics of a direct comparison. While 
Internet usage is growing rapidly in both India 
and China, each country suffers from poverty, 
illiteracy, poor information, and communica-
tion technology (ICT) infrastructure. As these 
countries approach Internet business strategies 
differently, can we learn from their experiences? 
Are the strategies and metrics used in describing 
China and India of use for other developing coun-
tries—or to developed countries? We anticipate 
that an understanding of the ways in which the 
Internet is used in China and India, especially in 
business-to-business (B2B) transactions, will help 
firms in both developing and developed countries 
utilize better Internet strategies to compete glob-
ally. Although our focus is on B2B e-business, 
we will also discuss business-to-consumer (B2C) 

e-business where it is appropriate. While there are 
differences between the two in target customer, 
there are also many similarities and the lines 
between them are often blurred. Previous work 
has shown that B2B is primarily driven by global 
forces in more of a “push” mode, while B2C is 
more internally driven—“pulled” by consumer 
markets (Gibbs, Kraemer, & Dedrick, 2003).

Why compare China and India in this study? 
Both are developing rapidly in certain sectors and 
represent the largest of the emerging markets. 
China is the largest communist country with a 
population of 1.3 billion and India is the largest 
democracy with a population of 1.08 billion (CIA, 
2006). Besides their respective sizes, each coun-
try has similar problems of disparate ethnicities, 
languages, and skewed distributions of wealth. 
Both China and India are developing economies, 
encountering many of the same problems of 
transition from traditional to developing to global 
economy. Both are now members of the global 
trading community, the World Trade Organization 
(WTO). They have approached their entry into the 
WTO, though, in different ways. India, probably 

Economic or social factor Unit of measurement China India

Electrical Generation Capacity Megawatts 258,000 89,000

Electricity Generated Billions of kilowatts 1,166 417

Telephone lines connected Millions 240 43

Mobile/cellular phones Millions 400 75

Internet connections Millions 45 9

GDP USD – billions 1121 460

Population Millions 1260 1060

Population Increase per year Millions 10 19

Birth Rate Numbers per 1000 8.8 27

Per Capita Income USD/year/person 1060 480

Internet Users (2004) Millions 95.8 39.2

Internet Penetration (2004) Percent 7.48 3.77

Table 2. Comparisons of China and India (Sources: iWatch: Wake up call for India, http://www.wake-
upcall.org/china_india_comparision/china_india_chart.php, accessed 8/6/2005; Strauss, El-Ansary, 
and Frost [2006])
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because of its British-colonization heritage, has 
approached the world markets in a more market-
driven fashion. China having no such market 
tradition, is still feeling its way into the world 
marketplace and seems to perceive a greater need 
to control the process. These approaches result in 
different paths to development and to e-business 
(Kshetri, 2005; Levinson, 2004). 

economic development

The level of development of a country impacts 
its ability to trade with other countries, improve 
its standard of living, and prosper (Economist, 
2006; Harrison, 1996). It should be no surprise 
that countries develop at different rates and in 
different ways. Each country has a different set 
of inherent resources—from natural resources to 
human resources—which have influenced their 
history, culture, and personality. Until recently, 
these phenomena, including wars, have had the 
greatest impacts on rates of development and de-
velopment typically proceeded at a relatively slow 
and predictable pace. The industrialized countries 
of Europe and North America, for example, took 
about 200 years to become developed. Today, 
however, technology, especially the Internet, is 
seen as helping developing countries “leapfrog” 
the traditional stages of development (Levinson, 
2004). In fact, developing countries are often too 
impatient to wait for the slow pace of traditional 
development processes, as they fall further and 
further behind developed countries.

There are many barriers to Internet and e-
business adoption in developing countries. For 
example, incentives for the integration of the 
Internet in businesses may be low due to pov-
erty and perceived low demand for goods and 
services. The infrastructure may be inadequate 
to sustain growing adoption of Internet business 
strategies and government policies may not sup-
port technology development. There may also be 
deep cultural problems acting as barriers, such as 
illiteracy and language issues, credit problems, 

and a limited tradition of entrepreneurship and 
innovation (Levinson, 2004).

Development is a complex process. Many 
developing countries do not have a tradition of 
a market economy and wrestle with the notion 
of privatization of public enterprises (Yoder, 
Borkholder, & Friesen, 1991). While developing 
countries open to international capital flows are 
likely to receive advanced technology through 
foreign investments, policy measures are more 
likely to be successful if directed towards stimulat-
ing the accumulation of location-specific assets, 
including ICT, rather than investment incentives 
to foreign investors (Nordas, 2002). Technology 
transfer is also affected by cultural and political 
differences (Al-Ghailani & Moor, 1995). Other 
indicators of a “chicken/egg” dilemma suggest 
that economic development precedes Internet 
development, thus contributing to the “digital 
divide” (Norris, 2000). 

Outward-oriented countries are those that 
look elsewhere for growth. They seem to grow 
at a more rapid pace than more inward-oriented 
countries (CIA, 2006; Panagariya, 2004; Santos-
Paulino, 2005; Young, Huang, & McDermott, 
1996). Dollar (1992) cites the recent rapid growth 
of Asian developing economies compared to those 
of Africa and Latin America as support for an out-
ward-orientation. An outward-orientation implies 
that trade liberalization, devaluation of the real 
exchange rate, and stabilized real exchange rates 
improve growth in developing countries.

With that, what is the role of technology, and 
specifically the Internet, in development plan-
ning? Akel (2001) suggests a four-step process 
she calls the “Internet Advantage,” consisting 
of creating a technology intensive environment, 
offering services to create a unique community, 
encouraging a climate of entrepreneurship, and 
providing appropriate assistance. These steps 
were applied to development within the U.S., 
but can they also apply to developing countries? 
We explore on the applicability of this process in 
subsequent sections. 
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Because of its relative newness and the rapid 
rate of development of the industry, the theoretical 
literature on e-business in developing countries is 
relatively sparse. However, the literature provides 
a basis for modeling the diffusion of e-business, 
including some of the barriers facing early adopt-
ers (Travica, 2002). Limitations and/or barriers to 
e-business in developing countries include limited 
Internet accessibility, lack of competition in inter-
national telephone traffic (which increases the cost 
of a network), lack of intra-regional infrastructure, 
and disproportionate penetration of the telephone 
in urban areas. E-business depends on several 
layers: an infrastructure layer—transportation 
(roads, air, railroads, etc.); a telecommunications 
layer (pervasive, modern, secure, and afford-
able channels); a software industry to support 
e-business; the opportunity for e-payments; and 
a cultural layer—including a tradition of remote 
shopping, such as catalogs and mail-order, and 
standardized goods and services assuring consum-
ers consistent quality leading to trust. 

development of technology

Technology predictably enhances existing in-
equalities between economies. Scientists rely on 
information to be current, but much is available 
electronically today, so even if it is free, scientists 
in developing countries may not have access to it. 
Ninety-five percent of all computers are in devel-
oped nations. Ten nations, accounting for just 20% 
of world population, have three-quarters of the 
world’s telephone lines (Arunachalam, 1999). The 
unequal availability of information in developing 
economies may also inhibit business knowledge 
and decision-making. Developing countries with 
better access to current information of their own 
and other markets, such as economic trends, con-
sumer preferences, demand, currency exchange 
rates, and other business information, should be 
able to be more successful in business.

A number of factors affect the rates of adoption 
of technologies, including industrial organization, 

reliance on IT (Information Technology), local 
resources, management styles, political influence, 
regulatory requirements, etc. (Lanjouw & Mody, 
1996). For example, stringent environmental re-
quirements have encouraged adoption of pollution 
control and recycling technologies in Germany 
and Japan. Policies and economic incentives 
can retard or accelerate the rates of technology 
adoption by businesses (Chien & Salem, 2001; 
Colaco, 2003). In addition, cultural issues such 
as entrepreneurship and leveraging first mover 
advantage influence adoption of e-business (Gre-
gorio, Kassicieh, & de Gouvea Neto, 2005). 

Managers have control over organizational fac-
tors, but little control over broader environmental 
factors, such as increased competition, liberal 
government policies, and market stability—all 
of which have a positive impact on IT adoption 
(Dasgupta, Agarwal, Ionnidis, & Gopalakrishnan, 
1999). There is also a strong correlation across 
countries between GDP/capita and Internet 
connectivity. While information technology is 
believed to be a new source for global economic 
growth (Friedman, 2005), there is also concern 
that the Internet may be a factor in widening 
the income differentials between countries. The 
regulatory environment’s influence on competi-
tion also has an impact on Internet connectivity 
(Kiiski & Pohjola, 2002). These issues suggest 
the extremely complex phenomena of technol-
ogy adoption and development in developing 
countries. Without efficient access to the Internet, 
e-business is likely to be retarded.

With the possible exception of China, India 
has been affected more by changes in IT than any 
other developing country, yet it remains very poor. 
India has lagged far behind many other Asian 
countries in the adoption of the Internet. In a 
population of one billion people, there are fewer 
than two million Internet subscribers, a figure 
that contrasts with India’s closest comparator 
in size, China, which has more than three times 
as many telephone lines and four times as many 
Internet users. However, Internet users in India 
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are estimated to be four times that of subscribers 
(Miller, 2001). 

UN Secretary General Kofi Anan has warned 
of the dangers of excluding the world’s poor from 
the Internet suggesting that being cut off from 
telecommunications services is a hardship almost 
as acute as other deprivations such as jobs, shel-
ter, food, health care, and drinkable water. The 
fact there are absolute inequalities between rich 
and poor nations in the virtual world is hardly 
surprising given the substantial disparities in 
every other dimension of life from health care and 
nutrition to education and longevity. The more 
interesting question concerns relative inequality 
of opportunities. Relative opportunities may lay 
in equalizing technological resources, such as 
through distribution of computer hardware, skills 
training, and network connections (Norris, 2000). 
Thus, many developing countries see a way out 
of their never-ending cycle of poverty through 
technology, especially the Internet.

chInA’s APProAch to e-busIness

In this section, we examine the ways in which 
China has approached e-business. Chinese uni-
versities joined the Internet six years after those 
in India, but policy makers and politicians soon 
realized its potential (Press, Foster, Wolcott, & 
McHenry, 2002). China’s leaders saw the impact of 
the Internet on Western and other Asian economies 
and understood its importance for China in the 
future (Hachigian, 2001). Chinese businesses are 
encouraged to embrace new technologies to be 
competitive in world markets and to be connected 
to the information needed through regulation and 
other initiatives. 

China has taken to the Internet rapidly and has 
become the second largest Internet market in the 
world with around 8.5% of its population of 1.3 
billion now connected. This translates to about 
120 million users by the end of 2005 (Communica-
tions, 2006). More than half of China’s Web users 

access it through broadband, attracting firms such 
as Amazon.com, eBay, and Google.

regulatory environment

The Chinese government has made a concerted 
effort to develop the infrastructure necessary to 
fully utilize the Internet. However, because of 
the vastness of this country, most infrastructure 
development has occurred in urban areas. Rural 
areas are largely untouched by the promise of 
the Internet and e-business (Chen, 2003). This 
disparity does not seem to be a big issue to central 
planners, as their focus is more on consumers 
than on business (CII, 2000).

Government regulations play a much more 
important role in China than in the U.S. (Xu, Zhu, 
& Gibbs, 2004). Other facilitators of e-business in 
China include technology competence, enterprise 
integration, and competition intensity. In China, 
firms lag in using e-business related technologies, 
especially inter-organizational technologies. 

Infrastructure

China’s development of the Internet was in two 
phases—1) First Phase (1987-1993)—when a 
few scientific research institutions were allowed 
access, 2) Second Phase (1994 to the present)—
implementation of full services (Lu, Du, Zhang, 
Feicheng, & Le, 2002). By 1999, most government 
departments were connected and had their own 
sites. The Chinese government had hoped to have 
one million enterprises connected by 1999 and 
double that in the following few years. Five main 
Internet applications were approved: 1) electronic 
government; 2) electronic business, including 
the Golden Bridge, Golden Card, and Golden 
Gate projects; 3) distance education; 4) distance 
medical treatment; and 5) digital library. However, 
problems of slow speeds, high usage costs, poor 
information quality, ineffective management, 
incomplete policies, and unbalanced information 
flow remain.
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China has improved its infrastructure and 
readiness for e-business considerably, but there 
is much room for further improvement. In order 
to take full advantage of the Internet in managing 
the supply chain, fast and accurate information is 
needed, along with the ability to adjust inventory, 
production, and transportation systems and react 
quickly to market changes (Daly & Cui, 2003).

Between 1999 and 2002, China added 106 
million landlines, 163 million cell phone subscrib-
ers, and 36 million new cable television subscrib-
ers—considerably more than other countries 
(WEF, 2004). Currently, China is adding four 
million mobile subscribers a month and has the 
world’s largest broadband Internet market with 
almost 25 million users, growing at more than a 
million per month (Economist, 2005). Clearly, 
China is building an infrastructure to sustain 
future growth. 

Policy

For reasons of national pride and prestige in the 
world community, China seems to focus on in-
creasing the number of people using the Internet. 
This strategy has long-term implications for de-
velopment. In what might be called a pull strategy 
by emphasizing the consumer use of the Internet, 
China may be hoping that demand will eventually 
be filled by local businesses meeting the needs of 
local Internet consumers. Indeed, PC penetration 
has had rapid growth—from only 1600 in 1994, 
80,000 in 1996, to 22.5 million in 2000. However, 
still only a small portion of the total population 
(<2%) has a PC (Harwit & Clark, 2001).

culture

Culture plays a significant role in adoption of 
technology and use of the Internet (Bagchi, Hart, 
& Peterson, 2004; Levinson, 2004). For example, 
the Technology Adoption Model (TAM) helps 
explain IT adoption by suggesting that perceived 
ease of use and perceived usefulness of technology 

influence attitudes toward technology. Attitude 
toward technology in turn influences intentions 
and then behaviors, including adoption. The 
TAM has demonstrated its usefulness in several 
cultures, but notably not in Japan. An explanation 
for the differences in technology adoption is in 
cultural values (Bagchi et al., 2004). TheJapanese 
tend to rank lower than many other cultures on 
Individualism and higher on Collectivism and 
Power Distance, the opposite of cultural values 
necessary for positive attitudes toward technol-
ogy adoption. Culture, of course, does not act 
alone in technology adoption, as suggested by 
the technology transfer literature, which also 
indicates a role for income per capita, human 
capital, openness, type of government, and others 
(Bagchi et al., 2004). 

The technology adoption model (extended 
version) has been tested in several industries in 
China, where it was supported (Di Benedetto, 
Calantone, & Zhang, 2003). In addition, the 
authors suggest that cultural factors such as cos-
mopolitanism and mobility may lead to diffusion 
patterns across countries.

Other Chinese cultural characteristics that in-
fluence technology adoption include a preference 
not to be in debt, a desire to touch and feel articles 
before buying them, a fear of a disappointing 
shopping experience, security issues with provid-
ing credit or debit card numbers to strangers, and 
the perils of an ineffective distribution system 
where purchased items may be lost or delayed in 
transit. Chesse (2001) also depicts the reliability 
and efficiency of distribution systems in China 
to be an issue in e-business acceptance. In addi-
tion, transparency is not universal among Chinese 
firms and many companies are reluctant to share 
operational and financial details, which could 
reduce the effectiveness of B2B e-business.

Interpersonal relationships in doing business 
are important to the Chinese. The Chinese tend 
to prefer face to face business negotiations and 
rely on long-term trust and family relationships 
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in doing business (University, 2004). These cul-
tural business characteristics may be difficult 
to facilitate through the Internet and may make 
Chinese business leaders more reluctant to accept 
e-business. 

There is also a language barrier for Chinese 
Internet users (University, 2004). Although 
Chinese language Web sites are increasing, most 
business sites are still in English or other Western 
languages. To compensate, Chinese students are 
learning English and other Western languages 
in schools. In comparison to India, this may be 
facilitated by the considerably higher literacy 
rates in China—90.9% compared to 59.5% in 
India (CIA, 2006). 

The literature suggests that technology 
could be at odds with traditional cultures—that 
“Western” technologies may negatively influence 
“non-Western” cultures (Shoib and Nandhakumar, 
2003). While this may have some merit, the reverse 
could also be true—that “non-western” cultures 
may use “Western” technology in different ways 
that are innovative and mesh better with their 
non-Western culture. For example, collaborative 
Internet programs have been used by Navajo tribal 
elders in traditional consensus decision-making 
(Keating, et al., 2001). 

The Internet has facilitated innovativeness 
and entrepreneurship in the developed countries, 
which adopted it early on. While China is not 
well known for producing entrepreneurs, adop-
tion of the Internet in China is helping to develop 
a number of entrepreneurs who do not rely on 
official connections or government sinecures. 
These new Net entrepreneurs are becoming 
role models for a future generation of Chinese 
business owners (McCarthy, 2000). However, 
competition among Chinese B2B enterprises is 
still in its early stages, limited by a lack of trust 
in partners and a reluctance to share information 
(University, 2004).

Taken together, these factors of e-business 
adoption suggest that China is progressing rapidly 
toward integrated e-business, but still has a long 

way to go to reach the level of many developed 
countries.

e-business

It is difficult to determine the exact nature and 
extent of e-business in China, as data varies widely 
by source, if it is even available. It does appear that 
B2B online transactions far surpass B2C, with one 
estimate suggesting 75% are B2B (E-Commerce, 
2005a). It is estimated that about 18% of surfers in 
China buy online. Internet use has been especially 
rapid in online financial services. 

China’s potential for e-business is huge. With 
100 million currently online and that number 
expected to pass that of the U.S. in a few years, 
e-business can only grow (Panlogic, 2006). In 
addition, the user profile lends itself to online buy-
ing—90% of users are under 40 and 2/3 of users 
are expected to buy online. However, e-business 
will be held back by low credit card usage and 
intellectual property issues. Most Web sites in 
China still do not support transactions. 

The value of e-business in China is difficult to 
discern, as estimates vary greatly. One Chinese 
language report (CCID, 2005) indicates that the 
B2B market grew from 107.5 billion Yuan ($12.97 
billion) in 2001 to 178.4 billion Yuan ($21.528 bil-
lion) in 2002 and to 346.4 billion Yuan ($41.803 
billion) in 2003. The B2C market grew from 790 
million Yuan ($95.33 million) in 2003 to 1.6 bil-
lion Yuan ($193.08 million) in 2004 (CCID, 2005). 
Another estimate for general e-commerce revenue 
suggests it is expected to reach USD 16 billion 
in 2006 (E-Commerce, 2005a). In any case, the 
various state and local governments continue to 
influence e-business, with Beijing, for example, 
wanting 80% of department stores in the capital 
to offer online shopping in 2005.

IndIA’s APProAch to e-busI-
ness

The Indian economy has been growing between 
6.0 and 6.5% annually (James, 2002). 
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In a country well known for its role in out-
sourcing of IT and offshore call centers for 
industrialized countries; it is perhaps surprising 
that India has not progressed further in Internet 
penetration and e-business. Despite a large num-
ber of high-tech employees, only about 0.4% of 
the population was connected to the Internet in 
2000 (Kiggen, 2001). However, current informa-
tion suggests a combination of low broadband 
costs and inexpensive computers has increased 
Internet connectivity in India to about 38.5 mil-
lion in 2005—and that is expected to increase to 
100 million in 2007 (eMarketer, 2006). It is also 
interesting to note that the proportion of women 
Internet users will increase to about 40% of the 
user population. 

Like China, India is a large and heterogeneous 
country with many dialects and cultures. It is still 
expensive to get online and the quality of the in-
frastructure needs improving, but India is moving 
rapidly towards greater Internet penetration.

One advantage India may have over China is 
widespread fluency in English, arguably the busi-
ness language of the Internet. This is especially 
true in urban areas, where Internet connectivity is 
likely to be highest. Several issues that influence 
Internet use in India follow.

regulatory environment

The Indian government has strongly encouraged 
the development of the Internet and information 
technology through various incentives, including 
exempting the industry from burdensome regula-
tions and controls (Miller, 2001). The government 
has followed up its encouragement by allocating 2-
3% of its budget for IT and encouraging innovative 
uses of the Internet, such as using solar power and 
locating cyber-cafes near railway stations (Rao, 
2002a). Unfortunately, while Internet backbone 
costs have been reduced, last mile costs are still 
high in India. In addition to more traditional uses, 
India anticipates that the Internet will empower 
poor, rural villagers to improve their lives (Quib-

ria, Tschang, & Reyes-Macasaquit, 2002). 

Infrastructure

The IDC expects India’s ISP (Internet Service 
Provider) sector to grow by 27% in coming years 
and to reach 8.2 million subscribers by 2005 
(Corp, 2003). As personal computer (PC) prices 
fall, increasing PC penetration will lead to greater 
Internet penetration. The IT sector, in fact, seems 
to be propelling the Indian economy forward. 
The Indian Government, through the Ministry of 
Information and Communication Technology, is 
developing infrastructure to support IT (Colaco, 
2003), but there is considerable variation between 
states (Press et al., 2002). However, between 1999 
and 2002, India added only 15 million landlines, 
while China added 106 million (WEF, 2004). In 
the race between India and China in infrastruc-
ture development, India is coming in at a distant 
second. India is adding mobile subscribers at one 
quarter the rate of China (one million/month) and 
has only 3 million broadband accounts to China’s 
25 million (Economist, 2005).

Indeed, the outsourcing of IT from western 
countries has stretched the infrastructure in 
many cities to its breaking point; resulting in 
power outages, increasing costs, and a shortage 
of qualified graduates, in what some refer to as 
the Bangalore Effect (Aspden, 2006).

Policy

Like China, India has a large rural population, 
much of which is not connected to the Internet. 
However, India has developed several initiatives 
to help connect rural villages (Rao, 2002c). 
The Indian model uses unique combinations of 
low-cost indigenous technology with low-cost 
delivery that utilizes the ability of the informal 
sector to respond and adapt to local needs (James, 
2003). Examples of “pro-poor innovations” in-
clude small-scale rural telephone exchanges and 
very low cost computers that are accessible to 
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poor, often illiterate users. The results suggest 
that sustainable Internet models for developing 
economies may look quite different from those 
in industrial countries. 

As early as 1998, Prime Minister Vajpayee 
proclaimed that “IT is India’s tomorrow,” imply-
ing that the Internet is a key to this vision as an 
enabler of technology-based change (Wolcott & 
Goodman, 2003). Although the Indian government 
is still overly bureaucratic, its attitude toward 
regulation is beginning to change. Foreign invest-
ment in India has increased dramatically and the 
government has raised the levels of permitted 
foreign direct investment (FDI) in the oil and 
private banking industries (Walsh, 2004). 

India provides an example of how fundamen-
tal, focused changes in policy and legislation can 
set free forces that accelerate Internet diffusion. 
While private sector initiatives expanded the Inter-
net infrastructure and Internet services markets, 
government initiatives promoted the expansion 
of the Internet into parts of the country not well 
served by private ISPs (Wolcott et al., 2003). 

Prakash (2005) considers the importance of 
ICT (Information and Communications Technol-
ogy) in “leapfrogging” India into the knowledge 
era. Not everyone agrees, however, with the Indian 
Government’s focus on ICT. Rather than acting 
to leapfrog India into the forefront of the global 
knowledge community, Mir and Mir (2005) sug-
gest its role should be more of “catalysis.” As such, 
ICT works better when integrated into existing 
institutional programs of growth and welfare. 
Catalysts have more of an accelerating or facili-
tating role, rather than a transforming one, and 
work upon activities already taking place.

culture

As with China, the societal culture, as well as the 
organizational culture, influences the adoption 
rate of IT in India (Dasgupta et al., 1999). Poverty 
levels are high in India, but some of the best run 
software firms also exist (Cheung, 2001a). Only 

a fraction of the population can be considered a 
target for Internet use, but that part is well edu-
cated, media-savvy, and an early adopter of new 
technology. Indian users tend to be young, male, 
and members of the middle class and above. Indian 
users prefer e-mail and Web surfing, rather than 
online shopping. Their reluctance to use credit 
cards also reduces the rate of growth of B2C 
activities (Cheung, 2001b). 

India has a relatively high capacity for entre-
preneurship, especially necessity-based, rather 
than opportunity-based entrepreneurship (Rao, 
2002b). Young, moderately educated and well-
off men are more likely to be entrepreneurs, 
as social rigidities still reduce the chances for 
women. However, changes are occurring. Poverty 
stricken rural areas are being targeted in India 
for IT development (Rao, 2002c). Some of these 
initiatives encourage women entrepreneurs to 
develop Web based businesses. For example, an 
Indian Institute of Technology project put women 
in charge of running 80% of the fast-growing 
number of Internet cafes and kiosks in Madras 
(News, 2004).

Most IT commercial initiatives are focused 
on products for global markets, but there are also 
“pro-poor” initiatives that have been generated by 
Indian IT institutions in an attempt to narrow the 
digital divide (James, 2003). Some of these have 
included small-scale rural telephone exchanges 
and ultra-low cost computers to provide the rural 
poor with access to the Internet. For example, less 
than 1% of the Indian population has access to a 
computer and more than 40% are illiterate, but 
a government initiative has developed the SIM-
PUTER, an inexpensive, portable, battery-oper-
ated, hand held computer. The SIMPUTER has 
text to speech capabilities and voice mail, but no 
keyboard. It can break written words into sounds 
in English, Tamil, Hindi, and Kannada (Meall, 
2002). One interesting application has been in the 
Bay of Bengal, where fishing villages now have 
access to U.S. Navy weather forecasts, helping to 
keep fisherman safe, as well as showing locations 
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of fish and current market prices.
Other direct impacts of ICT on development 

in India include providing market and other in-
formation, acting as electronic marketplaces in 
poor communities, farm cooperative information, 
farm management tasks, and other applications in 
education, healthcare, and governance (Quibria 
et al., 2002).

Traditional farmers in remote Indian villages 
are now conducting e-business through ITC, one of 
India’s largest agribusiness companies, which has 
created the e-choupal concept (Sawhney, 2002). 
Using ITC computers charged by solar panels 
and backed by batteries, e-choupals are like an 
integration of Internet kiosk, village gathering 
place, and e-business hub. Since their launch 
in June 2000, e-choupal services have reached 
600,000 farmers in 6000 villages. Farmers gain 
by lower transaction costs and better prices and 
ITC benefits from better quality produce, higher 
prices in the international marketplace, and sav-
ings on procurement. 

e-business

Such data as exists indicates that e-business is 
limited in India, although it appears ready for 
rapid growth in the near future. Online consumer 
purchases were about USD 130 million in 2004/5 
and are expected to increase to USD 550 million 
by 2006/7 (E-Commerce, 2005b). Low PC and 
Internet penetration, security issues, among oth-
ers, are holding back e-business in India. E-mail 
is used by 98% of Internet users in India, while 
banking is used by 32%, online bill payment by 
18%, and stock trading by 15% (eMarketer, 2006). 
This data suggests a slow, but steady increase in 
e-business.

dIscussIon

While Internet usage is growing rapidly in both 
India and China, both countries suffer from 

poverty, illiteracy, and poor ICT infrastructure. 
Technology transfer is affected by cultural and 
political differences. Thus, we should see a differ-
ence in rate of technology adoption and direction 
of economic growth between China and India.

A number of observers see technology as 
enabling developing countries to “leapfrog” 
the development process (Miller, 2001). While 
technology can be an enabler, the development 
process is much more complex than technology 
alone can rectify (Quibria et al., 2002). Govern-
ment policies and regulations must not restrict 
businesses excessively. Infrastructure develop-
ment and educational levels need to increase to 
allow e-business to occur. Economic growth will 
rely on complex interactions between private 
firms, the public and private sectors, and within 
and between governments. Foreign Direct In-
vestments (FDI) and exports are seen as key to 
continued growth of the China economy (Yao, 
2006). However, IT is also expected to have an 
important role in the continued development of 
China (Lemon, 2005).

China appears to have several advantages 
over India in the race to economic development 
through ITC (Thiagarajan, 2002). 

• The general infrastructure is superior to 
that of India, both in fixed-line subscribers 
and Internet penetration. China has invested 
about ten times as much in telecommunica-
tions as India and is spending about three 
times more than India on telecommunica-
tions, as a percentage of GDP.

• China attracts more foreign direct invest-
ment (FDI) – many times that of India. Much 
of this investment is going into the China IT 
industry, creating significant opportunities 
for employment.

• China policies allow for rapid clearances 
and approvals for technology businesses, 
especially those located in five economic 
zones and technology parks.
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• China has a stronger domestic sector than 
does India, allowing it to absorb production 
that may not be exported.

In addition, the centrally planned policies of 
China have focused on developing infrastructure 
nation-wide and especially in rural markets, and 
are quite dispersed. On the other hand, India’s 
market–oriented policies are not focused on the 
broad access to broadband, but rather on serving 
relatively few outsourcing companies serving the 
global community (Economist, 2005). 

Yet, a number of obstacles stand in the way 
of adopting e-business. Wang (2002) lists ten 
obstacles he thinks most important. Among 
them are three critical issues for China that differ 
from obstacles in India: computer and English 
illiteracy among elderly business decision-mak-
ers; insufficient technical and legal protection; 
and incomplete understanding of the real sense 
of e-business. 

Computer and English literacy are lower in 
China than in India. Colonization by the British 
in India required English as the lingua franca 
used for business and government communica-
tions. There has been no such systematic use of 
English in China. Computer literacy is probably 
also higher in India because of the huge software 
outsourcing business. Technical and legal protec-
tion in China is lacking. The legal system in India 
tries to protect intellectual property rights. Finally, 
an understanding of e-business has come late to 
China (Wang, 2002). E-business is not merely 
the use of e-mail and Web sites – it includes all 
the business processes that can be made more ef-
ficient through the Internet. India has substantial 
experience with software outsourcing to aid in 
their use of supply chain management, including 
the ordering, producing, marketing, paying, and 
delivering processes. 

E-payment has been an obstacle to e-business 
in China, although Alibaba and its subsidiary 
auction site, Taobao, plan to use Taobao’s online 

payment tool, AliPay, for Alibaba’s B2B e-busi-
ness site (Agency, 2005). 

Also, China still has control issues, which 
it attempts to address by prohibition of certain 
activities. China is thought to have the most 
sophisticated Internet filtering regime in the 
world and uses it in various ways to prevent 
citizen access to political, religious, and other 
sensitive information (Bambauer et al., 2005). A 
recent example is the registering of bloggers and 
enlisting ISPs to help prohibit content that refers 
to democracy or political change (Chan, 2005). 
Even more recently, a controversy about Google, 
Yahoo!, and Microsoft’s presence in China brings 
to light the issues of censorship, free markets, and 
Internet control (Elgin, 2006). 

On the other hand, India has some advantages 
over China (Thiagarajan, 2002). 

•	 India has a greater fluency in English, the 
language of the Web. This, and the train-
ing of a large number of skilled technology 
workers, has enabled India to capitalize on 
its offshore outsourcing initiatives. China 
will have a difficult time in catching up on 
outsourcing.

•	 The Indian government has also favored the 
software industry and encouraged it through 
tax incentives.

•	 India probably has the highest number of 
SEI-CMM (Software Engineering Institute 
– Capability Maturity Model) Level 5 engi-
neers in the world. The combination of this 
certification of quality and good manage-
ment systems and processes has allowed 
Indian software suppliers to perform projects 
with great efficiency.

The rapid growth of Indian software and 
outsourced IT services has been a catalyst for 
continuing technology-based change and integra-
tion into the global economy (Sarkar & El Sawy, 
2003). It has not hurt, either, that this growth is 
primarily outward focused on providing the large 
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economies of North America and Western Europe 
with software and back office services. China, on 
the other hand, has focused more on internal e-
business and the production of electronic products 
(Xu et al., 2004). 

The Indian experience of integration of Internet 
into business is an example of how fundamental, 
focused changes in governmental policy and 
regulations can accelerate Internet diffusion. 
While private sector initiatives expanded the 
infrastructure for the Internet, governmental 
initiatives promoted Internet expansion to parts 
of the country poorly served by ISPs (Wolcott et 
al., 2003). Like China, India still has problems of 
poverty and unequal distribution of wealth, as well 
as infrastructure problems to overcome. 

China has promoted a strategy of competition 
among government-owned organizations, while 
India has set policy through publicly visible task 
forces. India’s approach is relatively more trans-
parent and market driven than China’s (Press 
et al., 2002). It is unclear at this stage which 
approach will yield faster economic growth in 
e-business, although China seems to have the 
advantage currently.

By many measures, China is ahead of India 
in the ITC race and is likely to remain so at least 
in the near future (see Table 3). However, we see 
India as progressing rapidly in adoption of ITC 
especially in business applications. In fact, the 
Economist Intelligence Unit (Unit, 2005), in its 
2005 e-readiness rankings, lists India at 49 out of 
60 countries measured and China at 54 (Table 3). 
The e-readiness rankings are based on a number 

of items comprising six weighted categories: con-
nectivity and technology infrastructure—25%; 
business environment—20%; consumer and 
business adoption—20%; legal and policy en-
vironment—15%; social and cultural environ-
ment—15%; and supporting e-services—5%. 

Both countries dropped in ranking somewhat 
from the previous year. China’s consumer and 
business adoption, legal and policy, social and 
cultural environments, and supporting e-services 
indices are lower than India’s. China’s lower level 
of entrepreneurial initiatives is also reflected in 
the rankings. China does do slightly better in 
connectivity and technology infrastructure and 
business environment. The drop from the previ-
ous year, and growth in the top ranked countries, 
should be of concern to both countries, though. The 
e-business rankings are interesting because they 
suggest that to succeed in e-business, a number 
of business and cultural factors must be in place, 
not just technological factors. Also, the rankings 
suggest that although e-business is growing rap-
idly in both countries, it is not yet large enough to 
transform large parts of their economies. However, 
both countries continue to attract foreign direct 
investment in technology.

The e-readiness rankings and other sources 
suggest that adoption of Internet and e-busi-
ness technologies does not automatically result 
in increased e-business. Like other businesses, 
e-business requires good management, finance, 
marketing, and other business processes (Oyc-
laran-Oyeyinka & Lal, 2004). In order for any 
business, but especially e-business to succeed in 

2005 2004

Rank Score (of 10) Rank Score (of 10)

Denmark 1 8.74 1 8.28

India 49 4.17 46 4.45

China 54 3.85 52 3.96

Table 3. E-business readiness rankings and scores: 2004-2005 (Source: Unit, 2005)
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international markets, understanding these mar-
kets and their consumers, whether other businesses 
or final consumers, is critical. Export promotion 
councils set up by industry and government can 
help entrepreneurial e-businesses in both India 
and China market to appropriate markets. Gov-
ernments and industry should not neglect this 
critical element.

concLusIon And  
recommendAtIons

A number of studies have confirmed that China 
is generally ahead of India in Internet infrastruc-
ture development and e-business (Press et al., 
1999, 2002), but others see it differently. Kshetri 
(2005), for example, argues that because India 
has a higher e-readiness rank (Table 3), it is actu-
ally better prepared for e-business than is China. 
The e-readiness rankings consider a number of 
factors and India has better “legal support for 

virtual transactions and digital signatures, well-
developed private sector and entrepreneurship, 
the regulatory environment including taxation, 
and openness to trade and investment” (p. 11), 
among others. Improving IP protection and more 
consistent application of the rule of law will help 
China achieve greater development through the 
Internet and e-business.

While the adoption of technology to enable e-
business in China is occurring rapidly, conducting 
e-business transactions is lagging, due to barriers 
in business, legal, and cultural perspectives that 
fail to adapt to the potential of the technology 
(Tan & Ouyang, 2004). The major differences 
between e-business in China and India are sum-
marized in Table 4. While India will probably not 
overtake China in the ITC race anytime soon, we 
do see India attempting to uplift its poor rural 
areas through technology and also penetrate 
large foreign markets. Of course, there is a long 
way to go and as urban areas in both countries 
advance, the distances between urban and rural, 

Table 4. Summary of e-business differences between China and India (Data from various sources indi-
cated in text + or _ indicates the degree of difference)

Factor China India Advantage

Regulatory Envi-
ronment

+ focus on consumers + focus on business, but primarily offshoring China

Infrastructure +++ broadband high penetration
+++ mobile 

+ broadband
- mobile

China

Policy ++ central policy is very focused on growth 
throughout China

+ less planning for growth – mostly focused on 
key offshoring centers

China

Culture + literacy >90%
- English & computer (low literacy levels)
- entrepreneurship
- Poverty

- literacy < 60%
+ English and computer (higher literacy levels)
++ entrepreneurship
- Poverty

India

Internet Users 
(2004)

95.8 million (2005 est. 100 million) 18.481 million China

Internet Penetration 
(2004)

7.48% 3.77% China

E-Readiness 54 49 India

Current e-business 
* (2004/5)

$41.99 billion (Chinese source) $150 million China

Expected e-busi-
ness * (2006/7)

$16 billion (non-Chinese source) $550 million China

* As indicated in the text, estimates vary depending on source. These are reported values for both B2B and B2C. B2B is the 
largest portion in both China and India.
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as far as technology and development go, con-
tinue to widen. This disparity between urban and 
rural connectivity may have long range internal 
implications for both countries.

What should other countries, developing and 
developed, learn from the technology experi-
ences of China and India? Can their experiences 
be a guide for development and utilization of the 
Internet and e-business? The answer is yes, with 
the caveat that what has worked for both countries 
will likely need localization and modification 
to work well in individual countries. With that 
caveat, we offer the following observations and 
suggestions:

•	 The Internet is a compelling communica-
tions system that, properly used, can inform 
and educate people in ways that have not been 
possible before. While urban areas benefit 
initially, rural areas can also benefit if the 
proper infrastructure is built.

•	 The Internet can change business models 
through e-business. E-business has the 
potential of unleashing innovative and en-
trepreneurial ways of thinking and doing 
business that will aid in economic develop-
ment.

•	 Landline based Internet models are rapidly 
being overtaken by mobile Internet con-
nections in developing countries. Mobile 
technology has the potential of allowing 
even more users access to the potential of 
the Internet and e-business.

•	 Developing countries can take advantage of 
the experiences of both developed countries 
and other developing countries as models 
for their own growth.

•	 Governmental policy is an influential driver 
of Internet usage and e-business. Countries 
with a focused policy of infrastructure de-
velopment (e.g., China) will likely outpace 
those with confused and unfocused policies 
(e.g., India). 

•	 Intellectual property protection and the 
rule of law must be enforced for sustained 
development, but has apparently not been 
critical in development during the initial 
stages (e.g., China).
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AbstrAct

This chapter identifies various levels of gover-
nance followed by a focus on the role of informa-
tion technology (IT) governance with reference 
to information security for today’s electronic 
business (e-business) environment. It outlines 
levels of enterprise, corporate, and business 
governance in relation to IT governance before 
integrating the latter with e-business security 
management. E-business has made organisations 
even more reliant on the application of IT while 
exploiting its capabilities for generating business 
advantages. The emergence of and dependence on 
new technologies, like the Internet, have increased 
exposure of businesses to technology-originated 
threats and have created new requirements for 
security management and governance. Previous IT 

governance frameworks, such as those provided by 
the IT Governance Institute, Standards Australia, 
and The National Cyber Security Partnership, have 
not given the connection between IT governance 
and e-business security sufficient attention. The 
proposed model achieves the necessary integration 
through risk management in which the tensions 
between threat reduction and value generation 
activities have to be balanced.

IntroductIon

Governance has gained increasing attention in 
recent years, primarily due to the failures of 
well-known corporations such as Enron®. The 
expectations for improved corporate governance 
have become very noticeable, especially in the 
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United States, where the Sarbanes-Oxley (SOX) 
Act of 2002 aims to restore investor confidence 
in U.S. markets by imposing codes of conduct 
on corporations. The concept of corporate gov-
ernance is much quoted as “the system by which 
companies are directed and controlled” (Cadbury, 
1992, p.15). The corporate governance structure, 
therefore, specifies the distribution of rights and 
responsibilities among different participants in 
the corporation, such as the board of directors 
and management. By doing this, it provides the 
structure by which the company objectives are 
set and the means of attaining those objectives 
and monitoring performance.

Corporate governance includes concerns for 
information technology governance because 
without effective information management, those 
charged with corporate responsibilities would not 
be able to perform effectively. eWeek (2004) make 
the case for IT professionals to take a leading role in 
corporate governance since they have control over 
the processes underpinning governance activities. 
They mention the example of the human resource 
database providing information about employees’ 
compensation which, if the information is properly 
monitored, could provide an early indication of 
malpractice. This means that IT functions need 
to be secure so that “business data is not altered 
by unscrupulous hands” (eWeek, 2004, p. 40).  
With business increasingly utilising modern 
digital technology in a variety of ways, effective 
information security governance has, therefore, 
become a key part of corporate governance. 

In this chapter, the role of corporate gover-
nance in relation to the security of information 
technology and information and communications 
technology (ICT) will be examined. Current 
developments and models such as those offered 
by the IT Governance Institute and Standards 
Australia will be outlined and the current lack of 
model development in extending the governance 
concept to information security in today’s world 
of e-business will be identified and discussed. The 
purpose of the chapter is thus to develop a model 

that aligns IT governance with security manage-
ment in an e-business environment through a 
review of existing approaches and synthesis of 
concepts and principles. 

need For governAnce

The case of Enron® exemplifies the need for ef-
fective corporate governance. Enron®’s downfall 
was brought about, as described in broad terms by 
Zimmerman (2002) in USA TODAY®, by “over-
aggressive strategies, combined with personal 
greed.” He believes that there were two main 
causes for this failure: first, breakdowns caused 
by ignored or flawed ethics, and second, “Board 
of directors failed their governance.” He recom-
mends that in order to keep this from happening 
again, corporate governance should no longer 
be treated as “soft stuff,” but rather as the “hard 
stuff” like product quality and customer service. 
He quotes Business Week® of August 19-26, 2002 
when he concludes that “a company’s viability 
now depends less on making the numbers at any 
cost and more on the integrity and trustworthiness 
of its practices.” In other words, good corporate 
governance. 

The term corporate governance is often used 
synonymously with the term enterprise gover-
nance since they are similar in scope as can be seen 
from the following definitions. They both apply to 
the role and responsibilities of management at the 
highest level in the organisation. An example of a 
framework for enterprise governance is one that 
is provided by the Chartered Institute of Manage-
ment Accountants (CIMA) and the International 
Federation of Accountants (IFAC) (2004): 

[Enterprise governance is] the set of responsi-
bilities and practices exercised by the board and 
executive management with the goal of providing 
strategic direction, ensuring that objectives are 
achieved, ascertaining that risks are managed 
appropriately and verifying that the organization’s 
resources are used responsibly. 
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The term corporate governance is used by the 
Organisation for Economic Co-operation and 
Development (OECD) (Brand & Boonen, 2003) 
and understood to be: 

the system by which business corporations are 
directed and controlled. The corporate governance 
structure	specifies	the	distribution	of	rights	and	
responsibilities, among different participants in 
the corporation such as board, managers, share-
holders and other stakeholders and spells out the 
rules and procedures for  making decisions on 
corporate affairs. By doing this, it also provides 
the structure by which the company objectives are 
set and the means of attaining those objectives and 
monitoring performance. (pp. 15-16)

The above definitions not only reveal common-
ality but also emphasize two dimensions, namely, 
conformance and performance. Conformance 
focuses on structure such as the existence of the 
board and executive management, who in turn 
communicate their perceptions of corporate objec-
tives. Performance, on the other hand, provides 
expectations about the achievement of corporate 
objectives and is associated with activities such 
as risk management, resource utilisation, and 
performance measurement. It could be argued 
that the former has a greater corporate orientation 
as it has a leadership role, unlike the latter that is 
linked to the execution of business activities and 
has more an operational orientation and could be 
termed business governance. 

IT systems contribute to the performance 
dimension of the organisation as they support the 
organisational processes by delivering IT services. 
They are, therefore, most closely linked with the 
business governance component of the above di-
chotomy. However, as IT is increasingly becoming 
an integral part of business, the responsibility for 
IT becomes part of the responsibility of the board 
of directors, and thereby also very much part of the 
conformance aspects of governance. The latter is 
much broader in scope, implying greater strategic 
and diligence responsibilities on the part of the 
board and executive management. 

Figure 1 shows how the enterprise governance 
framework extends to IT governance through the 
influences of corporate and business governance 
as outlined above. The two levels interact with IT 
governance as follows: the key role for corporate 
governance is to provide strategic objectives and 
their monitoring, while business governance pro-
vides control and assessment of the operational 
activities of IT. Both are required to make IT play 
its intended role for the organisation. 

The following section provides a more detailed 
examination of IT governance by examining the 
perspectives of a professional, government, and 
research body. This will explain in more depth 
the interaction between IT governance with the 
higher levels of governance as well as the scope 
of IT governance itself. With regard to the lat-
ter, attention will be given to IT security within 
IT governance in line with the objectives of the 
chapter. 

Figure 1. IT governance and enterprise governance
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It governAnce

Perspectives on IT governance from three sig-
nificant institutions in this field are examined 
below: they are the IT Governance Institute, 
Standards Australia (SA), and National Cyber 
Security Partnership. The analysis focuses on the 
activities of IT governance and the integration 
of IT security in the respective frameworks in 
order to synthesis these views later into a model 
of information security governance.

ITGI® (2001) argued that executives are getting 
more and more dependent on information technol-
ogy to run their businesses. Hence, IT governance 
is defined by the Institute (2003) as: 

the responsibility of the board of directors and 
executive management. It is an integral part of 
enterprise governance and consists of the leader-
ship and organisational structures and processes 
that ensure that the organization’s IT sustains 
and extends the organization’s strategies and 
objectives. (p.10) 

According to ITGI®, IT governance has as 
its main purposes the achievement of strategic 
alignment, value delivery, risk management, and 
performance management. The question of IT 
security is addressed by providing emphasis to 
risk management, as it is realised that with IT’s 
benefits and opportunities comes greater risk. 
Mechanisms, therefore, are required to exercise 
control over the use of IT in order to cope with 
these risks. Risk management is perceived as the 
appropriate management of threats relating to IT, 
addressing the safeguarding of IT assets, disaster 
recovery, and continuity of operations. 

SA (2004), an Australian federal government 
department, recently developed a detailed ap-
proach for ICT governance to guide senior office-
holders in evaluating, directing, and monitoring 
the operations of ICT systems. They defined the 
governance of ICT as: 

the system by which the use of ICT is controlled. 
It involves evaluating and directing the plans 
for the use of ICT to support the organisation 
and monitoring this use to maintain that plan. It 
includes the strategy and policies for using ICT 
within an organisation. (p. 6)

SA identified seven key principles of ICT gov-
ernance, namely establishing clearly understood 
responsibilities for ICT, planning ICT to best 
support the organisation, acquiring ICT in a cost-
beneficial manner, ensuring ICT is of the required 
quality, performs when required, conforms with 
formal rules, and respects human factors. 

The principle “ensure ICT is of the required 
quality” refers to different tasks that are part of 
IT security management, such as ensuring system 
availability and security from attack, theft, and 
misuse of crucial business data. This also includes 
the preparation of disaster recovery plans to ensure 
business continuity. Additionally, it is suggested 
that the organisation is able to monitor and report 
all security breaches, including attacks and fraud. 
Finally, accurate procedures for the measurement 
of the effectiveness of security measures have 
to be in place. SA advocates risk management 
methods for the identification of security risk, 
its evaluation, and mitigation. It is essential for 
the well-being and legal compliance of the or-
ganisation that upper management is informed 
about security risks and their implications while 
making decisions.

The Corporate Governance Task Force of 
the National Cyber Security Partnership (2004) 
argued that although information security is often 
considered a technical issue, it is also a gover-
nance challenge that involves risk management, 
reporting, and accountability and, therefore, 
requires the active engagement of executive 
management. The managerial aspect of security 
management is defined as information security 
governance (ISG), a subset of an organisation’s 
overall governance program. Within ISG, risk 
management, reporting, and accountability are 
considered key policies.
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The National Cyber Security Partnership 
(NCSP) made the topic of IT security contem-
porary by including cyber security for effective 
ISG. It made a number of recommendations for 
the adoption of ISG in the U.S. using the IDEAL 
framework (initiating, diagnosing, establishing, 
acting, and learning). Appendices of the NCSP 
report provide extensive information on functions 
and responsibilities, organisation and processes 
for implementation, and ISG assessment tools.

While the above approaches provide an over-
view of IT governance and an acknowledgment 
of its responsibilities with respect to information 
security, they do not go as far as providing prescrip-
tions on how best to integrate security issues into 
governance. Guidance in this respect is desirable 
as IT security has become more complex with the 
emergence of the e-business phenomenon. 

e-busIness And securIty

E-business has been defined by McKay and 
Marshall (2004) as:

a business that creatively and intelligently utilises 
and exploits the capabilities of IT and Internet 
technologies	 to	 create	 efficiencies,	 to	 achieve	
effectiveness	gains	such	as	flexibility	and	respon-
siveness, and to create strategic opportunities 
through competitive uses of IT to alter markets 
and industry structures. (p. 5)

This type of business is a development of 
e-commerce, a system that uses the Internet to 
provide a new channel to conduct trade with cus-
tomers and suppliers. Further integration of ICT 
into the business itself enabled value chains to be 
developed with customers and suppliers. Inside 
the organisation, enterprise resource planning 
(ERP) software provided integration with new ap-
plications, such as supply chain management, and 
between existing applications, such as accounting 
and finance. With e-business, organisations have 

become even more dependent on the utilisation of 
ICT to create and maintain business advantages, 
albeit using technologies that are different from 
previous ones (e.g., the Internet). 

The e-business environment can be contrasted 
from the traditional IT environment in three 
major ways (Fink, 2004). First, under the new 
approach, systems are open while previously they 
were considered closed. In other words, globally 
networked systems are more accessible and open 
to attack than systems kept strictly in-house 
without Internet access. Second, assets are now 
more virtual than tangible and more difficult to 
track as networks of cooperating organisations 
emerge. The assets of such organisations largely 
lie in intellectual property rather than in “bricks 
and mortar.” Third, in the past, emphasis was 
placed on developing systems with the objective 
of meeting users’ expectations, while now opera-
tions are critical since organisations are dependent 
on the continued functioning of their IT systems. 
For example, business is lost should the Web site 
on the Internet cease to function and customer 
may never return to the site. 

The new environment has created new sets of 
technological risks. Technological risks, despite 
the name, are largely brought about by the actions 
of humans. They attract the greatest attention 
when brought about maliciously. Methods of at-
tack are numerous and include viruses that can 
be introduced through data obtained from the 
Internet. The opportunity for hacker attacks is 
provided since the Internet enables others shar-
ing the network to penetrate information systems 
in an unauthorised manner. Data and messages 
being forwarded on this network are potentially 
subject to interception and modification while 
being transmitted. Systems themselves can be 
brought down by denial-of-service attacks de-
signed to prevent services requests to specific 
services such as accessing a Web application on 
the Internet. 

In response to these concerns, e-business 
should implement a system of security measures. 
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These measures include those that ensure the 
availability of systems (to prevent system out-
ages), integrity (so that data can be relied upon 
for decision making), confidentiality (to prevent 
unauthorised disclosure of information), and 
authenticity (verifying that users are who they 
claim to be). In addition, an organisation should 
implement broad security approaches, including 
the use of security policy, contingency planning, 
and disaster recovery. These will ensure that the 
e-business continues to operate efficiently and 
effectively. 

modeL For InFormAtIon  
securIty governAnce

The preceding sections provided an overview 
of enterprise governance and highlighted the 
importance of IT governance at the corporate 
(conformance) and business (performance) 
levels. An overview was also provided of three 

perspectives on IT governance itself. The three 
approaches describe IT governance as an execu-
tive management task in which IT activities at 
the highest level are strategically managed in 
order to gain maximum alignment between IT 
and business. At a more operational level, the role 
of IT is perceived to be one of generating value 
for the organisation, ameliorated by the need to 
practice effective risk management in order to 
secure the organisation from new and complex 
technological and human threats. 

This section proposes a model for information 
security governance, shown in  Figure 2. It consists 
of two major components, namely, information 
security governance and e-business security 
management. Within the former are strategic 
high-level processes (e.g., setting objectives) as 
well as lower-level operational processes (e.g., IT 
value delivery) that were identified in previous 
discussions. However, it does not include risk 
management, which performs the special function 
of integrating the two major components as seen 

Figure 2. Integration of IT governance and e-business security management
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in Figure 2. The e-business security management 
component deals with security issues, again at 
a high level (e.g., developing a security policy) 
and at a lower level (e.g., implementing security 
to ensure system availability). 

The approach adopted to develop the above 
model was a methodical and structured one 
since the objective was to achieve overall effec-
tive information security management as part 
of IT governance. The random introduction of 
security software, tools, and techniques is likely 
to be ineffective, as information can not be pro-
tected without considering all the activities that 
impinge on security. The holistic point of view 
that is required is within the broad objectives of 
IT governance, since “IT governance provides 
the processes to develop, direct, and control IT 
resources” (Korac-Kakabadse & Kakabadse, 
2001, p. 1). Therefore, effective IT governance 
processes and mechanisms are seen as the enablers 
of a structured approach to IT management and 
thus are a precondition to effective information 
security governance for e-business.

It governance

At the highest level, IT governance does not differ 
from what would be expected to take place within 
enterprise governance. The governance process 
starts with setting objectives for the enterprise’s 
IT, thereby providing the initial direction. From 
then on, a continuous loop is established for mea-
suring IT performance, comparing outcomes to 
objectives, and providing redirection of activities 
where necessary and a change to objectives where 
appropriate. To be effective, an iterative process 
is most appropriate (ITGI®, 2003).

At the more detailed level, the key missions 
of IT need to be accomplished. The IT Gover-
nance Institute (2003) states that the purpose of 
IT governance is to direct IT endeavours and to 
ensure that IT’s performance meets the following 
objectives: strategic alignment, value delivery, 
risk management, and performance measurement. 

Strategic alignment refers to the leveraging of 
IT into business activities, while value delivery 
is the exploitation of business opportunities and 
the maximization of benefits by the use of IT. 
The two activities are closely connected (ITGI®, 
2003), since benefits will emerge if IT is suc-
cessfully leveraged into business activities. The 
performance of IT has to be managed according 
the motto “What you can not measure, you can 
not manage,” and hence a system of performance 
measurement metrics is required. 

As discussed in a later section, risk manage-
ment plays a significant integrating role in the 
proposed model, as shown in Figure 2. Basically, 
risk management integrates the management of 
security measures in the governance processes of 
an organisation, and consequently it can be seen 
as the connecting link between IT governance 
and e-business security management.

e-business security management

To mitigate risk at the highest level requires the 
establishment of an information security policy, 
contingency planning, and the development of a 
disaster recovery plan (Hong, Chi, Chao, & Tang, 
2003). The purpose of a security policy is to articu-
late management’s expectations of good security 
throughout the organisation. Polices should be 
achievable and encourage employees to follow 
them rather than viewing them as another odious 
task to be performed. Contingency planning and 
the disaster recovery plan should prevent an IT 
disaster from becoming catastrophic. The latter 
ensures that there is an arrangement to resume 
normal operations within a defined period of time 
after a disaster has struck. 

Underpinning the high-level management 
approach is a system of security measures that 
should ensure that the organisation’s assets — par-
ticularly its information — are protected against 
loss, misuse, disclosure, or damage (ITGI®, 2001). 
More specifically, Braithwaite (2002) states: 
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E-business security represents an accumulation 
and consolidation of information processing 
threats that identify the need to protect the integrity 
and	confidentiality	of	information	and	the	need	to	
secure the underlying support technologies used 
in the gathering, storage, processing, and delivery 
of that information. (p. 1)

Measures are required to assure high levels of 
availability, integrity, confidentiality and authen-
ticity of business critical information (Halliday, 
Badenhorst, & v. Solms, 1996). 

• Availability: this implies a number of 
requirements, such as ensuring continuing 
access to systems by users and the continued 
operation of the systems. The use of a fire-
wall gateway will ensure that the internal, 
trusted systems are secured from attacks 
originating in outside, untrusted systems. 

• Integrity: measures to ensure the com-
pleteness and unaltered form of data be-
ing processed in the organisation. Strong 
organisational controls, such as the hiring 
of competent staff and their supervision, 
and application controls, such as reconcil-
ing balances between different business 
applications as transactions are processed, 
are required. 

• Confidentiality: this ensures that data can 
be read only by authorized people. In an 
e-business environment, all sensitive and 
confidential data should be encrypted while 
it is being transmitted over networks and as 
it is stored in the organisation’s databases. 

• Authenticity: e-business systems enable 
participants of the extended organisation 
(like suppliers, employees and customers) 
to be connected (Rodger, Yen, & Chou, 
2002). User identification and authentica-
tion via digital signatures and certificates 
are therefore a specific requirement for this 
networked business environment (Wright, 
2001). 

When aligning governance with security, a 
number of issues emerge. They essentially focus on 
incorporating governance practices into security 
via effective risk management and reconciling 
the conflicting objectives of value delivery and 
security. 

risk management

As observed in the preceding discussions, ef-
fective risk management is a key objective of IT 
governance (ITGI®, 2004; Standards Australia, 
2004) and is required to minimise the IT risks 
associated with operating an e-business. In the 
proposed model, it can furthermore be seen as an 
integrating force, linking IT governance processes 
with e-business security management. It can also 
be viewed as a way of integrating security into the 
processes of an organisation — an important but 
also a very challenging task (McAdams, 2004).

Greenstein and Vasarhelyi (2002, p. 251) define 
risk as “the possibility of loss or injury” and risk 
management as a methodology, which assesses 
first “the potential of future events that can cause 
adverse affects,” and second, the implementation 
of strategies that mitigate these risks in a cost-ef-
ficient way. Eloff, Labuschagne, and Badenhorst 
(1993) propose a risk management life cycle and 
define it as a process of risk identification, analysis, 
assessment, resolution, and monitoring. 

The elements of the traditional risk manage-
ment life cycle are important for e-business, but 
due to e-business’ inherent needs for flexibility 
and responsiveness (e.g., to react to emerging 
customer demands), an ongoing and more dynamic 
risk management approach is required (Mann, 
2004). This implies the capability to quickly 
adapt IT structures, including security, to busi-
ness conditions while being able to adequately 
monitor the changing risk environment. Further-
more, Internet-based technologies are subject to 
rapid change in an increasingly complex threat 
landscape. This may require the deployment of 
a real-time risk management approach in which 
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risks are identified and reported as transactions 
are processed in real-time (see Labuschagne & 
Eloff, 2000). 

Fink (2004) reviewed existing risk manage-
ment methodologies as to their suitability for 
the Internet environment and found significant 
shortcomings among some well-known products. 
He recommended that an effective methodology 
should be able to meet the following criteria:

• Comprehensive: the methodology must 
cover both the technological (e.g., Internet) 
and business (trading partners) scenarios of 
an e-business. 

• Inclusive: the methodology must cover all 
types of assets (physical and virtual) and all 
types of vulnerabilities and threats that can 
be encountered in an e-business environ-
ment.

• Flexible: it must offer a variety of techniques 
(quantitative and qualitative) that can be ap-
plied across all types of e-business models 
(e.g., supply chain management, ERP).

• Relevant: the application of the methodology 
should lead to the identification and success-
ful implementation of security measures 
relevant to e-business (e.g., digital signatures 
and certificates for trading partners). 

A key aspect of risk management is making 
trade-offs. For example, the greater the desired 
level of security, the more administration and 
control are required and the greater the tendency to 
reduce the ability to access data and information. 
Consequently, more security comes along with an 
increased cost and a reduction in the initiatives 
that employees are allowed to use in creating op-
portunities for their organisation. Hence, e-busi-
ness security might conflict with the objective of 
value delivery in IT governance.

Some, however, have argued that security 
can be seen as value itself. McAdams (2004, p. 
38), for example, states that “an organization 
could embrace security as a core value much 

like customer service rather than merely as an 
adjunct support activity.” Indeed, the previously 
discussed objectives of e-business security man-
agement (availability, confidentiality, integrity, 
and authenticity) are connected with positive 
outcomes for the organisation. However, the 
value resulting from security measures is finite, 
as eventually additional efforts for security are not 
rewarded with additional value for the business. 
Hence, it is important to determine the required 
level of security during risk management so as 
to ensure that costs of security are balanced by 
resultant benefits. 

In practice, this task is difficult, as the cost of 
security is either unknown or difficult to measure. 
This problem is demonstrated by a recent study 
of Forrester Research (2004). The survey “How 
much security is enough” was conducted in August 
2003 among 50 security executives at organisa-
tions with more than $1 billion in revenue. The 
results are illustrative of the problem: 40% of the 
respondents stated that their organisation’s secu-
rity spending was improperly focused, and 42% 
stated that it was inadequate for 2003. However, 
60% of respondents said that they did not even 
know how much security incidents cost their 
businesses every year. Thus, determining the 
right level of security is difficult but crucial in 
order to achieve benefits from IT while adequately 
managing security. 

guIdeLInes For  
ImPLementAtIon

While the above discussions provide the theo-
retical background and rational for the proposed 
information security model, this section provides 
guidelines for the organisation on how such a 
model can best be implemented. 

• A clear understanding needs to exist within 
the organisation on the responsibilities of 
governance at the enterprise level and how 
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IT governance integrates into this. The ap-
proach recommended for the information 
security model is two-pronged, namely, 
ensuring conformance via corporate gov-
ernance and performance through business 
governance. 

• For an e-business, information security 
has become an important consideration. 
The organisation has to understand the 
nature and significance of current and pos-
sible future threats and risks as well as the 
counter measures that are available to an 
e-business. Risk in this environment can 
be of a business nature (e.g., unresponsive 
trading partners) and technological nature 
(e.g., malicious attacks via the Internet). 
Risk is complex and specialist advice may 
be required from professionals such as IT 
security analysts and IT auditors. 

• Risk management plays the key role in 
balancing what appears to be conflicting 
objectives when applying ICT, namely, 
value realisation and security. A suitable 
risk management methodology needs to be 
acquired that recognises these two compet-
ing functions of ICT and takes into account 
the characteristics of e-business. The criteria 
for such a methodology were outlined in an 
earlier section.

• A program of education to raise competence 
and awareness should be implemented across 
all levels of management to ensure that 
the requirements for effective information 
security governance are well understood. 
Such a program should be delivered in 
stages, as the concepts are complex, and 
regularly reviewed in response to changes 
in technology and the business environment. 
By being systematic and structured, organic 
management behaviour is encouraged.

• It is recommended that an adaptable and 
flexible attitude be adopted during imple-
mentation in that the model needs to integrate 
into the existing ICT, and  organisational and 

management structures. Current organisa-
tional culture and resource constraints need 
to be taken into account to achieve the best 
fit possible and to manage any resistance 
to change successfully. For example, a new 
ethos in support of governance may have to 
emerge. 

• Lastly, implementation progress should be 
reviewed and monitored on a regular basis 
applying the well accepted feedback loop. 
It is recommended that a project sponsor 
from senior management be identified to 
guide implementation and to ensure that 
the model receives strong commitment from 
executive management. 

concLusIon

This chapter has shown the need for governance 
and suggested a concept for the integration of IT 
governance with enterprise governance. It then 
identified three major approaches to IT governance 
and their management of IT security. The latter 
was shown to be critical for the operation of an 
e-business. Hence, a framework was developed 
in which IT governance and e-business security 
operate together in an integrated, structured, yet 
holistic manner. The proposed model recognises 
that IT governance aims to optimise the value 
delivery of ICT while e-business security ensures 
that identified risks are controlled in an efficient 
manner. This model emphasizes the importance 
of risk management as the method that links IT 
governance and e-business security and thereby 
resolves the often conflicting objectives of security 
and value delivery.
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AbstrAct

This chapter develops a security blueprint for an 
e-business environment taking advantage of the 
three-tiered e-business architecture. This secu-
rity blueprint suggests best practices in general. 
It involves (1) security control by layers—from 
physical access, to network communication, to 
operating systems, to applications, and (2) dif-
ferent stages of the management process, includ-
ing planning, deployment, administration, and 
auditing. Also reported is a case study of the 
implementation of the proposed security blueprint 
in a Singapore multinational corporation. Such 
issues as security control analysis, management 
process analysis, and cost-benefits analysis are 
discussed in detail.

IntroductIon

The Internet has created huge opportunities 
for new companies and new business for those 
established organizations formerly bound by a 
saturated market. E-business is defined as the 
conduction of business with the assistance of tele-
communications and telecommunication-based 
tools, mainly over the Internet (Clarke 1999), 
including business-to-business (B2B), business-
to-customer (B2C), and intra-organizational com-
merce (Siau & Davis, 2000). Security is essential 
and very critical to e-business applications. The 
importance of information privacy to e-business 
has been recognized for some time (Agre & Ro-
tenberg, 1997; Bingi, Mir, & Khamalah, 2000; 
Lichtenstein & Swatman, 2001), with the Gartner 
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Group (2002) nominating information privacy 
as the greatest impediment to consumer-based 
e-business through 2006. 

However, when building up a secure environ-
ment for e-business applications, there are no 
industry standards for people to follow on their 
design or implementation jobs. All that can be 
referred is from the security product manufac-
turers and system integrators. The truth is that 
security systems can only provide a certain 
level of protection to an e-business environment. 
Therefore, security protection must be in place 
at different layers, and the management process 
must be carried out at different stages. From the 
authors’ viewpoint, security is not a by-product; 
it is a combination of managing technologies and 
security processes, rather than “put the firewall 
here, put the intrusion detection system there.” 

This chapter develops a security blueprint for 
a typical e-business environment based on the 
discussion of the major components in three-tiered 
e-business architecture. This security blueprint 
includes general security control layered from 
physical access, network communication, operat-
ing system, to application; and security manage-
ment processes staged from planning, deployment, 
administration, to auditing. 

tyPIcAL e-busIness envIronment

Originally, business computing was carried out 
as a point task, without any real concept of a net-
worked operation. All the business processes are 
run on a single platform or single tier. Later, many 
systems evolved to a two-tiered approach, also 
known as client/server architecture, where most 
of the business process runs on the server and the 
client is mainly concerned with presentation and 
only holds a limited amount of user-specific data. 
Today, more and more e-business applications are 
deployed as a three-tiered architecture owing to 
its increased performance, flexibility, maintain-
ability, reusability, and scalability, while hiding 

the complexity of distributed processing from 
the user. After this, things get more complicated, 
with additional applications running in different 
tiers, which is so-called multi-tiered architecture. 
However, multi-tiered architectures have arisen 
not necessarily because great thought was given 
to this choice of architecture; in truth, they are 
more the result of trying to make the best of what 
was there. 

This section will describe a typical three-tier 
e-business environment and identify the major 
components from system architecture perspec-
tives.

three-tier e-business Architecture

When it comes to an e-business environment, 
usually, these three tiers (layers) can be described 
as the presentation layer, business logic layer, and 
data layer. These tiers are logical, not physical. 
One machine can run several business tiers and 
tiers can be distributed across several machines. 
A typical three-tiered e-business architecture is 
shown in Figure. 1.

major components in an e-business 
environment

In the three-tiered e-business architecture, 
the major components can be identified as a Web 
browser, a Web server, an application server, a 
database server, an AAA/directory service, a 
corporate network, and the Internet, as illustrated 
in Figure 2. 

A securIty bLuePrInt

A secure e-business environment must prevent 
most attacks from successfully affecting valuable 
e-business resources. While being secure, the e-
business environment must continue to provide 
critical services that users expect. Proper security 
and good functionality can be provided at the same 
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Major Components in an E-Business Environment

In the three-tiered e-business architecture, the major components can be identified as a
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service, a corporate network, and the Internet, as illustrated in Figure 2.
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time. A secure e-business environment must also 
be resilient and scalable. 

This section will develop a security blueprint 
for an e-business environment based on a three-
tiered e-business architecture and major compo-
nents described in the previous section. 

security blueprint overview

This security blueprint emulates as closely as 
possible the functional requirements of the 
typical e-business environment discussed in the 

previous section, which can help people to build 
or maintain a secure e-business environment for 
e-business applications.

As illustrated in Figure 3, this security blue-
print consists of four security control layers, start-
ing from physical access, network communication, 
operating system, to application. As part of this 
security blueprint, to maintain a secure e-business 
environment, the major security management 
processes included and staged are planning, de-
ployment, administration, and auditing. 

Figure 1. A typical e-business environment
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security control Layers

As part of the security blueprint for e-business 
environment, the security control layers cover all 
major components identified in a typical three-
tiered e-business environment, including physi-
cal access, network communication, operating 
system, and application layer.

Physical Access Layer

The security control for physical access is an 
extremely important part of keeping all sensi-
tive devices and data secure in an e-business 
environment. In the typical e-business environ-
ment discussed previously, all components of the 
business logic layer and data layer are considered 
as critical devices from a security perspective, as 

illustrated in the Table 1. It is necessary to put all 
critical devices into a separate space (data center, 
computer room, and even server racks) and main-
tain very strict control over who can enter it, then 
use card key or keypad systems, log books, and 
human security to limit unauthorized access.

Network Communication Layer

The corporate network and the Internet are the 
major components that fall into this layer, as il-
lustrated in Table 1. These components perform 
specific roles in an e-business environment, and 
thus they have specific security requirements. 
Network attacks are among the most difficult 
attacks to deal with because they typically take 
advantage of an intrinsic characteristic of the 
way the corporate network operates. Hence, most 

Figure 3. Security blueprint overview
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A Security Blueprint

A secure e-business environment must prevent most attacks from successfully affecting
valuable e-business resources. While being secure, the e-business environment must
continue to provide critical services that users expect. Proper security and good
functionality can be provided at the same time. A secure e-business environment must
also be resilient and scalable.
This section will develop a security blueprint for an e-business environment based on
a three-tiered e-business architecture and major components described in the previous
section.

Security Blueprint Overview

This security blueprint emulates as closely as possible the functional requirements of
the typical e-business environment discussed in the previous section, which can help
people to build or maintain a secure e-business environment for e-business applications.
As illustrated in Figure 3, this security blueprint consists of four security control layers,
starting from physical access, network communication, operating system, to application.
As part of this security blueprint, to maintain a secure e-business environment, the major
security management processes included and staged are planning, deployment, admin-
istration, and auditing.

Security Control Layers

As part of the security blueprint for e-business environment, the security control layers
cover all major components identified in a typical three-tiered e-business environment,
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security technologies are applied at this layer to 
analyze the network traffic and eliminate mali-
cious threats, including router access control, 
switch access control, firewall, intrusion detection 
system, virus detection system, virtual private 
network, and secure sockets layer.

Operating System Layer

As the most likely target during an attack, the 
operating system layer presents some of the most 
difficult challenges in an e-business environment 
from a security perspective. In a typical e-busi-
ness environment, the major components, such as 
the Web browser, Web server, application server, 
database server, and AAA/directory service, are 
all running on top of various operating systems 
like Unix, Linux, Windows, and the like, as il-
lustrated in the Table 1.

Meanwhile, for various reasons, these operat-
ing systems provide strong functionality to support 
different application services while numerous 
system holes or bugs remain. Because of this 
vulnerability, operating systems are the most 
frequently attacked components in an e-business 
environment. 

To secure these operating systems, careful 
attention must be paid to each of the components 
in the e-business environment. Here are two im-
portant guidelines to reinforce operating system 
layer: (1) keep any operating system up-to-date 
with the latest patches, fixes, and so forth; and 
(2) lock down any operating system by disabling 
unwanted service. 

Application Layer

Most components of a typical e-business envi-
ronment, such as a Web browser, Web server, 
application server, database server, and AAA/di-
rectory service, fall into this layer, as illustrated 
in the Table 1.

As we know, applications are coded by hu-
man beings (mostly) and, as such, are subject to 

numerous errors. These errors can be benign (e.g., 
an error that causes a document to print incor-
rectly) or malignant (e.g., an error that makes the 
credit card numbers on a database server avail-
able via an anonymous FTP). It is the malignant 
problems, as well as other more general security 
vulnerabilities, that need careful attention. Similar 
to the operating system layer, care needs to be 
taken to ensure that all applications within an 
e-business environment are up-to-date with the 
latest security fixes. 

management Process stages

To maintain a secure e-business environment, 
numerous security management processes of the 
daily operations of e-businesses are involved. As 
part of the security blueprint for an e-business en-
vironment, the management processes have been 
organized into four stages, planning, deployment, 
administration, and auditing. 

Planning Stage

The most important stage of security management 
is planning. It is not possible to plan for security, 
unless a full risk assessment has been performed. 
Security planning involves three processes: asset 
identification, risk assessment, and action plan-
ning, as illustrated in Figure 4. 

Asset identification is used to identify all the 
targets of the actual e-business environment. Risk 
assessment is used to analyze the risks for each 
asset and determine the category of the cause of 
the risk (natural disaster risk, intentional risk, 
or unintentional risk). Action planning is used 
to describe the security guidelines and present a 
security architecture using the enabling security 
technologies.

Deployment Stage

The deployment stage is relatively simpler than 
the planning stage. At this stage, the action plan 
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Figure 4. Processes at the planning stage

Figure 5. Processes at the deployment stage

Figure 6. Processes at the administration stage

Figure 7. Processes at the auditing stage
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risk). Action planning is used to describe the security guidelines and present a security
architecture using the enabling security technologies.

Deployment Stage

 The deployment stage is relatively simpler than the planning stage. At this stage, the
action plan developed at planning stage will be implemented accordingly. This stage
includes three key processes: installation, configuration, and testing, as illustrated in
Figure 5.

Administration Stage

 After the deployment stage, a “secure” e-business environment has been built. How-
ever, it is not really secure without a proper security administration. This is true because
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most assets need to be maintained daily to ensure that they have no proven vulnerabili-
ties. In addition, security systems (such as firewall, IDS, antivirus) keep generating alerts,
events, and logs that require adminito strators take necessary actions.
The administration layer consists of four major processes, including daily monitoring,
online blocking, log analysis, and periodic reporting, as illustrated in Figure 6. These
processes are not only applied to security systems, but also to other assets in the actual
e-business environment.

Auditing Stage

 The auditing stage provides the formal examination and review of the established e-
business environment. This layer contains two major processes, periodic auditing and
audit reporting, as illustrated in Figure 7. These processes can be carried on by either
internal staff or external parties. In an e-business environment, an annual security audit
conducted by external party is recommended.

Figure 6. Processes at the administration stage

Figure 7. Processes at the auditing stage
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developed at planning stage will be implemented 
accordingly. This stage includes three key pro-
cesses: installation, configuration, and testing, as 
illustrated in Figure 5. 

Administration Stage

After the deployment stage, a “secure” e-business 
environment has been built. However, it is not 
really secure without a proper security admin-
istration. This is true because most assets need 
to be maintained daily to ensure that they have 
no proven vulnerabilities. In addition, security 
systems (such as firewall, IDS, antivirus) keep 
generating alerts, events, and logs that require 
adminito strators take necessary actions. 

The administration layer consists of four ma-
jor processes, including daily monitoring, online 
blocking, log analysis, and periodic reporting, as 
illustrated in Figure 6. These processes are not 
only applied to security systems, but also to other 
assets in the actual e-business environment.

Auditing Stage

The auditing stage provides the formal exami-
nation and review of the established e-business 
environment. This layer contains two major 
processes, periodic auditing and audit reporting, 
as illustrated in Figure 7. These processes can 
be carried on by either internal staff or external 
parties. In an e-business environment, an annual 
security audit conducted by external party is 
recommended.

cAse study

Company XYZ, with its operational headquarters 
in Singapore and branch offices in the U.S., Japan, 
India, Thailand, Malaysia, and Hong Kong, is a 
telecommunications service provider that  provides 
end-to-end networking and managed services to 
multinational corporations (MNC) and small and 
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medium enterprises (SME) across Asia. 
The company has points-of-presence (POP) 

located in 17 cities across 14 countries. Technical 
support is available 24 hours a day and 7 days a 
week. The company has built an Internet data 
center (iDC) in Singapore to provide e-business 
hosting services as part of its managed services. 
Of course, its own e-business applications, such 
as customer portal system, billing system, and 
trouble ticketing system, are running on this 
iDC as well.

This section will discuss the applicability of the 
developed security blueprint using the Singapore-
based MNC company as a case study. 

established e-business  
environment

An Internet data center is defined as a service 
provider offering server outsourcing, hosting, and 
collocation services, as well as IP and broadband 
connectivity, virtual private networks (VPNs), and 
other network and transport services. It needs to 
be physically secure against physical intrusions 
and equipped with fire suppression, uninterrupted 
power supply, and disaster recovery systems. 

As a telcom provider and managed services 
provider, the company’s iDC has a complex 
architecture and multiple functions. However, 
the authors just intend to discuss the environ-
ment related to e-business hosting service in this 
chapter. The simplified e-business environment 
is shown in Figure 8. This established e-business 
environment is mainly made up of core routers 
(two Cisco 7513 routers), distribution switches 
(two Cisco Catalyst 6509 switches), firewalls, 
access switches, and other necessary devices. All 
those critical devices are configured as duplex 
to provide redundancy to ensure the continuous 
operations of e-business applications. 

The corporate LAN of this company is con-
nected into distribution switches, thus allowing 
internal staff to access the company’s e-business 
applications such as the customer portal, billing 

system, and trouble ticketing system for daily jobs. 
Putting these e-business applications into iDC 
will take advantage of the established e-business 
environment while saving money on the security 
protection for the corporate network.

security control Analysis

Applying security control to the e-business envi-
ronment is critical for building a trust relationship 
between e-business owners and the company. 

Physical Access Layer

In order to prevent unauthorized people from 
getting into the company’s iDC, which keeps 
all the network devices, application servers and 
important data, the company has implemented 
very strict physical access control systems, in-
cluding biometrics HandKey II system, access 
card control system, lifetime CCTV recorder 
system, multi-level password restriction, central-
ized UPS system, and standby power generator. 
Besides these systems, the iDC is also monitored 
by on-shift engineers all the time. In addition, all 
equipment (network devices and hosts) are put into 
server racks and locked, while all network cables 
are put under the floating floor or within server 
racks. Authorized personnel must sign in and out 
at memo books to obtain the rack keys.

Additionally, to protect the data backup against 
fire, theft, and other natural risks, the company 
has an agreement with another managed service 
provider for off-site backup, which allows both 
companies to store data backup media for each 
other. The data backup media will be duplicated 
monthly.

Network Communication Layer

As most attacks come from the Internet and 
corporate network, the company has employed 
industry-standard security systems in place to 
eliminate risks at the network communication 
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layer. These include firewall cluster, gateway 
antivirus cluster, intrusion detection system (IDS), 
AAA system, reverse Telnet access, and VPN 
access. In addition to the security systems, all 
network devices including routers and switches 
are locked down, and access control list (ACL) 
is applied for better security control. 

All network devices and hosts are also con-
figured to send simple network management 

protocol (SNMP) traps and logs to HP OpenView 
and NetCool systems for monitoring purpose. HP 
OpenView shows a graphic diagram of the health 
status of the e-business environment, while Net-
Cool collects all logs and SNMP traps from net-
work devices and hosts. On-shift engineers keep 
monitoring this information to ensure the network 
health and security protection is in place.

Figure 8. A case study for security blueprint
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Physical Access Layer

In order to prevent unauthorized people from getting into the company’s iDC, which
keeps all the network devices, application servers and important data, the company has
implemented very strict physical access control systems, including biometrics HandKey
II system, access card control system, lifetime CCTV recorder system, multi-level
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Operating System Layer

The company uses various operating systems to 
implement its services, such as SUN Solaris, HP-
UX, and Windows NT/2000. As required by the 
corporate security policy, all operating systems 
must be hardened and kept updated with the latest 
security patches from their manufacturers. 

Application Layer

The security control for this layer is mainly to 
keep security patches and service packs for com-
mercial applications up-to-date (for example, 
CheckPoint Firewall-1 service pack 6, Radiator 
RADIUS patches, virus pattern for TrendMicro 
InterScan Viruswall, attack signature for RealSe-
cure IDS, etc.).

For customized e-business applications, such 
as a customer portal system, billing system, and 
trouble ticketing system, the software develop-
ment team is responsible to review program 
logics and coding to avoid any system holes and 
backdoors.

management Processes Analysis

In addition to the four layers of security control im-
plemented at iDC, the company has also installed 
security management processes to continuously 
maintain a secure e-business environment. A secu-
rity team has been formed by the engineers from 
different departments (IT, network operations, 
network planning, and software development) and 
is led by a security specialist who reports directly 
to the chief	technology	officer (CTO). 

This section discusses the related security 
management processes in the established e-busi-
ness environment using a real e-business appli-
cation—a Web-based trouble ticketing system  
(TTS).

The TTS enables customers to report fault 
and check status online, and allows engineers 
to enter the troubleshooting progress and sales 

to understand the troubleshooting procedure. 
It couples with the customer portal and billing 
system  to provide a single-point solution to cor-
porate customers. The TTS consists of one Web 
server, one application server, and one database 
server. Both the Web server and the application 
server are running at one physical server box, 
while the database server is running at another 
server box. 

Planning Stage

Three processes are executed at this stage, in-
cluding asset identification, risk assessment, and 
action planning. 

When running the asset identification process, 
the major assets for TTS will be identified as 
follows: Web and application server, database 
server, and TTS data.

Following the risk assessment process, the 
major risks to those identified assets are listed as 
follows: physical attack to the server boxes and 
network devices; network attack to the operating 
systems, Web server, application server, database 
server, and TTS application; and attack or damage 
to the TTS data either physical or remotely.

Once the above asset and risks have been 
identified, the following actions are developed to 
eliminate those risks to the assets: (1) physically 
locate those server boxes and network devices into 
iDC and lock them to server racks; (2) deploy the 
Web and application server boxes according to the  
database segment; (3) utilize the firewall cluster 
to block most remote attacks with certain firewall 
policies; (4) utilize each IDS sensor located at 
distribution switches to monitor potential attacks 
and intruders; (5) utilize the gateway antivirus 
cluster to scan and clean viruses contained in 
HTTP traffic; (6) lock down the operating system 
for Web and application server boxes and allow 
only Web and application services to run; (7) lock 
down the operating system for the database server 
boxes and allow only database services to run; (8) 
examine the TTS program code to prevent any 
system holes and back doors.
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Deployment Stage

Following the action planning, the installation 
process will be carried out to setup physically 
all server boxes and access switches if any, and 
install the operation system and software such 
as Web server, application server, oracle server, 
and TTS application. The configuration process 
will go through the lock-down procedures for 
operation system and application software, and 
tunes up parameters for better performance. 
Sometimes, since misconfiguration may cause 
more risks and even bring the server down and 
crash application services, the testing process will 
ensure that deployment is in compliance with the 
action plan.

Administration Stage

The security team coupled with the on-shift opera-
tion team carries out all processes defined at this 
stage at any time. Daily monitoring includes the 
following tasks: network diagram view from HP 
OpenView, SNMP traps from NetCool, firewall 
console, IDS console, antivirus console, and 
syslog window.

Online blocking will be carried out once a re-
mote attack has been identified. The security team 
will do the log analysis every day and generate 
security reports every week and every month. 

Auditing Stage

The security team will carry out an internal audit 
every half year to determine the effectiveness 
of existing security controls, watch for system 
misuse or abuse by users, verify compliance 
with corporate security policies, validate that 
documented procedures are followed, and so 
on. An audit report will be generated after the 
auditing and given to management for review 
and further action. 

Cost-Benefit Analysis

The cost of  building a secure e-business environ-
ment involves not only the one-time hardware/
software/project expenses but also the recurring 
cost for users, operations, and ongoing changes. 
For the company’s established e-business environ-
ment, the cost analysis can be done via four areas, 
including iDC features, security systems, network 
and communications, and maintenance staff.

The physical construction, including a floating 
floor, CCTV camera system, biometrics handkey 
system, server racks, UPS, and power generator, 
together form the iDC features.

Security systems consist of the firewall clus-
ter, gateway antivirus cluster, IDS console and 
sensors, Cisco VPN concentrator, and various 
monitoring and logging systems.

Network and communication cost refers 
to the expense of the Cisco router 7513, Cisco 
switch 6509, network cabling, Internet bandwidth 
subscription, and access switches for individual 
network segments behind the firewall cluster.

Maintenance staff means internal skilled 
manpower needed to maintain this established 
e-business environment for fulfilling operation 
and security requirements. This mainly refers to 
the company’s security team and on-shift opera-
tion engineer team.

In this study, the acquisition and implementa-
tion cost is a one-time charge and takes a  very 
huge percentage (65%), while expenses for opera-
tion costs and ongoing changes and growth are 
estimated on an annual basis, assuming there 
are no big changes required on the e-business 
environment. Table 2 shows the summarized 
implementation cost and other estimated costs.

Although the cost may be high to SMEs, it is 
indeed cost-effective for large organizations and 
e-business providers, due to the great benefits 
obtained from the secure e-business environment. 
These benefits include shared bandwidth, shared 
security protection, scalability, reliability, and 
total ownership cost saving.
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concLusIon

Building a secure e-business environment is very 
critical to e-business applications. The chapter 
develops a security blueprint for an e-business 
environment based on the analysis of a three-tiered 
architecture and provides general best practices 
for companies to secure their e-business environ-
ments. Also discussed is the applicability of this 
security blueprint based on the case study of a 
Singapore-based MNC. This case study shows 
that the security blueprint for e-business environ-
ment is suitable and cost-effective in particular 
for large companies like multi-national corpora-
tions (MNC). 
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AbstrAct

The emergence of e-business as a viable business 
model is unquestioned and global in its involve-
ment and impact. Further, the value that intel-
lectual property (IP) in the form of trademarks, 
copyrights, and patents plays in that medium of 
doing business impacts businesses, information 
technology (IT) professionals, academics re-
sponsible for IT coursework and programs, and, 
of course, the legal community. This chapter 
reviews these IP types with particular emphasis 
on their relationship and impact on e-business. 
Relevant legal cases are cited and discussed to 
provide additional foundation to the e-business 
community. The chapter also provides appropriate 
recommendations for e-business in light of these 
IP issues, and identifies some possible future 
trends and research issues.

e-busIness Process mAnAgement 
And InteLLectuAL ProPerty:  
Issues And ImPLIcAtIons

The advent of the Information Age has brought 
about a different way of thinking about how in-
formation should be used in both the public and 
private domain. It has also challenged businesses 
to take advantage of information technology (IT) 
in conducting everyday tasks. The introduction 
of the Internet into the business model, that is, 
electronic commerce, has not only provided new 
opportunities and efficiencies for firms, but has 
also posed threats to them. In particular, firms 
are confronting numerous issues that today are 
impacting their intellectual property (IP) assets. 
All of this is truly a new, virtual frontier. However, 
computers and the Internet are presenting new 
and challenging legal questions that may take 
many years to become well-settled points of law. 
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One area of the law that has been dramatically 
affected by computer technology is in the field 
of IP, for example, trademarks, copyrights, and 
patents. Referring to intellectual property, Ghosh 
(2002, pp. 454-455) states that:

The	field	is	hot,	so	to	speak,	and	often	eclipses	other	
more compelling issues in the media and legal 
fora. Intellectual property issues are ubiquitous 
precisely	because	intellectual	property	is	the	final	
frontier. Market economies expand and thrive by 
conquest, and our world has expanded as much 
as it can geographically. Real property, or land-
based systems, offer very few prospects for further 
exploitation. Personal property similarly offers 
few remaining challenges for entrepreneurial 
enterprise….. It is not hard to fathom the impor-
tance of intellectual property in commodifying 
the intangible inputs and outputs of an economy 
based on the selling of services, whether medical, 
legal,	financial,	or	entertainment.

Caught in the middle of these emerging e-
business issues are the IT professionals, for ex-
ample, Webmasters, who create and/or maintain 
a company’s Web site and e-commerce systems. 
They may feel that their technological expertise 
in developing and maintaining Web sites is their 
only responsibility, that is, any social, political, or 
legal issues are not their concern. Consequently, 
Webmasters not only have no noticeable knowl-
edge regarding the applicable IP laws, they also 

have a large dose of disdain for them (Kamarck, 
1999). They believe that their job is to drive users 
to a corporate Web site efficiently and effectively, 
and without any knowledge of, or belief in, IP 
laws, they can be creative and successful in their 
abilities to do so. Consequently, firms may have 
manipulated the technical aspects of Web-site 
development without regard for the IP rights of 
others (Kamarck, 1999). 

Underscoring the important role played by IT 
professionals today is the nature and amount of 
e-business being conducted today. The U.S. De-
partment of Commerce’s Economics and Statistics 
Administration publishes an annual report about 
the digital economy. Its 2003 report, the latest 
available, indicates that retail e-business activity 
has shown a 28% increase over the second quarter 
of 2002, but that the B2B e-business arena has 
not shown as much improvement and has fallen 
short of expectations (Digital Economy, 2003). At 
the same time, as shown in Figure 1, the rise in 
e-commerce-related lawsuits from 1995 to 2005, 
comprising trademark, patent, and copyright 
litigation, attests to the apparent lack of knowl-
edge of IP law by either firms or Webmasters. As 
shown, the number of Internet-related lawsuits is 
increasing dramatically, which should be a cause 
of concern for organizations and information 
technology (IT) researchers who are investigating 
various e-commerce issues today.

Figure 1. E-commerce-related IP lawsuits, 1994-2004
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The overall purpose of this chapter is to pro-
vide an awareness of the relationship between 
e-business and IP for IT professionals and others, 
including business professionals. In doing so, we 
hope that many readers may have an increased 
awareness of the importance of these issues that 
impact business professionals, IT professionals, 
and many in the academic community.  We will 
define the law dealing with the three areas of 
protection covered in the chapter–trademarks, 
copyrights, and patents. We will also integrate 
how these forms of IP relate to e-business. It is 
important to understand just why these forms of 
IP are an important area of consideration involving 
today’s e-commerce.  The chapter will conclude 
with areas of suggested research appropriate for 
academic researchers, and our assessment of 
some future trends involving IP and e-business. 
For further support, the chapter will cite relevant 
court cases involving IP and e-business.

InteLLectuAL ProPerty LAw: 
trAdemArks, coPyrIghts, And 
PAtents

Intellectual property is a broad area of the law 
related to protecting ideas, concepts, and prod-
ucts. For purposes of this chapter, the relevant 
topics addressed will be limited to trademarks, 
copyrights, and patents.

trademarks

Today, trademarks are used by businesses to dis-
tinguish themselves from their competition. They 
are also used to protect commercial goodwill, 
and could be regarded as an intangible benefit. 
Intangible benefits may have direct organizational 
benefits, but cannot be easily measured in dollars 
or with certainty. The reputation of a firm is too 
valuable to risk misunderstanding what trade-
marks are and how to use them to preserve legal 
rights in them. The importance of trademarks to 

current business practice is undisputed. Perhaps 
Field said it best when he stated that, “Assuming 
that its owners are not the type to write their 
name in chalk on the company truck, no busi-
ness is small enough that it can afford to ignore 
trademarks” (Field, 2000).

Trademark rights exist at common law and are 
recognized and enforced by most states. The U.S. 
Congress recognized these rights and extended 
them by way of federal statute; this source of 
trademark rights has become predominant in 
the U.S. (15 U.S.C. §§1051, 1988). This statute, 
commonly known as the Lanham Act, provides a 
national registry for trademarks that carries with it 
national protection for registered marks (15 U.S.C. 
§§1114, 1988). Once registered, the trademark is 
valid for 10 years and may be renewed for like 
periods as long as the mark is in constant use. 
Failure to use the mark can result in the loss of 
the rights in the mark.

The fundamental purpose for the trademark 
statute is to protect the public against misidentifi-
cation of a product or service so that there is little 
likelihood of confusion as to the manufacturer of 
a product. The statute also protects a trademark 
owner, who generally has made a substantial 
investment in the promotion of the product or 
service being placed in the marketplace, from 
its misappropriation by competitors. Under this 
statute, trademark holders can sue for trademark 
infringement if they can show that they possess 
a protectable mark. Protectability is generally a 
function of the strength of a mark and the likeli-
hood of confusion in the marketplace. 

A trademark can be viewed as any word, 
phrase, symbol, design, sound, smell, color, or 
product structure that is adopted and used by a 
business to identify and distinguish its products 
and/or services (Guillot, 2000). Trademarks can 
be considered synonymous to brand names, and 
are determined to be important intellectual prop-
erties that distinguish one company’s products or 
services from another’s. In addition to trademarks, 
there are service marks; technically, a trademark 
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is a symbol used to identify a specific source of 
goods, while a service mark is used to identify a 
service. Such “marks” are denoted as any symbol 
that can be legally used by only one organiza-
tion or a group of legally related organizations. 
Whatever types of “marks” are used, they en-
able consumers to look for, or avoid, products or 
services that are marketed under those names or 
symbols (Field, 2000). 

When consumers perceive a name, symbol, 
and so forth, to be associated with a product or 
service as indicative of its source, then that name, 
symbol, and so forth, is entitled to legal protec-
tion as a trademark. It would not serve consumer 
interests if businesses could duplicate a product 
or service but not identify it in a manner that the 
consumer would recognize. Field (2000) notes 
that consumers may even create a trademark or 
create a second trademark using a nickname; 
“Coke” was accorded legal protection before the 
company used it.

trademark Applicability to  
e-business

Until the Internet was developed, only companies 
that conducted business on a national or interna-
tional level needed to be concerned about trade-
mark law. If a business was local, there was little 
likelihood of customer confusion with other local 
businesses and, thus, little concern over trademark 
conflicts. Regarding e-commerce, however, there 
is no such thing as a local business, and the names 
of businesses, products, and/or services must be 
given attention to ensure that legal benefits are 
obtained and legal threats are avoided. When a 
company invests heavily in consumer goodwill, it 
needs to understand how to protect its investment. 
More succinctly, a company wishing to ensure 
the viability of its trademarks must ensure that its 
trademarks are not infringed upon by others.

One of the more important areas dealing with 
e-business and trademark infringement pertains 
to domain names. When doing business on the 

Internet, trademark law determines when the 
use of a domain name infringes someone else’s 
trademark. In the recent past, trademark owners 
who desired to use their marks as domain names 
found that the name had already been taken. Fur-
ther, trademark owners found that unauthorized 
parties were using their marks as domain names, 
many times in a deliberate attempt to free ride 
on the goodwill of the mark’s owner (Dueker, 
1996). Others have obtained domain names for 
the purpose of selling them back to a trademark 
owner. With the passing of the Anticybersquat-
ting Consumer Protection Act (ACPA) in 1999, 
a domain name that is the same, or confusingly 
similar to an existing trademark anywhere in the 
U.S., cannot be used for the purpose of selling the 
name back to the mark’s owner (ACPA, 2000). 
Two fundamental rules of trademark law and 
domain names are:

1. Names, logos, or domain names cannot be 
used if they can confuse consumers as to 
the source of goods or services:
• If a domain name is in conflict with 

an existing mark and is likely to cause 
customer confusion, a court could 
force the infringer to relinquish the 
name. Further, if the infringement is 
deemed willful, compensation to the 
mark’s owner for losses and statutory 
damages may be ordered.

2. Names, logos, or domain names cannot be 
used if they invoke a famous product or 
service, even if consumers would not be 
confused.

If a domain name is the same or similar to an 
existing known mark, the owner of the mark may 
file a suit preventing any further use of the domain 
name, even though there is little likelihood that 
consumers would be confused. For example, if a 
marriage counselor decided on the domain name 
withfidelity.com, fidelity.com, the domain name 
of Fidelity brokerage, would probably prohibit the 
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use of the name simply because it causes fidelity.
com to come to mind.

One example emphasizes the importance of 
this point. In September 1998, former Stanford 
University graduate students incorporated the 
search engine, Google, and registered its domain 
name a year later. In December 2000 and January 
2001, Sergey Gridasov of St. Petersburg, Rus-
sia registered the domain names googkle.com, 
ghoogle.com, gfoogle.com and gooigle.com. The 
practice of deliberately misspelling registered 
domain names for the purpose of creating confu-
sion has become known as “typosquatting.” In 
May 2005, Google filed a complaint with The 
National Arbitration Forum, a legal alternate to 
litigating in court, complaining that Gridasov had 
engaged in this practice. Gridasov didn’t respond 
to Google’s complaint, meaning that the arbitrator 
could accept all reasonable allegations as true. 
The arbitrator endorsed Google’s contention that 
the misspelled addresses were part of a sinister 
plot to infect computers with programs, known 
as “malware,” that can lead to recurring system 
crashes, wipe out valuable data, or provide a win-
dow into highly sensitive information.  As a result 
of this decision, the rights to the above referenced 
domain names were transferred to Google.com 
(National Arbitration Forum, 2005).

Trying to piggyback on the popularity of a 
heavily trafficked Web site like Google.com is not 
new. For instance, the address Whitehouse.com 
used to display ads for pornography was a surprise 
for Web surfers looking for Whitehouse.gov, the 
president’s official online channel. Whitehouse.
com now operates as a private Web site that sells 
access to public records.

Besides domain name issues, the selection of 
a trademark should involve serious consideration. 
Just because a business may acquire a domain 
name registration, that does not give it priority in 
obtaining a trademark on that name. The registra-
tion of a domain name on the Internet does not 
override long-established principles of trademark 
law. The utilization of a competitor’s trademark 

in a domain name would likely confuse users 
as to its source or sponsorship, and this form of 
confusion is precisely what the trademark laws 
are designed to prevent.

It is also important to recognize that e-business 
encompasses many dimensions, dimensions that are 
broader than what is often labeled as e-commerce to-
day. For example, in the case of Planned Parenthood 
Federation of America, Inc. vs. Bucci, (Planned 
Parenthood, 1997), the district court found that 
Bucci impeded Planned Parenthood’s ability to 
use its service mark, Planned Parenthood. Bucci, 
a pro-life advocate, registered the domain name 
http://www.plannedparenthood.com and posted 
antiabortion literature on that site. Although 
Bucci did not promote a good or service on that 
site, the court found that Bucci was still engag-
ing in a commercial use of the domain name 
based on the fact that Bucci affected Planned 
Parenthood’s ability to offer its services over the 
Internet. This case illustrates quite emphatically 
the degree/breadth of infringing activities that 
can violate the ACPA. 

copyrights

Basically, copyrights in the U.S. are a collection 
of rights, defined by federal statute, that give 
the copyright owner the exclusive right to do 
or authorize others to do any of the following: 
(1) reproduce the copyrighted work; (2) prepare 
a derivative (adaptation) work based upon the 
copyrighted work; (3) distribute copies of the copy-
righted work to the public by sale or other transfer 
of ownership or by rental, lease, or lending; (4) 
publicly perform the work, (5) publicly display the 
work, and (6) perform a sound recording publicly 
through digital transmission when the copyrighted 
work is a sound recording. See Lipson (2001) and 
Blaise (2005) for additional information regarding 
copyright history and characteristics.

Creations that can be copyrighted comprise: 
literary works; musical works; dramatic works; 
pantomimes and choreographic works; pictorial, 
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graphic, and sculptural works; motion pictures; 
sound recordings; architectural works; and com-
puter software. Copyright has generally been as-
sociated with the “arts” since it has been applied 
to most forms of artistic works, such as plays, 
paintings, novels, poetry, music, and so forth.

Copyrights do not exist in facts, ideas, proce-
dures, processes, systems, methods of operation, 
and so forth, regardless of the form in which they 
are described or embodied. Copyright does not 
protect a blank form or commonplace phrases, 
images, or organizational choices. Essentially, it 
only protects expression–the way an author, art-
ist, or performer expresses an idea or describes 
facts. 

Over the years, much of IP, and copyright in 
particular, did not generate that much interest 
or enthusiasm by businesses and organizations. 
Rather, these entities were most likely concerned 
about other more physical assets such as build-
ings, plants, equipment, and the land upon which 
those assets rested (Hunter, 2005). In dealing 
specifically with copyright, that form of IP was 
considered most relevant to stop commercial 
reproduction of, say, a book, similar to the previ-
ous discussion. Focusing on copyright, in order 
to preserve the balance between property rights 
and the ability of the public to have appropriate 
access to copyrighted works, a copyright owner 
was never granted complete control over his/her 
work. Rather, the copyright holder’s rights are 
limited to the six rights listed previously. With 
the commercialization of the Internet and the 
development of e-business, the older view of 
copyright and what businesses must be concerned 
with changed significantly.

coPyrIght And the evoLutIon 
oF eLectronIc busIness

What is often not addressed, at least from an IT 
research point of view, are some of the legal is-
sues and ramifications encompassing e-business 
and copyrights that can affect organizations. 

Essentially, organizations need to be aware that 
some actions that they take may lead to infring-
ing on others’ copyrights. Likewise, those same 
organizations need to take appropriate measures 
to ensure that others do not infringe on the 
organization’s copyrighted material. 

Realistically, there are a countless number 
of issues involving copyright and copyright 
infringement that might arise in the course of 
e-business. For our purposes, we feel that the 
topics addressed next are very relevant today as 
they might impact businesses. These topics are 
the Digital Millennium Copyright Act (DMCA), 
digital rights management (DRM), the posting of 
copyrighted material on Web sites, appropriate and 
inappropriate linking to other Web sites, liability 
issues related to Internet service providers (ISPs), 
and steps that can be taken by organizations to 
protect their copyrighted material from being 
infringed by others.

In 1998, the Digital Millennium Copyright 
Act (DMCA) was enacted in direct response to 
what were seen as critical challenges from the 
Internet (Digital, 1998). The U.S. Congress was 
concerned about the ease with which exact cop-
ies of copyrighted materials could be made with 
hardly any loss of quality, possibly leading to the 
unauthorized distribution of perhaps millions of 
copies. The DMCA involved two basic changes to 
the copyright law. First, it directly prohibited the 
use of specific technologies: those that can be used 
to circumvent technological protection measures 
(Samuelson, 1999). In other words, the protection 
of expression is, for the first time, achieved through 
the regulation of devices (Merges 2000). Second, 
this regulation was attached to a new list of in-
fringing activities focusing on the circumvention 
of technical protection schemes. In reality, the two 
sets of provisions–those regulating the deploy-
ment of devices, and those defining illicit acts of 
circumvention-are so distinct that the detailed 
exemptions to the latter provisions do not apply 
at all to the former (Samuelson, 1999).
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The DMCA is not without its opponent. After 7 
years since enactment of the DMCA, critics have 
stated that the act infringes on a person’s free 
speech and allows copyright owners to override 
fair use (Fitzdam, 2005). Still others believe that 
the DMCA stifles competition and innovation 
and even serves as an impediment to accessing 
computer networks (Fitzdam, 2005). The Act has 
thus far withstood all constitutional challenges, 
and even though Congress has proposed some 
changes to the Act in order to quiet some of the 
more discordant critics, it appears to be here to 
stay.

An important part of copyright today relates 
to digital rights management (DRM), which is 
various technologies and methods that can con-
trol or restrict users’ access to and use of digital 
media, for example, movies, music, computer 
games, on various devices, for example, personal 
computers, that have such technology installed 
(McCullagh & Homsi, 2005). Early applications 
of DRM dealt with security and encryption as a 
means of solving the issue of unauthorized copy-
ing. The second-generation of DRM covers the 
description, identification, trading, protection, 
monitoring, and tracking of all forms of rights 
usages over both tangible and intangible assets 
including management of rights holders’ relation-
ships (Iannella, 2001).

With the importance of all types of digital 
media as relates to e-business today, it is im-
portant that all parties involved are cognizant of 
DRM. Holders of copyrighted material, such as 
movies, music, photos, and other digital media, 
have the right to ensure that they receive appropri-
ate rewards for the digital media that they have 
copyrighted, media that may easily find itself in 
the stream of e-commerce; these individuals or 
organizations would be classified as DRM pro-
ponents. On the other hand, opponents of DRM 
are fearful that inappropriate restrictions will 
be placed on consumers and others who use the 
Internet lawfully. 

Suffice it to say that DRM is an evolving con-
cept that has strong proponents and opponents. 
Hardware and software technologies are also 
evolving with regard to how best to implement 
DRM. Those engaged in e-business, whether they 
are businesses themselves or end users/consumers 
who are making purchases of digital media online, 
need to be aware of the issues so as to ensure that 
the rights of all parties are protected.

Notwithstanding the importance of the DMCA 
as discussed, another section of the DMCA has 
received considerable attention of late that is ex-
tremely important to e-business. That concerns 
the possible liability incurred by ISPs that post 
copyrighted material on others’ Web sites.

ISPs run the risk of substantial liability for 
passively providing for the opportunity for their 
subscribers to commit acts that could lead to 
copyright infringement (Croman 2005). This 
has become one of the most contentious issues 
surrounding e-business and copyright, and is 
perhaps best represented as an issue in terms 
of the inappropriate, that is, illegal download of 
copyrighted music, videos, and even software. For 
the most part, however, the DMCA exempts ISPs 
from liability for monetary, injunctive, or other 
equitable relief regarding copyright infringement, 
even if the ISP transmits, routes, or even provides 
a connection for such material, including just tem-
porarily storing the material (Albert, Sanders, & 
Mazzaro, 2005). The caveat for ISPs is that they 
must not have actual knowledge of the infring-
ing activity, they cannot be aware of information 
indicating that the material is infringing, and does 
not receive financial benefit directly attributable to 
the infringing activity (Albert et al., 2005). These 
have often been referred to as the “safe harbor” 
provisions of the DMCA. However, even though 
the law does not require an ISP to monitor activity 
on its network or attempt to obtain information 
that might indicate that an infringing activity is 
occurring, the ISP must remove the material or 
disable access to it once the ISP becomes aware 
of the activity. 
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Although many of the references are directed 
toward ISPs, non-ISPs may find that they too may 
have committed copyright infringement. In the 
case of A&M Records vs. Napster, Inc. (A&M 
Records, 2000), Napster allowed uploading of 
music recordings for access by its customers who 
had allegedly acquired proper copies of the files. 
Napster claimed that it should be protected under 
the safe harbor provisions of the DMCA. The 
Court found otherwise, and also raised questions 
about whether Napster’s copyright policies were 
adequate with regard to what the DMCA requires. 
Further appeals by Napster were denied, leading 
to significant business problems for Napster.

Another practice that may have negative 
impacts involving e-business is inappropriate 
linking of Web sites/Web pages; the practice is 
often referred to as deep linking. Essentially, deep 
linking occurs if Web site A links to pages within 
Web site B and in so doing bypasses the homepage 
of Web site B. On the one hand, given the relative 
free nature and free access to the Web, one might 
not even give such a technique a second thought. 
However, a number of court cases have led to 
injunctions against e-business companies that 
occurred as a result of inappropriate linking.

One of the first hyperlinking cases occurred in 
Scotland and involved the Shetland Times vs. The 
Shetland News. The Shetland Times (Times) was 
a well-established newspaper, and The Shetland 
News (News) was an electronic paper. The News 
used headlines of Times newspaper articles as 
captions for its hyperlinks, with the links con-
necting users to the Times Web site and the stories 
themselves, bypassing the Times’ homepage. The 
Times claimed copyright infringement, while the 
News argued that the Internet in based on free ac-
cess. The Court found that News violated the Times 
copyrights and circumvented the advertising on 
the Times’ homepage. The case was eventually 
settled out of court. (Shetland Times, 1996).

In another case involving copyright infringe-
ment and hyperlinking, Intellectual Reserve, Inc. 
vs. Utah Lighthouse Ministry, Inc., the Court 

ruled in 1999 that the defendant, Utah Light-
house Ministry, Inc., had engaged in copyright 
infringement. Its Web page contained copyrighted 
materials of Intellectual Reserve, Inc. as well as 
hyperlinks that linked users to three Web sites 
that they knew contained infringing copies of 
Intellectual Reserve’s copyrighted material. The 
Court issued a preliminary injunction against 
Utah Lighthouse Ministry (Dockins, 2005) and 
made specific mention of the infringing activities 
associated with deep linking.

With regard to deep linking, some Courts have 
concluded that this activity does not constitute 
copyright infringement, for example, Ticket-
master Corp. vs. Tickets.com, Inc. (Ticketmaster, 
2000). This uncertainty only serves to lead to 
confusion and doubt for those engaged in e-busi-
ness activities. On the one hand, those engaged 
in e-business as well as most Internet users are 
accustomed to seeing and using hyperlinks con-
stantly. It follows then that e-businesses should 
ensure that any linking from their sites to others’ 
sites are appropriate and covered by hyperlinking 
agreements between the parties.

E-businesses should aggressively pursue those 
that may infringe on their copyrighted material, 
especially if the infringing activities could lead 
to financial harm. With the importance of the 
Internet and related commerce today, e-businesses 
should seriously consider securing appropriate 
legal counsel to protect their interests and also 
to keep them from infringing on others’ copy-
righted material. It would be unwise for e-busi-
nesses to rely solely on IT professionals, such as 
Webmasters and Web designers, who generally 
know very little about the legal issues involved 
and their ramifications (Mykytyn, Mykytyn, & 
Harrison, 2005).

The seriousness of copyright infringement 
was emphasized in the MP3.com case: a case 
that received much public attention. Judge Rakoff  
“sent a message” to would-be copyright infring-
ers, stating that:
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…while	the	difficult	issue	of	general	deterrence	
must always be approached with caution, there 
is no doubt in the Court’s mind that the potential 
for	huge	profits	in	the	rapidly	expanding	world	of	
the Internet is the lure that tempted an otherwise 
generally responsible company like MP3.com 
to break the law and that will also tempt others 
to do so if too low a level is set for the statutory 
damages in this case. Some of the evidence in 
this case strongly suggests that some companies 
operating in the area of the Internet may have a 
misconception that, because their technology is 
somewhat novel, they are somehow immune from 
the ordinary applications of laws of the United 
States, including copyright law. They need to 
understand that the law’s domain knows no such 
limits. (UMG, 2000, pp. 17-18)

Patents

The U.S. Constitution, dating back to the late 
1700s, provides the basis for patent laws in the 
U.S. These laws are intended to advance science 
and industry by providing inventors, as well as 
their assignees, with financial incentives for their 
inventions for 20 years from the date that a pat-
ent application is filed (Voet, 1995). Inventors or 
assignees are also provided with exclusive rights 
to the invention during that same period. These 
rights include the right to exclude others from 
making, selling, or even using the invention. In 
addition, the patent holder is also provided with 
the right to license others to make, sell, or use 
an invention for a period of 20 years from the 
patent filing date. 

One of the important aspects of patent pro-
tection is the rights afforded to the patent holder 
should someone engage in infringing activities 
against the patented invention. This makes per-
fect sense because of the time and/or money to 
develop the invention and obtain a patent on it. 
Essentially, patent infringement is defined as any 
activity by someone who makes, sells, or uses a 
patented product or process that is substantially 

the same as the invention even though there may 
be no knowledge of the existence of a patent on 
that product or process (Koffsky, 1995). When 
a patented product or process is copied exactly, 
infringement is fairly easy to prove. One example 
of this occurred in 1994 between Microsoft Cor-
poration and Stac Electronics. Stac had received 
a patent for data compression software, which 
Microsoft wanted to license. When licensing 
negotiations broke down, Microsoft decided to 
use its own technology, which was essentially 
the same as Stac’s. Stac then sued Microsoft for 
patent infringement. Not only did Microsoft lose 
the case, the jury awarded Stac $120 million in 
damages (Chin, 1994). 

Based on the Doctrine of Equivalents, a product 
or process that is substantially the same can also 
infringe. This doctrine is founded on the theory 
that “…if two devices do the same work in substan-
tially the same way and accomplish substantially 
the same result, they are the same, even though 
they differ in name, form or shape” (Graver, 1950, 
p. 605). Remedies for infringement can include 
injunctive relief; adequate compensation to the 
patent holder that, when appropriate, can be trebled 
and, under no circumstances, would be less than 
a reasonable royalty plus interest for the use of 
the invention by the infringer; and in exceptional 
cases—those cases where a defendant knowingly 
infringes–the awarding of attorneys’ fees.

During the 1980s, actions were taken by 
the government to strengthen and revitalize 
the patent system. This revitalization has come 
with legislation—much of it intended to curb 
infringement—and, more significantly, with the 
creation of the Court of Appeals for the Federal 
Circuit (CAFC) in 1982, which has been granted 
exclusive jurisdiction over patent appeals (Merz 
& Pace, 1994). The impact the CAFC has had 
on patent prosecution through enforcement was 
studied by Merz and Pace (1994). Using data for 
the period from July 1971 through December 
1991, they questioned whether patent litigation 
had also increased since the CAFC increased 



���  

E-Business Process Management and Intellectual Property

enforceability. Their results indicated that a sig-
nificant increasing trend in litigation occurred 
some time after April, 1982. This may be due in 
part to the creation of the CAFC and a more pat-
ent friendly environment. Further, they theorize 
that the increase in enforceability and, thus, the 
value of patents, may explain the dynamic increase 
in patent application filings. Although the data 
presented in Figure 1 deals with Internet-related 
patent lawsuits only, there is ample evidence of 
the growing importance for businesses and IT 
researchers as well regarding the relationship 
between IP in general and e-business activities. 
We address this relationship next.

Patents and the evolution  
of electronic business

With regard to e-business activities and com-
puter software related thereto, some might raise 
the question as to whether software is even 
patentable. For a very long time, such was the 
case. That changed, however, in 1981, when the 
U.S. Supreme Court held that software could be 
patented (Diamond, 1981). The U.S. Supreme 
Court’s decision to provide for the patentability 
of software in the Diamond vs. Diehr case is 
significant. The Court declared that a claim for 
an invention using a computer for one or more 
steps of a process was valid subject matter for 
patent protection. Since that time, the number of 
patents for computer software is measured in the 
thousands. For example, the following well-known 
companies have been assigned software-related 
patents (the number in parentheses is the number 
of software-related business method patents as-
signed through late August 2005): Electronic Data 
Systems – 46; Merrill Lynch – 24; MasterCard 
International – 15; Priceline.com – 14; Amazon.
com – 24 (USPTO, 2005).

The software patents awarded to Priceline.
com and Amazon.com are significant in that 
these organizations deal directly with e-business. 
In fact, their only method of doing business is 

based on the Internet. Thus, some of the patents 
that have been awarded for e-commerce are, in 
fact, patents for ways of doing business; these 
are often referred to as business method patents 
(Wiese, 2000). 

Much of the impetus to secure business method 
patents rests with a now-famous case involving 
State Street Bank & Trust Co. vs. Signature Fi-
nancial Group, Inc. Signature had developed and 
patented a program to calculate changes in the 
allocation of assets of mutual funds. State Street 
attempted to negotiate a license with Signature, 
but was unable to do so. Subsequently, State 
Street sued Signature, claiming that Signature’s 
patent was invalid. A U.S. District Court in Mas-
sachusetts agreed with State Street, finding that 
the patent was for a business method, which, in 
its opinion, would invalidate the patent. The case 
ultimately reached the CAFC, which stated that 
even though the patented application involved 
an algorithm (algorithms by themselves are not 
patentable), the idea itself was applied in such a 
way as to produce a useful and practical appli-
cation, which is patentable (State Street, 1998). 
The aftermath of this decision has seen a flood 
of business method patent applications being 
submitted to the U.S. Patent and Trademark Of-
fice (Cantzler, 2000), many, as stated, involving 
e-business initiatives.

As stated, business method patents are es-
pecially relevant to the e-business environment. 
Notwithstanding their importance, many have 
argued that this type of patent should, for the most 
part, not be granted because in many instances the 
method being patented is not a unique business 
process, or that it tends to stifle e-business. One of 
the requirements for an invention to be patented is 
that it not exist as “prior art;” rather, it must be novel 
and nonobvious. Interesting research by Allison 
and Tiller (2003) found results that support the 
position that business method patents are no more 
invalid than nonbusiness method patents. They 
found that patents, in general in the late 1990s, as 
compared with business method patents, are not 
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any better in terms of their quality. More specifi-
cally, applications for business method patents 
spent more time with the USPTO than patents in 
general; for example, they received more scrutiny, 
and business method patent applications cited 
nonpatent prior art of a similar quality to that in 
the average patent (Allison & Tiller, 2003). These 
results tend to question the belief that business 
method patents should be eliminated. 

Another interesting and highly relevant patent 
infringement case is currently being litigated and 
resides with the CAFC. The case, MercExchange 
vs. eBay, involves one of the better-known e-
businesses, eBay, and a small one-man company 
called MercExchange owned by Tom Woolston. 
Woolston’s three patents, one for a method and 
apparatus for Internet-worked auctions, one for 
using search agents to return a list of matched 
goods from a number of different sources, and a 
third patent dealing with the creation of a com-
puterized market for goods for sale or auction. 
This lawsuit is considered very relevant not only 
to e-business in general, but also to eBay since 
the patents at issue allegedly covered significant 
parts of eBay’s Web-based business. These parts 
include the auction activity, fixed price sales, and 
a search activity that links a buyer’s interest to 
the database containing the merchandise (GuFN, 
2005). The patent infringement issue dealing with 
the Internet-worked auction patent was dismissed, 
but the issues involving the remaining two patents 
were adjudicated. In May 2003, the jury found 
that eBay and Half.com, a subsidiary company, 
had willfully infringed the two remaining patents 
and assessed damages in the amount of $35 mil-
lion. Appellate proceedings before the CAFC are 
pending (GuFN, 2005).

The role of patents as they relate to computer 
software extends far beyond the e-business per-
spective. Some would suggest that patents are 
not appropriate for computer software because 
software innovation is a cumulative activity 
rather than something that is sequential in nature 
(Campbell-Kelly, 2005). There are other views. 

For instance, a number of IT researchers, for ex-
ample, Mata, Fuerst, and Barney (1995) conclude 
that software patents are ineffective in protecting 
software because the patented software could 
easily be reverse engineered, thereby eliminating 
any value. What is not considered, however, is 
that reverse engineering of a patented protected 
invention, that is, computer software, is grounds 
for patent infringement if such reverse engineer-
ing activity leads in any way to the development 
of an invention that is based on what was learned 
through the reverse engineering process (Moffat, 
2004). Yet, focusing on e-business in the global 
environment in which many businesses must 
compete today, the number of e-business-related 
software patents, that is, business method patents, 
continues to increase. This type of protection for 
software assets cannot be ignored by businesses 
or IT professionals.

Avoiding Patent Infringement

At first glance, one might suggest that it would 
be easy to avoid infringing on another’s patented 
software application, especially since any appli-
cation that is patented is readily available from 
the USPTO. In fact, a copy of any patent can be 
obtained from the USPTO and, in most cases, it 
is available at the USPTO’s Web site (http://www.
uspto.gov). In addition to the description of the 
patent, all diagrams and figures related to it, as 
well as all of the claims for what the application 
does, are also available. With all of this information 
available, it would seem that merely developing a 
different application that does not infringe on any 
of the claims included with the patented applica-
tion would suffice. While that is true, it ignores 
the amount of time, effort, and money that would 
need to be invested to accomplish that task. Recall 
that the Doctrine of Equivalents can make it quite 
difficult to avoid infringing. And recall too that 
reverse engineering of patented inventions in order 
to develop follow-up processes to be patented that 
are based on the original patented process is not 
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allowed. To avoid the time and expense associ-
ated with being accused of infringing, there are 
a number of things an organization can do. 

• Be aggressively vigilant: Organizations 
should consider hiring or retaining attorneys 
who specialize in IP law, with special em-
phasis on software. These firms can conduct 
appropriate searches of existing patents, 
and they are well aware of what to look for. 
Organizations themselves can be alert by 
examining patents that have been awarded 
and comparing those patented applications 
with business methods they may be using 
or considering to use.

• Consider licensing arrangements: Rather 
than take the time to attempt to “invent 
around” another’s existing patented appli-
cation and to possibly risk infringing that 
way, organizations can attempt to develop 
licensing agreements with the patent holder. 
The patent holder may view this quite posi-
tively, especially if the firm attempting to 
arrange for the license has, itself, patents 
that it could license back. Cross-licensing 
agreements can benefit both parties.

• Consider following a “defensive patent-
ing” strategy: This strategy essentially 
mirrors a first mover strategy in that an 
organization would engage the services of a 
patent attorney to submit a patent application 
in the hopes of being first. Such a strategy 
could also prove beneficial later on, in that 
another organization might wish to attempt 
to arrange for a licensing arrangement. There 
are possible strategic advantages that could 
follow from this action.

The Internet presents interesting and signifi-
cant opportunities for e-businesses today. Many 
of these involve the development and use of 
patented software applications for use in those 
ventures. These include patented applications for 
online auctions, for example, patents awarded to 

Priceline.com and online credit card payments, 
for example, Open Market, Inc. and BroadVi-
sion, Inc. In addition, as of late August 2005, 
there were in excess of 23,000 patent applications 
pending in patent class 705, which is defined as 
Data Processing: Financial, Business Practice, 
Management, or Cost/Price Determination. Not 
surprisingly, nearly 2,800 of these pending ap-
plications are in class 705/26, which is defined as 
Electronic Shopping (USPTO, 2005). It is obvious 
that the protection of e-business-related software 
applications and the potential value made possible 
by patenting these processes is a critical segment 
of e-business today. Organizations engaged in e-
commerce activities must rethink their business 
approaches and strategies if they are not only to 
be competitive, but also to survive!

muLtIPLe IP PItFALLs

In many instances involving both large and 
smaller businesses, the strategy of driving users 
to a Web site may not be reviewed by attorneys 
or even marketing personnel, but rather handed 
over to a Webmaster running the site. This may 
be especially true for some e-businesses that may 
be small and who may rely on an IT person for 
many critical aspects of the site. While these issues 
may appear to be applicable to only the U.S., they 
have also resonated globally. Of course, e-business 
today is a global enterprise. A number of issues 
addressed previously are relevant specifically to 
trademark, copyright, and patent infringement. 
Still other possible infringing activities can relate 
to more than just one of the types of IP. That is, 
some types of activity can infringe on a copyright 
as well as a trademark. Some examples of these 
activities, among others, that can lead to copyright 
and trademark infringement include:

• The posting of copyrighted material from 
one organization onto another’s Web site. 
This technique involves the practice of 
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obtaining images or literature, even if 
copyrighted, from selected Web sites on 
the Internet, and placing them on your Web 
site. This activity can infringe a copyright 
and, depending on what is downloaded 
and posted, it could also lead to trademark 
infringement.

• Metatags: Improper use of metatags to trick 
search engines by placing another’s name or 
key word within the metatag, is a technique 
used by Web developers to attract visitors 
to a Web site. Many search engines rely on 
metatags in determining ranking, and is an 
invaluable technique for getting a Web site 
to the top of a search engine. A series of 
cases have found such usage impermissible 
under trademark and unfair competition 
theories. 

• Misspelling of famous trademarks in defin-
ing domain names as noted earlier in the 
Google case. Since people often misspell 
trademark names, a common technique is to 
register domain names of misspelled trade-
marks. For example, the following sites were 
pornographic Web sites registered by Global 
Net 2000, Inc.: usaday.com, abcnewss.
com, busnessweek.com, Playboyy.com 
and windos95.com. Courts have uniformly 
enjoined the use of misspelled trademarks 
as domain names, even characterizing them 
as a “misuse of the Internet.” 

• Framing: improper framing, which is 
viewing contents of one Web site that is 
framed in another site, may trigger a dispute 
under copyright and trademark law theo-
ries, because a framed site possibly alters 
the appearance of the content and creates 
the impression that its owner sanctions or 
voluntarily chooses to associate with the 
framer. 

other LegAL Issues

One of the more contentious topics being ad-
dressed today is IT outsourcing. It is an issue 
that affects individual IT professionals, IT orga-
nizations, and client organizations that employ 
outsourcing vendors. Although IT researchers 
have invested considerable time in examining 
the issues, the relationship between outsourcing 
and IP is normally not addressed. Consider the 
following scenario. A client organization contracts 
with an outsourcing vendor to develop some type 
of software application that will be used by the 
client organization. Once the application has been 
developed, the client uses it throughout the term 
of the outsourcing contract. Unless the contract 
specifies otherwise, it is possible that the vendor 
could patent the application and essentially own 
it. At the end of the contract, the vendor could 
require the client to pay licensing revenue or 
even deny access and use of the application to 
the client, thereby causing considerable disrup-
tion to the client’s business. Furthermore, the 
application could even be licensed to the client’s 
competitors, and the client would have no say in 
the matter. With the continuing growth in the 
e-business economy today, it is conceivable that 
many organizations might consider outsourcing 
arrangements. It would behoove them to ensure 
that any legal contract is secure for them.

E-business today is global! There is no mis-
taking that fact. Emphasizing this importance, 
Biddinger (2001) indicated that globalization 
involving businesses has led to an increase in the 
awareness and importance of IP rights, especially 
involving patents. Along with IP issues today, 
defamation and jurisdiction are other legal issues 
worthy of mention that are looming on the horizon. 
A recent case between an Australian businessman 
and Dow Jones emphasizes this. The case involved 
Mr. Joseph Gutnick and an article that appeared 
in Barron’s, which is a weekly financial magazine 
and a cousin of the Wall Street Journal. An October 
2000 article, which appeared in print and on Dow 
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Jones’s Internet site, claimed that Mr. Gutnick 
was “the biggest customer” of a convicted money 
launderer. Dow Jones was sued by Mr. Gutnick in 
the Australian state of Victoria, which has some 
very strict laws regarding defamation and libel. 
The case involved considerable legal wrangling 
in terms of jurisdiction, whether Australian law 
was applicable since Dow Jones is a U.S.-based 
company, and which specific Australian law was 
applicable. After an initial opinion against Dow 
Jones and two subsequent higher court appeals 
in favor of Mr. Gutnick, Dow Jones and other 
publishers engaged in global e-business activi-
ties have been left to wonder how future issues 
might impact them (Gutnick, 2004). Questions 
relate to existing court precedents and the issues 
they address. Are these precedents providing the 
basis for future legislation? And, of course, there 
is the ever-present matter of technology and its 
use always outpacing the law governing its use 
in general. 

As if defamation actions involving civil litiga-
tion are not troubling enough, jurisdictional issues 
have also entailed criminal law as well. One of 
the most famous cases involved Yahoo and the 
sale of Nazi memorabilia on one of its auction 
Web sites. A French court ruled that such activity 
breached French law against the display of Nazi 
items. Yahoo took positive steps to remove and 
ban all such hate paraphernalia from its auction 
sites, but it has continued to fight jurisdiction of 
the French ruling in American courts. It did win 
its case in a U.S. federal court on 1st Amendment 
and free speech protections, but French civil rights 
supporters appealed to a U.S. federal appeals court 
(Sprigman, 2001). 

There are other important issues relevant to 
how different countries address IP and other 
issues. For example, although Canada and the 
U.S. follow similar copyright schemes, Canada 
does not consider copying or downloading music 
from the Internet for personal noncommercial 
use to be copyright infringement. Thus, ISPs in 
Canada are not liable for contributory infringe-

ment (Kotlyarevskaya, 2005). On the other hand, 
laws in Germany, Japan, and the European Union 
contain provisions concerning ISP liability (Ger-
vais, 2001). Some have suggested that a Canadian 
system is appropriate for the U.S., whereas others 
have indicated the opposite (Kotlyarevskaya, 
2005). 

Differences in trademark law exist as well. 
For example, the U.S. Congress enacted the 
“Controlling the Assault of Non-Solicited Por-
nography and Marketing Act of 2003,” which is 
popularly known as the CAN_SPAM Act. This 
statute requires e-mail recipients to be able to “opt 
out” of receiving unwanted commercial e-mail, 
whereas in Europe commercial e-mailers must 
obtain consent before sending bulk e-mails, an 
obvious significant difference for those engaged 
in e-business.

There are differences in patent laws as well 
among countries. For example, in the U.S., patents 
are awarded to the person who invents, whereas in 
Europe the patent goes to the first to file. Moreover, 
in the U.S., an inventor is given a 1 year grace 
period following disclosure to file a patent appli-
cation, whereas in Europe, no patent is possible 
if an invention were disclosed in that way prior 
to filing. Finally, business method patents, which 
have a strong relationship to e-business activity, 
have become very popular in the U.S., whereas 
in Europe the view is that the U.S. awards too 
many trivial patents (Bray, 2005).

In addition to IP differences among countries, 
those engaged in e-business must also be aware of 
the lax or nonexistent enforcement of IP laws in 
some countries, for example, lax or no enforcement 
of laws related to downloading digital content. 
Such an environment only serves to make matters 
difficult for e-business ventures and could even 
lead to some organizations refusing to engage in 
business activity because of that laxness.
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recommendAtIons For  
e-busInesses

The previous sections of this chapter have provided 
in depth discussion about trademark, copyright, 
and patent issues as they can and do relate to e-
business. Table 1 also highlights some of the IP 
issues that we have addressed. 

The changing business environment associ-
ated with e-commerce today is dynamic, to say 
the least. Organizations are faced with a myriad 
of decisions related to business practices, for 
example, brick and mortar, click and mortar, e-
commerce only, and so forth. Confounding the 
problem is the lack of understanding, perhaps even 
ignorance, related to e-business and the array of 
IP laws that can affect those businesses. Indeed, 
the subject matter can be quite involved, can be 
replete with legal jargon, and can change as a re-
sult of new statutes or court-mandated decisions. 
This uncertainty suggests that e-businesses need 
to become fully cognizant of these issues and how 
best to deal with them. In this section, we offer 
some suggestions that will be helpful for e-busi-
nesses, and may go a long way toward ensuring 

the proper safeguard of a business’ IP assets, 
while at the same time serving to protect them 
from infringing others. It should also be noted that 
the suggestions offered are representative of the 
issues that e-businesses face every day, and that 
to address all of them would require much more 
investigation than is possible in this chapter.
Establish	a	team	to	identify	a	firm’s	important	

intellectual capital. Skyrme (1997) suggests that 
management of intellectual capital to audit and 
manage intangible assets is important today. IP 
professionals in organizations must be able to 
work as part of this team to identify significant 
intellectual capital, protect it, and transform it into 
tangible corporate assets. Ultimately, the firm’s 
national/international reputation and position 
could be safeguarded, and barriers to substitution 
could be created, thereby preventing imitation by 
competitors.

Secure the services of the right attorney. Most 
businesses, e-business or otherwise, realize the 
importance of appropriate legal counsel, so it is 
not unusual to find organizations, especially larger 
ones, with many on staff attorneys or attorneys on 
retainer as needed. Although these attorneys may 

Table 1. IP issues and e-business

IP Type Applicable Issues Legal Cases Referenced

Trademark Appropriate use of domain names Sergy Gridasov vs. Googlea

Anticybersquatting Consumer Protection Act (ACPA) Planned Parenthood Federation of America, Inc., vs. Bucci

Registration of domain names

Infringing on others’ rights

Copyright Digital Millennium Copyright Act (DCMA) ACM Records vs. Napster, Inc.

Digital rights media (DRM) Shetland Times vs. The Shetland News

Posting of copyrighted material on Web sites Intellectual Reserve, Inc. vs. Utah Light Ministry, Inc.

Appropriate and inappropriate linking Ticketmaster Corp. vs. Tickets.com, Inc.

ISP liability issues

Patents Patents applicable to software Diamond vs. Diehr

Business method patents State Street Bank & Trust, Inc. vs. Signature Financial Group

Effectiveness of software patents MercExchange vs. eBay

Reverse engineering

Note: a	Google	did	not	file	a	lawsuit	against	Gridasov.	Instead,	Google	filed	a	complaint	with	The	National	Arbitration	
Forum, a legal alternative to court litigation.
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be highly appropriate for most corporate needs, 
they may lack the necessary background in IP law. 
If a business is considering the development of 
an e-business model, or is currently engaged in 
e-business, it is extremely necessary that attorneys 
with IP knowledge be consulted.

Be sure to include IP attorneys in all e-busi-
ness discussions, design, and development efforts. 
The nature of e-business most often involves an 
organization’s knowledge assets that are IP as well. 
These can take the form of copyrighted digital 
information, the organization’s domain names, 
trademarks, and software and other patents. It is 
essential that IP attorneys be consulted regarding 
what others, such as competitors and customers, 
may do as a result of accessing an organization’s 
IP information online. At the same time, these 
same attorneys will assist in determining just what 
actions this organization can do legally regarding 
others’ similar assets.

Consider appropriate IP training for MIS 
professionals. Although most IP professionals 
involved with e-business activity, for example, 
programmers, Webmasters, and Web designers, 
are very good technically; they may lack any IP 
knowledge. Issues such as appropriate and inap-
propriate linking and use of metatags are common 
for these individuals, but they may have little to 
no knowledge about the legal aspects of employ-
ing these techniques. This type of training can be 
very fulfilling to the organization in that it could 
integrate into all of the organization’s training 
activities, which are most likely tied to many 
internal processes of the organization.

Ensure the appropriateness of all legal 
contracts affecting e-business activities. Many 
e-businesses, especially perhaps smaller ones, 
may lack technical resources to design, develop, 
implement, and maintain e-business Web sites. 
Instead, they may find it much more effective 
to hire a consultant or an outsourcing vendor 
to do this work. It is imperative that all duties, 
responsibilities, and expectations as they pertain 
to IP assets be thoroughly defined. For example, 

it is theoretically possible for a company to hire 
a consultant to develop an e-business application 
with the expectation that the e-business will be 
able to use the application. This may be spelled 
out in the contractual language between the 
parties. However, unless otherwise specified, 
the consultant could patent that application and 
retain ownership of it. At the end of the contract, 
the e-business could find that it is no longer able 
to use that application unless it licenses it from 
the consultant.

Consider cross-licensing agreements with 
other patent holders. Many organizations, for 
example, IBM, have a patent family numbering 
in the thousands. In turn, these companies often 
consider arrangements with other organizations to 
allow those organizations to use IBM’s patented 
products in exchange for rights to use or license 
that organization’s patented products. In the end, it 
can be a win/win matter for both parties. However, 
it is imperative that any business recognizes the 
importance of appropriate legal counsel before 
entering into any such arrangement.

Clarify relationships with ISPs. Many e-busi-
nesses will enter relationships with ISPs or other 
Web-hosting organizations. It is important to 
recognize that ISPs are, for the most part, shielded 
from any liability regarding possible copyright 
infringement that may result from posting of 
copyrighted material on Web sites or related to 
e-business activity. 

concLusIons, reseArch  
Issues, And trends

The relationship between e-business activity 
and IP is strong and very much a vibrant issue 
today. While corporate attorneys may be very 
knowledgeable about traditional business-related 
issues such as contracts, they may be less aware 
of the potential issues and problems arising from 
the use and misuse of IP assets of their own or-
ganizations and that of others as well. Except for 
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isolated examples, IT researchers have generally 
ignored these topics too. Unfortunately, the role 
of trademarks, copyrights, and patents as related 
to e-business activity is too important to ignore 
anymore. 

This chapter has discussed important issues 
related to the conduct of e-business and the 
relationship that IP issues, specifically trade-
marks, copyrights, and patents, play today in 
this approach to doing business. Generic subject 
matter relevant to these three forms of IP was 
discussed, along with specific points relevant to 
e-business activity today. We have also provided 
some important recommendations for e-business 
organizations. 

From the standpoint of importance, although 
all of the issues discussed are significant and 
relevant to e-business success today, we believe 
two things may not be considered by e-business 
organizations, but which are crucial for their suc-
cess. The first is the nature of appropriate legal 
advice. The domain of IP law is unique, certainly 
much different from traditional contract and busi-
ness law that may be familiar to most corporate 
attorneys. Therefore, identifying legal counsel 
knowledgeable in e-business aspects of IP law is 
crucial. Second is the matter of appropriate train-
ing for IT professionals. Although this group is 
very knowledgeable about the technical aspects 
of Web design and development, they are often 
less aware, if aware at all, of the IP issues con-
fronting these IT areas. It is important that they 
receive appropriate training so as to minimize, if 
not eliminate, the threats of lawsuits being levied 
against e-businesses.

The role that IP plays today involving e-
business activities is not what many would call 
mainstream IT research. As an example, many 
IT researchers have dismissed the importance of 
software patents for more than 2 decades, even 
though the business community continues to 
invest heavily in this for of IP protection (e.g., 
see Mykytyn & Mykytyn, 2002, for a review 
of this issue). At the same time, more recent 

research (Mykytyn et al., 2005) reports that IT 
academics/faculty are much more amenable to 
incorporating IP issues into there IT coursework; 
in fact, that research included follow-up contact 
with a number of IT academics who participated in 
the initial phase of the study. Many reported that 
they had begun to incorporate some IP aspects 
into their coursework. Notwithstanding this bit of 
encouraging news, we believe that more is needed 
by IT researchers today.

This issue of software ownership is an impor-
tant topic for IT researchers that may or may not 
be considered. If the issue of software patents is 
considered part of the equation, it is probable that 
most IT researchers may not have considered such 
elements. They have the opportunity to do so.

Another research question concerns economic 
gains achieved by e-businesses as a result of 
protecting IP. Are there specific gains that can be 
attributed to taking protective measures? These 
gains could come in the form of increased market 
share, greater number of customers, or more satis-
fied customers. Related to possible direct financial 
gains are indirect gains. Should an e-business 
protect assets through copyright, trademark, 
and/or patents, what is the indirect effect on the 
business’ competition? The competition could be 
forced into playing catch-up or even worse. This 
is a rich research question that could be grounded 
in organizational theory and behavior, economics, 
and, of course, IP law.

IT researchers should find the relationship 
between e-businesses, Web content, and other 
countries’ laws and requirements not only inter-
esting, but critical for research if businesses are 
going to be able to protect themselves and their 
IP assets. This is especially relevant in terms of 
content posted on e-business sites. Here again, 
IT researchers should find abundant research 
opportunities with regard to what actions e-busi-
nesses take, if any, to deal with these issues and 
protect themselves.

Additional research should examine IT cur-
ricula to see if any additional progress has been 
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made following the work by Mykytyn et al. (2005). 
It is true that graduates from most IT programs 
receive considerable coursework in Web devel-
opment, JAVA, Web design, and the like. It is 
less certain, however, whether these graduates 
know anything about the potential legal effects 
and impacts that their work may have on their 
organizations.

Along with the proposed research agenda, we 
believe there are a number of issues that should 
be categorized as trends. First, the international 
aspects of e-business will continue to heighten. 
Today, for example, the U.S. patent laws regarding 
computer software differ from those of the Euro-
pean Union. In fact, patent law in general between 
the U.S. and most other countries differs. As noted, 
the U.S. follows a “first to invent” policy, whereby 
the first person to invent an invention is awarded 
a patent. Most other countries follow a “first to 
file” policy, whereby a person who discloses his/
her invention to the public and gains protection 
is awarded the patent. Issues surrounding which 
countries’ courts have jurisdiction in lawsuits 
will most likely increase as the overall breadth of 
this approach to doing business increases. These 
types of international issues will most likely lead 
to significant challenges to businesses to identify 
legal counsel that is knowledgeable of the inter-
national environment (Bray, 2005).

We also believe that undergraduate and gradu-
ate IT curricula will need to be reexamined for 
its lack of depth and attention to the legal issues 
surrounding e-business. Many textbooks on e-
business and e-commerce devote little to no detail 
about IP issues other than perhaps some discussion 
about how it can be illegal to download music. As 
we have shown in this chapter, the depth of issues 
involving trademarks, copyrights, and patents is 
much greater than that. Model curricula for IT 
majors will hopefully provide greater attention 
to these issues in e-business courses such as Web 
programming, Web development, and e-com-
merce/e-business.

The creation of laws seems to follow the ad-
vancement of technology, that is, the law lags. In 
particular, with the growing dependence involving 
e-business, greater attention may be forthcoming 
in terms of how tort laws may impact this envi-
ronment. One such tort is defamation, which was 
addressed briefly. In general, contracts between 
business-to-business (B2B) partners can address 
the legal environment involving their relation-
ships. Unfortunately, innocent third parties may 
be hurt. 

Finally, we believe e-business activity through-
out the world will continue to increase. With that 
increase, we see nothing to indicate that the IP 
environment will diminish in terms of its impor-
tance and its impact on businesses, consumers, 
and governmental bodies. 
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Chapter XXIV
E-Business Risk Management in 

Firms
Ganesh Vaidyanathan

Indiana University South Bend, USA

AbstrAct

In order to understand the different types of 
e-business risks, this chapter uses a framework 
focusing on five dimensions of e-businesses. This 
chapter examines e-business risk management in 
a broader context by integrating various functions 
within firms. Primary consideration is given to 
characteristics of the integrated supply chain 
functionalities of a firm and their associations 
with information technology (IT), business models 
of firms, business processes that have become 
important to e-business, services that have been 
interlocked into e-business, the relative impor-
tance of partnerships, trust, and the necessity of 
adaptation in managing the supply chain in order 
to attain competitive advantage. The purpose of 
this chapter is to understand how to identify and 
manage various online risks.

IntroductIon

E-business has paved a path for new growth 
potential for many businesses around the globe. 
E-business is emerging as the medium of choice 
in trade, and is replacing traditional commerce. 
Some of the brick-and-mortar companies have 
made e-business the solution of the future. Corpo-
rations can now trade goods and services, ranging 
from steel to medical equipment, with potential 
unknown buyers and sellers using online technol-
ogy. These trading hubs might be further enhanced 
in the future to deliver substantial value to their 
members, including greater liquidity, better pric-
ing, better quality, better delivery time, efficient 
transactions, and better quality assurance. Why is 
it that the many e-businesses have not performed 
as expected? Despite very optimistic projections 
for business-to-business e-commerce, businesses 
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have been very cautious to embrace the technol-
ogy as well as using e-business to their maximum 
advantage. Is this due to perceived risks inherent 
or associated with e-business? The perceived risks 
are multi-faceted and includes security and privacy 
(Mercuri, 2005), privacy assurance (Moores, 
2005), credibility and information asymmetry (Ba 
& Pavlou, 2002), reliability, damage and loss of 
systems (Dillon & Pate-Cornell, 2005; Straub & 
Welke, 1998), supply chain (Spekman & Davis, 
2004), decision-making processes (Pathak, 2004), 
poor business models (Grover & Saeed, 2004), 
and online services (Lange, Davis, Jaye, Erwin, 
Mullarney, Clarke, & Loesch, 2000; Orr, 2005). 
These risks have played a role in impeding the 
growth and acceptance of e-business. 

Risk may be defined as a factor, thing, element, 
or course involving uncertain danger in a firm, 
while challenge is a test of a firm’s abilities or 
resources in a demanding but stimulating under-
taking. In this study, we focus on risks. Risk has 
been defined by various scholars in many ways. 
Cox and Rich (1964) refer to perceived risk as 
the overall amount of uncertainty perceived by 
a consumer in a particular purchase situation. 
Cunningham (1967) recognized the risk resulting 
from poor performance, danger, health hazards, 
and costs. Jacoby and Kaplan (1972) classified 
consumers’ perceived risk into the following 
five types of risk: physical, psychological, social, 
financial, and performance. Murphy and Enis 
(1986) define perceived risk as customer’s subjec-
tive assessment of the consequence of making a 
purchasing mistake. Ahn, Park, and Lee (2001) 
define perceived risk as the overall amount of 
uncertainty or anxiety perceived by a consumer 
in a particular product/service when the consumer 
purchases online. Using these definitions, risk 
is identified in the five dimensions that include 
technology, process, business models, services, 
and fulfillment in this study. 

One of the critical factors playing a major 
role is the risk associated with online commerce 
in general. The purpose of this chapter is to pro-

vide an analysis of e-business risk management 
in a broader context that examines the integra-
tion of the functions within firms in the context 
of suppliers and customers at a firm level. A 
conceptual insight to e-business risk manage-
ment will be developed with an understanding 
of the strategic aspects of business philosophy. 
Primary consideration is given to characteristics 
of the integrated supply chain functionalities of 
a firm and their associations with information 
technology (IT), business models of firms, the 
business processes that have become important 
to e-business, services that have been interlocked 
into e-business, and the relative importance of 
partnerships, trust, and the necessity of adapta-
tion in managing the supply chain in order to 
attain competitive advantage. A review of the 
literature and an analysis of the characteristics 
and implications of the e-business risks in the 
context of changing global markets emphasize 
the importance of strategically managing the 
e-business initiatives of the firm. The remaining 
sections in this study are arranged as follows. The 
next section discusses how traditional businesses 
have transformed themselves to online businesses. 
The third section conceptualizes a framework 
of risks in e-businesses. The following sections 
expand each one of these risks. The final section 
discusses the management of risks and presents 
a summary of the five risk dimensions.

bAckground

This section briefly describes both the traditional 
and online business models. The differences be-
tween these two models convey how e-business 
risk is really different from traditional risks. The 
traditional buy and sell business can be established 
as a process, as illustrated in Figure 1 (adapted 
from Vaidyanathan & Devaraj, 2003). The buyer 
approves a vendor using certain criteria, seller 
approves a customer using credit feed from credit 
bureaus and other selection criteria, buyer orders 
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goods and services through purchase order, seller 
accepts the purchase order, both parties guaran-
tee payment and receipt of goods using a letter 
of credit, seller sends an invoice and the buyer 
accepts the invoice, seller initiates the order by 
shipping the goods using a logistics provider, buyer 
accepts the goods/services, buyer verifies goods 
and services for quality, buyer approves payment, 
gets financed if needed, makes payments using 
financial institutions, and seller accepts payments. 
In some cases, disputes are resolved after dun-
ning, and payments are collected using external 
legal and collection agency services.

This process works well regardless of whether 
the supply chain and backend computer services 
are connected or not. The performance and ef-
ficiency of the process depends on the presence 
or absence of connectivity. If the supply chain 
and back-end services function efficiently, 
the traditional process will perform very well 
(Vaidyanathan & Devaraj, 2003). In the traditional 
process, there are four different players: buyers, 
sellers, suppliers, and service providers. As we 
can see in Figure 1, the financial institutions and 
other service providers, such as logistic provid-
ers, collection agents, and legal firms, constitute 
the service providers. Financial institutions offer 
services such as financing the buyer and financ-
ing the seller, as well as being the intermediary 
for payment processing that traditional checks, 

wire transfer, credit cards, smart cards, and elec-
tronic fund transfer. On the consumer side of the 
buy/sell process, the financial institutions are also 
involved in credit and debit payment networks. 
Service providers offer logistics, warehousing, 
global transportation, inventory management, 
and all other fulfillment needs. The suppliers are 
material suppliers, contract manufacturers, and 
computer hardware, infrastructure, and software 
providers who support the traditional sellers. The 
balanced traditional model has certain risks like 
credit-card fraud and identification thefts. The 
service providers such as financial institutions, 
logistics providers, credit bureaus, insurance 
companies, banks providing letter of credits, have 
mitigated most of these risks. In the traditional 
model, the service providers charge the buyers, 
sellers, and suppliers to mitigate their business 
risks (Vaidyanathan & Devaraj, 2003). The evalu-
ation of the risks of technology and enhancing the 
technologies to new, emerging technologies may 
mitigate certain technology risks. 

Online business or e-business has transformed 
this traditional buy/sell process as seen in Fig-
ure 2 (adapted from Vaidyanathan & Devaraj, 
2003). The fundamental buy/sell process does 
not change significantly online; however, new 
risks have been introduced (Vaidyanathan & 
Devaraj, 2003). There is perception that online 
businesses are faster, and this has changed the 

Figure 1. Traditional buy/sell process
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relationship between suppliers and sellers. Buy-
ers expect faster fulfillment and suppliers have 
to work in maximum synchronization with the 
buyers. As with the traditional model, this online 
transformation of buy/sell process works very 
well when the supply chain and backend services 
are integrated and work together seamlessly. The 
performance and efficiency of the online process 
depends on the presence of this connectivity. If 
the supply chain and back-end services function 
well, the online process will be efficient and will 
perform as expected for the online community 
of buyers and sellers. In this new online buy/sell 
process, there is now an extra player who plays 
a critical role, as shown in Figure 2. This is the 
required online service provider. These service 
providers are essential in bringing together the 
online buyers and sellers. These new online ser-
vice providers offer credit verification services, 
digital authorization and authentication services, 
online financing, online payments, online business 
intermediations, Internet hosting, and Internet 
collaborative tools to buyers, sellers, and suppli-
ers. There are also other new service providers 
such as online financial transaction companies, 
online insurance companies, and online logistics 

providers who have newer business models and 
new business processes. The traditional service 
providers of insurance, finance, and logistics have 
also set up these new online services. Therefore, 
the online scene has the traditional buyers, sell-
ers, traditional service providers, suppliers, and 
the new online service providers (Vaidyanathan 
& Devaraj, 2003). In addition, some of these new 
online service providers have collaborated with 
traditional service providers to form intermediar-
ies. E-marketplaces that provide online buy/sell 
transactions are examples of these new online 
service providers.

Some of the new online service providers have 
established their new processes, new technology, 
new fulfillment needs, and new business models. 
The traditional buyers, sellers, suppliers, and the 
service providers have also changed their busi-
ness models to suit the new online method of 
doing business. Moreover, they have modified 
their processes, introduced new processes, and 
introduced new technology to do online business. 
By introducing these new processes, new busi-
ness models, new fulfillment requirements, new 
online services, and new technologies, the buyers, 
sellers, suppliers, customers, and traditional and 

Figure 2. Online buy/sell process
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online service providers have been introduced 
to new risks. 

Throughout the supply chain network, there are 
substantial risks. There is risk that goods will be 
stolen or damaged. There is risk that they arrive 
in time but with inferior quality. There is risk 
that the warehouse burns down or is destroyed 
by natural disasters. In 1995, an earthquake hit 
the port town of Kobe in Japan. This earthquake 
destroyed hundreds of buildings and shut down 
Japan’s largest port for more than 2 years. This 
disaster forced thousands of firms to change their 
production and distribution strategies just to sur-
vive. Automotive plants had to halt production, 
as parts were unavailable for a period of time. 
Furthermore, labor strikes, machine breakdowns, 
political instability, and customer changes also 
contribute to supply-chain failure (Kilgore, 2004). 
Supply-chain problems have more impact on stock 
price (Singhal, 2000). Some of the concerns of 
buyers and sellers in a supply-chain network are 
illustrated in Figure 3. The concerns reside in 
technology, process, business models, services, 

and fulfillment needs. The next section introduces 
a framework of these new risks.

concePtuAL FrAmework

Electronic business has paved a path for new 
growth potential to many businesses around the 
globe. Electronic business is emerging as the me-
dium of choice in trade, and is replacing traditional 
commerce. The rise and then the fall of B2B verti-
cal and horizontal exchanges within the electronic 
marketplace have been well documented. Current 
B2B models have three fundamental flaws (Wise 
& Morrison, 2000): (1) Economics, not quality, is 
being pursued by the current models; (2) sellers 
are being pressurized by price wars, profitability, 
and customers; and (3) customer priorities have 
not been considered. However, these are not the 
only fundamental flaws of e-business. 

Although we have encountered the positive 
effects of B2B business, some studies have drawn 
attention to certain aspects of risk. Some of the 

Figure 3. Concerns of a global trader

Seller Buyer

Does the buyer have buying power? Will the seller keep his promise?

Does the buyer have authority? Does the seller have authority?

Will I get paid? Will I receive the goods in good condition?

Is the product up to expectations? Is the product up to expectations?

How can I maximize the price? How can I minimize cost?

Will the sale go through? Will the sale go through?

Will I retain loyalty? Will the quality be maintained?

What are the regulations and rules? What are the regulations and rules?

Are there “rogue” buyers? Are there “rogue” sellers?

Alternative buyers? Alternative sellers?

What is buyer’s reputation? What is seller’s reputation?

How good is the security? How good is the security?

Is the contract good in that country? Is the contract good in that country?

How good is the Letter of Credit? How good is the Inspection report?

How can we avoid litigation? How can we avoid litigation?

Will the payment be on time? Will the delivery be on time?

What are my total exposures? What are my total exposures?
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risks associated with e- business are due to weak 
procedures in software development process, 
deficiencies in electronic business protocols and 
other technology-related problems (Muiznieks, 
1995).  There are hosts of other electronic business 
risks that must be addressed, such as accidental 
or erroneous processing of business transactions 
(Ratnasingham, 1998).  

A study illustrated that there are administra-
tive threats in the form of risks, such as password 
sniffing, data modification, spoofing, and repudia-
tion (Bhimani, 1996). Risks associated with fraud 
are due to the rapid growth of electronic business 
companies in general, as well as the rapid growth 
of electronic business lacking internal controls and 
good business sense (Baker, 1999). Many studies 
point electronic business risks toward informa-
tion technology (IT) and/or security (Kolluru & 
Meredith, 2001; Salisbury, Pearson, Pearson, & 
Miller, 2001). 

A model of traditional and electronic business 
to build trust in electronic business environments 
has been established (Papadopoulou, Andreou, 
Kanellis, & Martakos, 2001). A model, using 
global electronic business processes, has been pre-
sented by Caelli (1997). This latter model includes 
integrated schemes by financial institutions and 
consumers, open standardization, international 
standards for security and technology, and inter-
national agreements on legal, social, and economic 
systems. However, these models have not explicitly 
considered the elements of risk. A framework 
for trust requirements in electronic business was 
developed (Jones, Wilikens, Morris, & Masera, 
2000). Although the framework does not view trust 
with respect to risk, it does identify complexities 
in the world of electronic business. The com-
plexities that are identified relate to technology, 
process, and services. These complexities may 
be extended to business models and fulfillment 
needs as well. The literature regarding measure-
ment of risk attitude of management concluded 
that decision makers can be simultaneously risk 

seeking and risk averse in different domains, that 
is, context-specific (Shapira, 1995). 

Since there is an established perception that 
online businesses are faster, the relationship 
between suppliers and sellers has changed. Buy-
ers expect faster fulfillment and suppliers have 
to work in maximum synchronization with the 
sellers. As with the traditional model, this online 
transformation of buy/sell process works very well 
when the supply chain and back-end services are 
connected and work together. The performance 
and efficiency of the online process depends on 
the presence of this connectivity. If the supply 
chain and back-end services function well, the 
online process will be efficient and will perform 
as expected by the online community of buyers 
and sellers.

Some of the brick and mortar companies 
have made electronic business the solution of 
the future. Corporations can now trade goods 
and services, ranging from plastics to medical 
equipment, with potential unknown buyers and 
sellers using online technology. These trading 
hubs might be further enhanced in the future to 
deliver substantial value to their members, includ-
ing greater liquidity, better pricing, good quality 
and better delivery time, faster transactions, and 
better quality assurance. By creating these trad-
ing hubs, electronic marketplaces are initially 
focusing on gaining a critical mass of buyers 
and sellers in order to establish themselves as the 
leader in their particular core competencies. The 
electronic marketplaces are currently preoccupied 
with experimenting with different types of busi-
ness models such as sell-side auctions, buy-side 
auctions, and pure exchange formats. In the B2B 
exchange market segment, the ability to be the 
first in the business, that is, gain the first mover 
advantage, is the paramount goal. 

The new online risks have been either partially 
mitigated or not mitigated at all. Firms that face 
these risks need to address both their internal and 
external environments. For instance, one such 
external environment factors are the standards. 



���  

E-Business Risk Management in Firms

Much of the impetus for standard setting comes 
from the threat to B2B network posed by hackers 
and foreign governments (Vijayan, 2001). The 
global expansion of Internet use, combined with 
the global threats of increasing presence of hacker 
tools and the decreasing difficulty of use, argues 
for a permanence of constant risk. Organizations 
need to take responsibility for their protection 
of data and intellectual property. They need to 
achieve cooperation with other parties involved. 
They need to understand the weaknesses of the 
e-business systems that they are dependent on 
(McCrohan, 2003). The involvement of senior 
managers in risk awareness and risk assessment 
initiatives is required to mitigate the risks (Mc-
Crohan, 2003).

Many primary services crucial to the suc-
cess of e-business have entered the scene. These 
services include guaranteed transaction services, 
financing services, quality assurance, integrated 
shipping, foreign exchange, and international 
fund transfers. Traditional service providers and 
new entrants have taken the reins to offer these 
primary services online. Internet consulting 
firms believe in potential growth despite recent 
setbacks. New business models are evolving. New 
buy and sell processes will make an impact on 
electronic business and some of them may fail. 
New technologies are paving a road for growth 
and some of them will be questionable. New ful-
fillment needs will arise and some of them will 
go unanswered. With the advent of these online 
services, new technologies, new processes, new 
business models and new fulfillment needs, new 
online risks, have surfaced, and these risks have 
accounted for some of the uncertainty associated 
with electronic business.

A framework for evaluating online risks is 
needed to analyze the impact of electronic busi-
ness in the business-to-business (B2B) world. The 
traditional processes of buying and selling can be 
viewed as a model with conventional risk mitiga-
tion instruments including escrow, insurance, and 
contracts. As global B2B trade progresses using 

the electronic business as its medium of choice, 
an array of new business models, new processes, 
new fulfillment needs, new services, and new 
technology have emerged, resulting in a new set of 
online risks. These new online risks have created 
an imbalance in the traditional buying and selling 
process.  A framework for examining the various 
risks in the online B2B buy and sell process was 
presented (Vaidyanathan & Devaraj, 2002). This 
chapter will expand that basic framework with the 
new insights, and include the entire major research 
that several scholars have provided in recent years. 
This study will include the risk environment with 
an analysis of how these firms can understand the 
risks and mitigate them. The next section expands 
on these five dimensions of risks.

FIve dImensIons oF new on-
LIne rIsks

The new online risks may be attributed to the 
following five dimensions that have emerged for 
online B2B business: new services, new business 
models, new processes, new technologies, and 
new fulfillment needs. These five dimensions 
play an important role in this framework and, in 
fact, may be used to define the role of online B2B 
business. Figure 4 (adapted from Vaidyanathan 
& Devaraj, 2003) illustrates the five dimensions 
of this framework. These dimensions, consisting 
of services, business models, processes, technolo-
gies, and fulfillment needs, are offshoots of their 
traditional roles. They have been transformed to 
accommodate the online business scene. In each 
one of the dimensions, there are a number of types 
of risks. These types of risks are illustrated as a 
summary in Table 1. The next sections define 
each one of the types of risk in detail.

new services

The rise of the e-business has changed the way 
that many organizations function and exist. E-
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services need to be included in the e-business 
models to make the business models robust. E-
services, as compared to offline services, have 
grown rapidly, and the Internet has provided 
tremendous opportunities for service companies 
to offer quality services (Surjadjaja, Ghosh, & 
Antony, 2003). These services that have been 
offered by the service providers are often dispa-
rate and companies have to invest in integration 
of the services and systems. An example of an 
e-service is the experience of buying a ticket 
on the Internet. As seen in Figure 2, these new 
online services are conceptually the traditional 
services like banking, shipping, insurance, lo-
gistics, credit services, and so forth. During an 
e-service encounter, the customers are restricted 
to hearing and viewing whereas, in traditional 
service, customers can experience the service 
using all senses. However, traditional service is 
restricted by distance and opening hours, whereas 
e-service has substantially removed these barriers 
(Surjadjaja et al., 2003).

Empirical studies demonstrate that buyers per-
ceive services to be riskier than products (Mitchell 
& Greatorex, 1993). Disparate services increase 
risk exposure. Furthermore, these services are 
threatened by internal factors including lack of 
standards, lack of regulations and rules, and lack 
of support systems. This contrasts with traditional 
service industries that have deep-rooted support 
systems, rules, regulations, and standards. The 
external factors that threaten the new online 
services are volatile online political sanctions, 
natural hazards, legal issues, environmental is-
sues, and other political instabilities.

Several risks arise from these online services 
that include service failure risks, service-specific 
security risks, new jurisdiction risks, intangible 
property risks, and obsolete assumption risks. 
Jurisdiction on Internet sales is still ambiguous 
and sellers may find themselves in expensive liti-
gation in distant forums (Lange et al., 2000). The 
intangible property rights create new risks both 
in the nature of uncertainty regarding existing 

Figure 4. Conceptual framework
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Risk Dimension Risk Type

Services Service failure risks 

Service-specific security risks

New jurisdiction risks

Intangible property risks

Obsolete assumption risks

Online fraud

Poaching

Third-party liability risk

Business Models Performance risks

Financial risks

Financial transaction risks

Lack of trust

Technology Security

System failure risk (availability, 
reliability)

Data integrity risks

Processes Risks due to misfit between new processes 
and existing organizational processes and 
organizational structure

Product quality risks

Process Integration risks

Fulfillment Order fulfillment risks

Other supply chain management risks

Table 1. Risk types in dimensions
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transactions and in attempting to control risk of 
future transactions (Lange et al., 2000). Courts 
will have to determine whether the risks created 
by the use of new technology should be borne 
by the party who puts the technology into use, 
or whether the interest in innovation has for the 
potential benefit to third parties supports denial 
of liability (Lange et al., 2000). In the event of 
failure in the e-service, service recovery redresses 
loss to customers. Customers who experience a 
service failure can become more demanding and 
lose confidence with the firm that is offering the 
services or the firm who uses a third-party ser-
vice. However, if service recovery is carried out 
satisfactorily, it can turn dissatisfied customers 
into satisfied customers (Ahmad, 2002), with a 
consequent decrease in negative word of mouth 
(Sparks & Bradley, 1997). In contrast, unsuc-
cessful service recovery leads to a decline in 
customers’ confidence, lost customers, negative 
word of mouth, negative publicity, and the direct 
cost of having to reperform the service (Berry & 
Parasuraman, 1992). 

In banking, online fraud is a real problem 
(Streeter, 2005). The U.S. is a hotbed of online 
fraud, according to a report just published by the 
FBI and the National White Collar Crime Center 
(NWCCC). The same report claims a staggering 
94.1% of all online fraud complaints reported to 
the Internet Fraud Complaint Center. These frauds 
include bogus invoices, cramming, slamming, 
loan scams, phishing, and so forth. According to 
a new survey, high fraud rates continue to plague 
electronic commerce Web sites, with criminals 
expected to steal $2.6 billion from online mer-
chants. Suspicious merchants are now rejecting a 
far higher percentage of orders, meaning a steep 
increase in lost sales due to accidental rejection 
of legitimate orders (Sullivan, 2004).

Poaching is a contractual relationship risk 
where information that is transferred between 
parties for purposes specified in the contract is de-
liberately used by the receiving party for purposes 
outside the contract, to its own economic benefit, 

and to the detriment of the party that provided 
the information (Clemens & Hitt, 2004). This is a 
form of transactional risk and is one component of 
opportunistic behavior and abuse of power, when 
a client cannot monitor performance and when 
a client has become dependent upon a vendor’s 
services. The rise of outsourcing and of interfirm 
activities that entail the transfer of intellectual 
property increases the risk of poaching (Clemens 
& Hitt, 2004).

Third-party liability exposure seems to be 
theoretical but can become a reality (Sclafane, 
2000). The services risks are particular to Inter-
net service provider (ISP) or application service 
provider (ASP). If interrupted, these services 
pose a problem to other businesses as well. For 
example, if AOL goes down, there is a significant 
business interruption to Amazon or eBay. Web-
based storage services allow business users to 
store their documents and other digital files on 
third-party servers. Since most of these service 
users are small and medium enterprises (SME), 
data protection is absolutely critical in these 
instances for their survival (Aber, 2004). Web-
based storage services ensure businesses to focus 
on their core business, and operate even if crises, 
outages, or disasters occur in their main offices. 
They also offer real-time collaboration and file 
sharing between SME and their partners in supply 
chain (Aber, 2004). 

As firms expose applications to internal and 
external users, it is critical that these exposed 
interfaces are well defined, easy to use, and mean-
ingful to the service consumer. This means that 
they must more closely reflect business concepts 
and requirements (documents, processes) rather 
than low-level technical concepts (APIs, data 
types, and platforms). Interfaces exposed in this 
way are referred to as business services. These 
e-services consist of three layers. The first layer 
consists of software standards and protocols that 
include Extensible Markup Language (XML) and 
simple object access protocol (SOAP) that allow 
information to be exchanged easily among Web 
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applications. The second layer builds upon the 
protocols and standards, and forms a service grid 
managed by third parties that facilitate transport 
of messages and identify available services and 
assuring reliability and consistency as well. The 
third level comprises of a diverse area of appli-
cation services, from credit card processing to 
production scheduling, that automate individual 
business functions (Hagel, 2002). Web services-
specific security is still in rudimentary stage. 
Standards bodies like the W3C and OASIS are 
working diligently toward a solution, but Web 
services on the Internet today are completely 
defenseless against cyberterrorists and hackers. 
This level of exposure is far too risky for most IT 
executives. We will discuss the risks of business 
models in the next section.

new business models

New business models have emerged on the online 
scene. Portal models, such as dynamic pricing, free 
products and services, demand-sensitive pricing, 
and so on, may add further risks. Products and 
services have made their way to the e-business 
to be sold by original manufacturers, certified 
resellers, and sometimes noncertified resellers 
as well. The original manufacturer or service 
provider may find it attractive to channel their 
marketing and sales efforts using e-marketplaces 
or exchanges, only to find that the owners of the 
e-marketplaces or exchanges have different busi-
ness models than their conventional marketing 
and sales practices. When the business models 
of the original manufacturer are not aligned with 
the certified resellers or noncertified resellers, the 
original manufacturers will be exposed to various 
new risks. The business models are threatened 
by internal factors, like loss of revenue, due to 
the cost of poor image, and so forth. In this case, 
these business models are threatened by socio-
psychological external factors including trust, 
privacy, confidence, and other such factors. Busi-
nesses going global online have new exposures 

that are different from traditional ones. There are 
new regulatory exposures that they never thought 
about before.

The complexity of the business and the com-
plex nature of risk itself is one of the concerns of 
the risk industry (Kaiser, 2002). The high consoli-
dation levels within industries has translated into 
big channel conflicts and led to cannibalization of 
their own business (Kaiser, 2002). In many parts 
of the world, as in Latin America, sellers are in 
a much better position than buyers, and unless 
there is a steep rise in competition among sell-
ers, the buyers will be at a disadvantage (Sinha, 
1999). The most significant aspect of e-business 
is the transfer of power from the supplier to the 
buyer (Kaiser, 2002). There are risks associated 
with the seller credibility due to the availability 
of an overwhelming number of retailers, which 
is partially due to the perceived low entry and 
set-up costs business models (Biswas & Biswas, 
2004; Peterson, Balasubramanian, & Bronnen-
berg, 1997). It becomes difficult for the customer 
to distinguish between “fly-by-night operators” 
and regular “honest” suppliers in e-business 
(Biswas & Biswas, 2004). This higher level of 
uncertainty would, in turn, increase the overall 
perceived risks (Biswas & Biswas, 2004). Some 
companies, like Fingerhut, abandoned strategic 
positioning for some of their new customers due 
to new business models and failed. The manage-
ment also failed to adequately analyze their ability 
to sustain competitive advantages of the many 
online businesses in which they invested (Phan, 
Chen, & Ahmad, 2005). 

Performance risk and financial risks have 
received strong attention (Grewal, Gotlieb, & 
Marmorstein, 1994) in growing markets. Perfor-
mance risk is the uncertainty and consequence 
of a product not functioning at some expected 
level (Shimp & Bearden, 1982). Performance 
risks are likely to be higher in e-business since 
customers are unable to physically inspect the 
product before purchase (Biswas & Biswas, 
2004; Lal & Sarvary, 1999). Financial risks are 
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the uncertainty and monetary loss one perceives 
to be incurring if a product does not function at a 
certain expected level (Grewal et al., 1994). There 
exists transaction risks, which is the uncertainty 
associated with giving information such as credit 
card number to the seller during the course of 
a transaction. Consumers have higher levels of 
perceived performance, financial, and transaction 
risks in e-business (Biswas & Biswas, 2004). Re-
tailer reputation, perceived advertising expense, 
and warranty have been shown as consumer risk 
perception signals in e-business conditions for 
products (Biswas & Biswas, 2004). 

The strong ties associated between the high 
levels of trust and the banking industry have not 
yet been translated to its full potential (Yousafzai, 
Pallister, & Foxall, 2005). Trust has been iden-
tified as the key enabler to e-business (Keen, 
Balance, Chan, & Schrump, 2000). Lack of trust 
and privacy are risks and uncertainties that exist 
in e-business (So & Sculli, 2002). Customers are 
reluctant to adopt e-business, especially in online 
banking applications, because of trust (Lee & 
Turban, 2001). Trust has been looked upon as 
the major obstacle in e-business models (Gefan 
et al., 2003). Another risk is perceived reputation 
of a firm. Until executives actively manage the 
perceptions of their company with as much rigor 
as they apply to managing financial, operational, 
or technology risk, a company’s most important 
intangible asset—its reputation—will be at risk 
(Resnick, 2004). The blemish in reputation may 
be due to any number of reasons, one of them 
being loss of confidence and trust due to online 
business models of the firm. 

Privacy is infringement by online retailers by 
sharing or selling or renting personal information 
to other companies, contacting without consent, 
and tracking habits and purchases. System security 
includes concerns about potentially malicious 
individuals who breach firms’ systems to acquire 
personal, financial, or transactional information. 
Frauds are concerns regarding any fraudulent 
behavior by either customer or supplier, including 

nondelivery or misrepresentation of ordered goods 
(Miyazaki & Fernandez, 2001). Trust is crucial to 
e-business, but e-businesses are failing to support 
ways of assuring it (Moores, 2005). Privacy seals, 
like TRUSTe, CPA Webtrust, and BBBOnline, are 
Web assurance seals to persuade buyers that the 
particular Web site can be trusted. The result in 
a recent study points out that many do not fully 
comprehend the form and function of the privacy 
seals and deciding to trust the site with the privacy 
seal (Moores, 2005). The results suggest that the 
seals have failed to play their intended role, and 
the buyers have to be educated with the process 
and assurance of these seals.

Technology can be the stimulus for the growth 
of e-business. Technology alone cannot be the 
stimulus. The transformation to online business 
is a complex social, technological, political un-
derstanding (Davison, Vogel, & Harris, 2005). 
However, technology has its own risks, as pre-
sented in the next section.

new technology

E-business uses emerging technologies. Most of 
these technology applications may not have been 
tested for scalability, security, and availability. 
The integration with other software products 
has also been a challenge. Integration of various 
systems and software has exposed the integrated 
system’s vulnerabilities. These vulnerabilities 
may highlight unique risks caused specifically 
by integration. Furthermore, security risks have 
been well documented in the literature (Kolluru 
& Meredith, 2001; Salisbury et al., 2001). The 
internal factors that threaten new technologies 
are complexity of systems and integration of 
systems, while the external factor that threatens 
the technologies is security.

Security refers to the technical safety of the 
network against fraud or hackers (Surjadjaja et al., 
2003). Recent information thefts have left a mark 
on the risks of third-party data. About 145,000 
consumers nationwide were placed at risk by a 
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recent data theft at the database giant ChoicePoint. 
Personal information on 310,000 people nation-
wide has been stolen from LexisNexis, which 
compiles and sells personal and financial data on 
U.S. consumers. This is not a technology problem 
and is a legal problem (Schneier, 2005). These 
frauds and thefts would not have been public if it 
were not for the California law mandating public 
disclosure of such events (Schenier, 2005). Hacker 
attacks and rapidly spreading viruses, worms, and 
Trojans impact an organization causing anything 
from loss of productivity to loss of reputation 
(Nyanchama, 2005). 

In addition, increased networking, mobil-
ity, and telecommuting have introduced serious 
technical issues and potential security problems 
(Dillon & Pate-Cornell, 2005). Fundamentally, 
the Internet and its infrastructure, system access, 
security, open standards, information access, 
reliance, integrity of data and information, com-
plexity, interdependence, and interconnectivity, 
all lead to exposures.

New technologies have created new products, 
for example, capturing procurement habits of 
customer database. These technologies have led to 
intangible property rights and contracts. Unclear 
or overreaching agreements are risk exposures 
to these new products (Lange et al., 2000). IT 
has enhanced product marketing and distribu-
tion. If the experiences of Web site marketing 
simulations do not match the real experiences 
of the buyer, this new media way of marketing 
can create risks (Lange et al., 2000). Technology 
failure risks include lack of system functionality, 
system unavailability, loss of data integrity, loss 
of data confidentiality, and security of systems 
in general. IT systems crash when large waves 
of orders overload processing capacity. Business 
interruptions lead to financial risk as well as mar-
ket share risk (Phan et al., 2005). Furthermore, 
standardization in exchange of data is lacking in 
industry (Kaiser, 2002), raising risks in integrity 
of data. 

Other risks include antiquated network back-
bone, development of “spaghetti” code, poor 
configuration control, expensive conversion of 
data, noncompliance with embraced methodolo-
gies, no or lack of standards, poorly articulated 
requirements, and incompatible development 
tools. Most companies are focusing on how to 
use new technology by improving processes in 
order to increase productivity, reduce cost, and 
seek reliable partnerships in order to compete in 
e-business (Zhang, 2005). The new processes have 
been exposed to risks as well, and are illustrated 
in the next section.

new Processes

Businesses generally engage in three main 
processes (Klamm & Weidenmier, 2004): (a) 
acquiring and paying for resources, (b) converting 
resources into goods/services, and (c) acquiring 
customers, delivering goods and services, and 
collecting revenues. New e-business processes to 
enhance these three main processes have surfaced 
to fill a real business need. Companies that have 
emerged onto the online scene have changed the 
old processes to build new business models. Inte-
gration of external partner process with internal 
process has created new reengineered processes. 
These new processes may expose new risks. The 
creation of real-time process for e-business may 
also expose new risks. New outsourcing pro-
cesses may also create risks for the business. In 
response to perceived risks, many existing busi-
nesses redesigned their processes for e-business 
conditions. Some emerged successfully, while 
many others failed (Phan et al., 2005). Some of 
these new processes are threatened by internal 
factors such as stringent product specifications 
for specific market needs. The processes are also 
threatened by external factors such as perceived 
quality of products and services.

The new processes in e-business include 
routine activities automated by computers for 
higher speed and reliability; business processes 
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and services to extend across different organiza-
tions; the agility in business processes to be able 
to quickly adapt to customers needs and market 
conditions; and business functions desired to 
be readily shareable at a small granularity level 
(Zhang, 2005). 

A new trend in e-business is to enable a busi-
ness to dynamically connect arbitrarily complex 
e-services provided by different vendors in 
order to create a new service (Zhang, 2005). It 
is difficult to implement this process because it 
requires complicated coordination among various 
vendors based on exchange of data and process 
information (Zhang, 2005). In order to enable 
interoperability, it is important that vendors agree 
on basic common standards, and there is a lack of 
these standards. These process integrations give 
rise to new e-business risks. The return process 
is an essential criterion in any e-business opera-
tion (Curtis, 2000; Strauss & Hill, 2001). This is 
especially true if buyers need to see, touch, smell, 
and test a product before deciding whether to retain 
or return it (Surjadjaja et al., 2003). New audit and 
internal control procedures have given rise to new 
exposures (Yu, Yu, & Chou, 2000). 

New technology leads to implementing new, 
better, improved, and standardized internal 
business processes (Barnes et al., 2003). These 
new levels of technically complex processes lead 
to contextual risk in e-business environment 
(Pathak, 2004). Streamlining approvals through 
electronic processes may remove existing internal 
controls and potentially increase the risk (Pathak, 
2004). As issues of fulfillment and the need for new 
technology to be integrated increased in e-busi-
nesses, risks in integrating e-business capabilities 
into existing business processes increased (Krell 
& Gale, 2005). This is because of the misfit be-
tween new processes and existing organizational 
processes and organizational structure (Krell 
& Gale, 2005). Integrating complex systems in 
firms have caused firms to abandon projects ei-
ther in the middle of the project or after a futile 
attempt (Cliffe, 1999). The objective of complex 

ERP implementation is to integrate information 
systems across all functional areas and to pursue 
a long-term sustainable competitive advantage. 
Failing to integrate the processes into ERP sys-
tems can lead to failure of ERP implementation 
and thus connectivity to e-business. 

These new business models, new processes, 
new online services, and new technologies have 
created exposure to businesses. In the next sec-
tion, fulfillment risks are explored.

New Fulfillment

The perception of online fulfillment has changed. 
Products and services are needed almost in real 
time in this online world. E-business may bring 
in sales from many new channels of marketing. 
The integration of these real-time sales orders 
with the existing supply-chain management and 
order fulfillment may increase risks. Inefficient 
fulfillment integration with external distribution 
providers may also expose risks. The internal 
factor that threatens the new fulfillment needs 
is supply-chain management. The external fac-
tor that threatens the fulfillment is the real-time 
demand for products and services.

Fulfillment refers to the delivery of products 
and services on time and, as specified, within a 
service level agreement (Surjadjaja et al., 2003). 
Order fulfillment risks, such as lost orders, ship-
ment delays, and shipments of incomplete orders, 
can be detrimental to business health (Phan et al., 
2005). Orders may take long to assemble, and Web 
partners have to pay for express shipments (Phan 
et al., 2005). Experience in order fulfillment and 
ample warehouse capacity do not automatically 
translate into success in e-business (Phan et al., 
2005). Because e-business requires linkages be-
tween front-office and back-office operations with 
the supply chain, lack of integrated fulfillment 
systems create risks (Phan et al., 2005). 

Factors of fulfillment can be viewed in the 
logistics framework proposed by Vaidyanathan 
(2005). The framework includes global servicing, 
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global transportation, global warehousing, global 
inventory management, logistics, and informa-
tion sharing. Fulfillment also includes inventory 
management, warehousing, and ‘‘e-fulfillment 
centers’’ (Reynolds, 2000), and coping with 
seasonal variations in demand (Ridley, 2002). 
The challenges are in delivering digital products 
and services where issues such as copyrights and 
data protection need to be addressed and resolved 
before delivering digital products and services. Of 
course, the delivery of physical products has its 
own challenges. Due to all these challenges, online 
businesses without strong financial resources and 
networks can experience difficulties in managing 
the fulfillment needs (Surjadjaja et al., 2003). 

Risk in a supply chain is the potential occur-
rence of an incidence associated with inbound 
supply in which the result is the inability of the 
purchasing firm to meet customer demand (Zsi-
disin, 2000). Spekman and Davis (2004) illustrated 
a six-factor risk framework for supply chain. The 
first factor is the obsolete or unwanted inventory 
that can rise due to lack of communication with 
the supply-chain partners. An example would be 
of Cisco’s inventory dilemma when the firm wrote 
off $2.5 billion in inventory. The second factor is 
associated with the flow of information. The third 
factor is with the supply chain’s flow of money, and 
relates risks associated with stable pricing, hedg-
ing, letters of credit, timely payment of bills, and so 
forth. These three factors affect both inbound and 
outbound flows of the supply chain including risks 
on quality, product design, production, supplier 
development, supplier stability, logistics, and any 
other physical activity that affects supply chain’s 
ability to meet its objectives. The fourth factor is 
the security of the firm’s internal IT and the risks 
relating to who has access to the information and 
sharing of information. The fifth factor is associ-
ated with the relationships forged among supply 
chain partners, and the tendency of the partners 
to act in their self-interest. The sixth factor of risk 
relates to the supply-chain members’ reputation 
and corporate social responsibility.

Moreover, supplier capacity constraints, pro-
cess changes in production and design, inability 
to reduce costs, unanticipated delays, and supply 
disruptions (Zsidisin, Panelli, & Upton, 2000) can 
become a part of the risks in the six-factor risk 
framework. Many e-marketplaces have failed to 
deliver on promises that were made (Murtaza et 
al., 2004). There is a general concern of security 
ad standards in the supply-chain management. 
There are no common supplier qualification 
criteria, no consistent item coding schemes, and 
no technology integration guidelines (Murtaza 
et al., 2004). Furthermore, integration of systems 
to provide efficient supply chain is of concern as 
well (Murtaza, 2004). Antitrust laws are another 
major challenge, since highly successful e-mar-
ketplaces can run the risk of limiting competition 
unfairly, even though the laws improve efficiencies 
(Murtaza, 2004).

rIsk mAnAgement

The risks of e-business are generally very similar 
to the risks of doing traditional business. The pri-
mary difference is that risks from e-business arises 
from and relates to novel contractual exchanges. 
Mitigating and management of e-business risks 
essentially start with identifying all the associ-
ated risks. Once all the risks are identified, then 
the risks need to be quantified using frequency 
and severity of risks. Once the e-business risks 
are quantified, the next task is to mitigate the 
risks by effective means. Then the risk manage-
ment needs to be made into a process within the 
company. This is accomplished by adopting and 
using contract management policies. As with 
any process, the contract management needs to 
be monitored continuously. We will explore this 
four-step process in this section.
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Identifying risks

Risk analysis begins with the identification of 
assets and all possible threats to the identified 
assets (Jung, Han, & Suh, 1999). The firm needs 
to understand the requirements of the business 
processes, as well as to include concerns over 
financial loss, damage to reputation, loss of 
intellectual property, devaluation of goods, and 
regulatory requirements, among other business-
specific risks.

The process of searching for risks may be itera-
tive. A list of risks associated with each objective, 
key parameter, major deliverable, or principal 
activity may be prepared. It is essential that every 
aspect of the five dimensions is analyzed. This 
list preparation should be from first principles 
without the use of checklists or prompts, to avoid 
constraining the process of discovery. After this, 
the exercise should be repeated with the help of 
the risk matrix and other prompt aids. A brain-
storming session to review the risks previously 
identified and to flush out further risks needs to 
be undertaken. Having identified all the risks, the 
identified risks need to be classified and grouped 
for further evaluation.

quantifying risks

Firms must understand their internal and external 
failure modes, including knowledge of how spe-
cific system compromises or failures can affect 
a business process and its relative risk. Usage of 
tools such as failure mode and effects analysis 
(FMEA) can be used to identify and quantify 
risks (Bongiorno, 2001; Carbone & Tippett, 2004; 
Chrysler Corp., Ford Motor Co., & General Mo-
tors Corp., 1995). Many firms have used FMEA 
in process development and product development. 
Usually, input is solicited from many experts 
across the organization. The input can be sought 
from customers and suppliers to understand the 
risks of supply chain. The FMEA is then used 
for troubleshooting and corrective action. The 

standard FMEA evaluates failure modes for oc-
currence, severity, and detection (Chrysler Corp., 
Ford Motor Co., & General Motors Corp., 1995). 
The experts, in their opinion, give input to the 
occurrences, severity, and detection of risks. The 
risk priority number (RPN) is then calculated as 
product of occurrences, severity, and detection. 

mitigating risks

The quantified risks need to be aligned with the 
goals of the company. The quantified risks need 
to be mitigated using correcting measures if plau-
sible, by developing compensating controls, by 
insuring the risk, and, in most cases, by developing 
a detection method for these failure modes. 

E-services will be successful if more factual 
product service information is provided; shopping 
convenience, product value, and customer rela-
tions are emphasized; and customer needs, such 
as better purchasing experience, are understood 
(Verma, Iqbal, & Plaschka, 2004). In one instance, 
the government of Singapore initiated their e-
business using e-services that allow the different 
government agencies to share components such 
as payment gateways, electronic data exchange, 
authentication, and other security features in the 
development of e-services. This reduced both 
the incremental cost for implementation of new 
e-services as well as the time needed for design 
and development. It also retains the flexibility to 
change business requirements in services eas-
ily, and offers services via multiple concurrent 
channels. Singapore citizens and businesses can 
obtain faster, more convenient access to govern-
ment services as compared to waiting in line. This 
fast, efficient, and cost-effective implementation 
of e-services Singapore recognized as “Innova-
tive Leaders,” along with Canada and United 
States in recent report on global e-government. 
They used Sun Microsystems’s Public Services 
Infrastructure (PHI), which allows the different 
government agencies to share components such 
as payment gateways, electronic data exchange, 
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authentication, and other security features in the 
development of e-services (Sun Microsystems, 
2001).

Structural assurance and situational normality 
mechanisms both have an impact on customers’ 
trustworthiness perceptions, suggesting that 
firms need to use a portfolio of strategies to 
build customers’ trust (Yousafzai et al., 2005). 
To improve the customers’ confidence and to 
mitigate psychological risks associated with se-
curity, more Web sites are advertising a secure 
transaction sign (for example, VeriSign). VeriSign 
is effectively selling confidence, facilitated by 
the strong market reputation of Microsoft. In 
addition to VeriSign, many Web sites use the 
symbols of various accreditation bodies (such as 
ATOL, IATA and ABTA, BBBOnline). Firms 
can always secure Web services to a partner 
through existing network security technologies 
such as Virtual Private Networks (VPNs), Public 
Key Infrastructure (PKI), and digital certificates. 
Among various remedies to promote trust and 
reduce online fraud, online escrow services 
have been implemented as a trusted third party 
to protect online transactions and Internet fraud 
(Hu, Lin, Whinston, & Zhang, 2004). Courts 
need to recognize that in the information age, 
virtual privacy and physical privacy have no same 
boundaries (Schneier, 2005).

Data-mining capabilities are crucial for e-busi-
ness. For example, Toys-R-Us has established af-
filiations with Amazon.com, leveraged from data 
collected from online customers with a company 
with a trusted brand (Phan et al., 2005). Being a 
component of information security management, 
vulnerability management is effective when de-
fined with a risk management approach. To be 
effective, vulnerability management must incor-
porate key elements of effective processes such 
as policies, accountabilities, communication, and 
continuous improvement (Nyanchama, 2005).

Buyers can buffer against supply risks by de-
veloping multiple sources of supply and carrying 
safety stock (Giunipero & Eltantawy, 2004). In 

order to manage risk effectively, purchasers are 
moving to adopt closer relationships with key 
suppliers and expect the suppliers to provide 
solutions and compliment or enhance the buying 
firm’s core competencies (Giunipero & Eltantawy, 
2004). Joint buyer-supplier efforts may reduce 
risks in the supply process, and this type of col-
laborative supply management effort increases 
product reliability and reduces risks in product 
introduction (Giunipero & Eltantawy, 2004). For 
example, Chrysler minimized supply-chain risks 
by implementing long-term trading agreements 
and sharing the benefits of mutual involvement in 
design and development of products that Chrysler 
purchases (Viehland, 2002). 

Firms need to develop policies regarding use 
of forms and conditions in which standard clauses 
may be negotiated. They have to monitor sales 
and distribution channels to determine that ap-
propriate forms are being used and that contract 
policies are followed. In addition, the firms have 
to develop and administer policies on early dis-
pute mitigation and alternate dispute resolution 
(Lange et al., 2000). 

managing risks

A recent survey by nCircle, a provider of enter-
prise-class vulnerability and risk-management 
solutions, polled 1,700 CIOs, CSOs, and security 
directors for the Vulnerability and Risk Manage-
ment Trend survey (Government Technology, 
2005). The survey results indicate that many 
businesses still lack the information they need 
to determine the effectiveness of their security 
ecosystem:

• Sixty percent of respondents were unable 
to determine whether their network secu-
rity risk was decreasing or increasing over 
time.

• Fifty-eight percent of respondents stated they 
are unable to generate reports about applica-
tions or vulnerabilities on their network by 
region business unit or business owner.
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• Fifty-two percent of respondents stated 
they have no way to verify and manage 
compliance with their own internal security 
policies.

The prime objective of risk management is to 
minimize the impact and probability of occurrence 
of risks in firms. Firms must put in place detective 
controls and operational monitoring so that, when 
a failure mode occurs, it is detected without delay 
and the appropriate response is enacted. Effective 
institutionalization of e-risk management requires 
five additional factors (Lange et al., 2000):

• Implement an initial review and risk assess-
ment of a firm’s e-business risk exposures 
to include legal, network security, human 
resources, management personnel, and 
others, and make sure that the company’s 
policies and procedures are followed.

• Establishing clear lines of authority for con-
tract administration, a firm can best control 
the assumption of unintended business risks, 
and by implementing periodic reviews by 
outside control, bring multiple perspectives 
and best practices.

• Fine-tune contracts and substantially revise 
to reflect the technology and services rel-
evant to e-business.

• Cover insurances with all the possible ex-
posures due to e-business.

• Keep current with legal, technological, and 
market developments.

To have successful e-commerce ventures, 
firms need to show strength in four areas. These 
four areas revolve around their business models—
their external environments and their corporate 
strategies, structures, systems, and resources. 
Based on the evaluation of these inputs, they must 
develop proper e-business leadership, strategies, 
structures, and systems (Epstein, 2005). A frame-
work that helps a decision maker consider security 
issues early in the project has been developed by 

Dillon and Pate-Cornell (2005). This framework 
has a proactive approach, as it allows planning 
for contingency and setting priorities in resource 
allocation considering the system life cycle. An-
other methodology using case-based reasoning 
(CBR) was introduced to analyze IT risks (Jung 
et al., 1999). The learning component enables the 
software to update the case base dynamically in 
a fast-changing e-business environment.

concLusIon And Future  
reseArch

Even the insurance firms are in their rudimentary 
stage in enterprise risk management (ERM) (Oliva, 
2005). A few firms have hired or appointed chief 
risk officers (CROs) and are embracing strategies 
and technologies to manage risk companywide, 
but most insurers are behind the curve. ERM 
needs to be embraced as a competitive strategy 
and linked to allocation of capital and growth 
goals. Critical success factors going forward will 
include (Oliva, 2005):

•  Identifying, measuring, monitoring, mitigat-
ing, and financing all aspects of risk

• Instituting procedures for handling risk
•  Computing and allocating capital based on 

risk tolerances

The framework presented in this article can 
help us understand the various risks involved 
in B2B commerce. The conceptual framework 
presented examines risk from five critical dimen-
sions—services, business models, technology, 
fulfillment, and processes. Online businesses can 
benefit from a careful consideration and analyses 
of these five factors that are primary sources of 
risk. Such a planned risk analysis exercise can 
provide insights to practitioners of e-business, 
procurement managers, marketing managers, IT 
managers, as well as academicians. It remains to 
be seen if understanding and mitigating risk will 
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indeed be the turning point for B2B commerce. 
E-business may be the most important value-
creating activity for many businesses. The key 
is in its implementation (Epstein, 2005) and how 
these companies mitigate risks as well.
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Chapter XXV
Evaluating E-Business  

Leadership and its Links  
to Firm Performance

Jing Quan
Salisbury University, USA

AbstrAct

Electronic business (e-business) has been popu-
larly lauded as “new economy.” As a result, firms 
are prompted to invest heavily in e-business 
related activities such as supplier/procurement 
and online exchanges. Whether the investments 
have actually paid off for the firms remain largely 
unknown. Using the data on the top 100 e-business 
leaders compiled by InternetWeek, the leaders are 
compared with their comparable counterparts in 
terms of profitability and cost in both the short-run 
and long-run. It is found that while the leaders 
have superior performance based on most of the 
profitability measurements, such superiority is 
not observed when cost measurements are used. 
Based on the findings, managerial implications 
are offered accordingly.

IntroductIon

The rapid expansion of e-business witnessed in 
the late 1990s was nothing short of a spectacle. It 
seemed that almost everyone was talking about 
it, and every firm was eager to invest in it, hop-
ing to take away a slice of the pie. Andy Grove, 
chairman of Intel Corp, stated in 1998: “Within 5 
years, all companies will be Internet companies 
or they would not be companies” (Intel, 2000). 
Merely mentioning of the “e” word could mean 
multi-million dollars. The case at hand was Zapata 
Corp., a fish oil processing company, co-founded 
by former U.S. President George H. W. Bush. The 
company announced on December 23, 1998 that 
it would transform itself into an Internet portal 
to compete with Yahoo!, Lycos, and alike. Im-
mediately following the announcement, Zapata’s 
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stock price skyrocketed nearly 100% from 7.19 to 
14.25 with trading volume at more than 2,000% 
higher than normal, according to Yahoo! Finance. 
Academic researchers rushed in and concluded 
that “a new economy was born.” 

The potential benefits of e-business are well 
documented by academic researchers and prac-
titioners alike (InternetWeek, 2000/2001; Phan, 
2003). Organizations that integrate e-business 
applications, such as shared online database and 
Internet-based reporting in their business process-
es, can lead to reduced cost, increased efficiency 
and profitability, and better customer relationship 
management. Perhaps one of the most significant 
contributions of e-business applications is its abili-
ties to directly bring sellers and buyers together 
with little middleman’s interventions.

Although the advantages of e-business exist 
in theory, little empirical work has been done to 
confirm them. Some study actually showed an 
inconclusive link between e-business and sustain-
able development (Digital Europe, 2003):

Our survey showed no conclusive evidence for 
companies that use a lot of e-business actually 
performing better than other companies on sus-
tainable development, simply by virtue of their 
e-business use. There may be a relationship 
here—which could become more obvious as e-
business applications are more fully integrated 
into companies’ operations—but more research 
would be needed to prove a link.

Answering this call, researchers have at-
tempted to build theoretical frameworks to 
pinpoint how e-business creates value. Using 
the technology-organization-environment (TOE) 
framework Zhu, Kraemer, Xu, and Dedrick (2004) 
found that technology readiness, firm size, global 
scope, financial resources, competition intensity, 
and regulatory environment may affect e-business 
value creation. Amit and Zott (2001) integrated 
several theoretical perspectives on entrepreneur-
ship and strategic management to identify four 

interdependent dimensions: efficiency, comple-
mentarities, lock-in, and novelty as sources of 
value creation. 

Despite the recent advancement of research 
in this area, the fundamental question regarding 
e-business remains unanswered, that is, whether 
e-business creates value. This article attempts to 
fill this vacuum by establishing a theoretical foun-
dation to evaluating the linkage between e-busi-
ness investments and firm performance in terms 
of profitability and cost savings. Confirmation 
or disconfirmation of the effectiveness of firms’ 
investments in e-business will contribute to the 
knowledge accumulation in this area. It can also 
provide an insight for future investments.

The article begins by presenting the research 
framework grounded in the resource-based view 
(Barney, 1986; Barney, 1991; Conner, 1991; Ru-
melt, 1984). Resource-based view argues that 
firm-specific skills and resources that are rare 
and difficult to imitate or substitute are the main 
drivers of firm performance. How e-business 
initiatives create unique skills and resources for 
firms is shown. The hypotheses are then formu-
lated, the data set and methodology discussed, and 
estimation results presented. Finally, discussion 
of the results and suggestions for future research 
are provided.

reseArch FrAmework:  
the resource-bAsed vIew

Broadly speaking, e-business value is a subset of 
the business value of IT. The business value of 
IT investments in general has been long debated, 
which led to the birth of the famous term “pro-
ductivity paradox.” Some studies provide posi-
tive support for the business value of computer 
investments (Brynjolfsson, 1993; Brynjolfsson 
& Hitt, 1996; Hitt & Brynjolfsson, 1996; Bha-
radwaj, 2000; Stratopoulos & Dehning, 2000). 
On the other hand, Strassmann (1997) argues 
that IT investments have no discernible effects 
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on firm profitability measured in return on assets 
(ROA), return on equity (ROE), and economic 
value added (EVA). 

In an attempt to explain the inconclusiveness, 
some researchers propose several theoretical 
models that examine the entire process needed 
for IT investments to make an impact on business 
value (Lucas, 1993; Markus & Soh, 1993). One 
of the dominate views is the resource-based view 
(RBV). Based on this view, IT investment itself 
does not provide any sustainable value because 
competitors can easily duplicate the investment 
by purchasing the same hardware and software. 
Rather, competitive advantages are derived from 
the manner in which firms deploy IT to generate a 
unique set of resources and skills that are difficult 
to duplicate (Clemons, 1986, 1991; Clemons & 
Row, 1991; Mata, Fuerst, & Barney, 1995). This 
type of resources is firm specific, rare, imperfectly 
imitable, and not strategically substitutable by 
others create competitive advantages for firms 
(Barney, 1991). Grant (1991) extends the RBV 
by linking resources to organizational capabili-
ties. Firms generate organizational capabilities 
by optimally assembling their resources. When 
these capacities are embedded in organizational 
processes, it makes firms deploy resources more 
effectively and efficiently than its competitors. In 
turn, competitive advantages are created.

Adopting this RBV, one can see that IT invest-
ments themselves do not necessarily generate 
sustained value because competitors can easily 
duplicate the action by investing in the same or 
equivalent hardware and software. In order to 
achieve competitive advantages of IT investments, 
firms must leverage their investments (resources) 
to create unique capacities that impact their overall 
effectiveness.

e-busIness And 
comPetItIve AdvAntAge

Information systems researchers have classified 
key IT-based resources into three categories: 

(1) the physical IT infrastructure (the tangible 
resources), (2) the technical and managerial IT 
skills (the human resources), and (3) the intan-
gible resources such as knowledge base, customer 
relations, and synergy (Bharadwaj, 2000; Grant, 
1995). To be successful, e-business based firms 
need to invest in a new type of IT infrastructure 
that can provide real time responses 24/7 to cus-
tomer inquiries. Some emerging infrastructures 
include XML, server farms, and dynamic storage. 
In addition, to protect the infrastructures and 
ensure the integrity of information, firms need 
to heavily invest in security. All these require IT 
and management staff to possess necessary skills 
for managing the new working environment. This 
allows the firms to acquire unique, rare and firm 
specific technical and managerial skills. With the 
infrastructure and management skills in place, the 
firms can manage their knowledge base better and 
create synergies between different working units. 
In the process, they can become truly customer 
oriented. Therefore, from the resource-based per-
spective, e-business initiatives help firms to obtain 
competitive advantage in the marketplace. 

In this article, competitive advantages in 
terms of either higher profit or lower cost are 
measured. As a result, the following hypotheses 
are proposed:

H1: The	average	profit	ratios	of	 the	e-business	
leader	 firms	 are	 higher	 than	 those	 of	 the	 non-
leaders.

H2: The average cost ratios of the e-business leader 
firms	are	lower	than	those	of	the	non-leaders.

methodoLogy

The “matched sample comparison group” method, 
which has been extensively used in previous 
research (Bharadwaj, 2000; Stratopoulos & 
Dehning, 2000) is adopted. In this methodology, 
there are two samples: the first sample is a treat-
ment group and the second is a carefully selected 
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control group that is matched to the treatment 
group by size and type. Then the levels of interest 
variables of these two samples are compared. In 
this case, the treatment group consists of the firms 
identified by the industry as e-business leaders 
while the control group consists of the matched 
firms in terms of size and type.

dataset

In 2000 and 2001 InternetWeek published a special 
issue, InternetWeek 100, in which 100 e-business 
leaders were identified for their effectiveness in 
using the Internet to achieve tangible business 
benefits (InternetWeek, 2000/2001). They were 
evaluated based on their e-business participation 
in customer-oriented activities, supplier/procure-
ment activities, electronic marketplace, integra-
tion of front- and back-end systems, revenue 
growth, and cost cutting efforts.

In order to obtain a consistent sample, the 
selection of the companies that were identified 
as leaders in both years was restricted. In addi-
tion, firms must have complete financial data on 
Compustat for the period of 1999 to 2002. This 
process led to 46 companies in the treatment 
sample.

For the control sample, it was first specified 
that a matching firm must be in the same indus-
try as the leader based on the 4-digit primary 
SIC. Second, the average sales of the matching 
firm must be within 70% to 130% of the leader 
firm’s. When there were multiple matches, the 
firm with 5 year average sales closest to that of 
the leader firm was selected. If a match could not 
be identified in this fashion, then the 4-digit SIC 
matching rule was relaxed to three- or two-digit 
SIC. This procedure has been used by previous 
studies such as Bharadwaj (2000) and Barber and 
Lyon (1996). Firms in both groups are listed in 
the Appendix. 

1999
E-Business Leaders Control Sample Difference of Means

Mean Median Mean Median T

Sales (billion $) 20.84 11.27 18.56 10.28 1.326

Assets (billion $) 45.61 16.54 35.72 12.74 1.103

Number of Employees 82348 45504 120931 54450 -0.859

2000
E-Business Leaders Control Sample Difference of Means

Mean Median Mean Median T

Sales (billion $) 23.05 12.26 20.78 11.42 1.207

Assets (billion $) 57.17 20.49 41.96 13.02 1.474

Number of Employees 89888 44000 121425 46546 -0.900

2001
E-Business Leaders Control Sample Difference of Means

Mean Median Mean Median T

Sales (billion $) 21.69 12.81 20.72 11.33 0.531

Assets (billion $) 56.52 20.25 44.80 13.71 1.115

Number of Employees 85435 46800 121199 62175 -1.175

2002
E-Business Leaders Control Sample Difference of Means

Mean Median Mean Median T

Sales (billion $) 21.66 11.92 20.38 11.45 0.605

Assets (billion $) 59.08 19.50 48.47 13.79 0.922

Number of Employees 83961 47480 101336 44323 -1.315

Table 1. Descriptive statistics
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Table 1 provides the descriptive statistics for 
the two groups. The t-test does not reveal any 
systematical differences between them in terms 
of size measures such as sales, total assets, and 
number of employees.

Two categories of variables are collected for 
both treatment and control samples to test the 
aforementioned two hypotheses related to profit 
and cost. Five profit ratios include return on assets 
(ROA), return on sales (ROS), operating income 
to assets (OI/A), operating income to sales (OI/S), 
and operating income to employee (OI/E). Three 
cost ratios are total operating expenses to sales 
(OEXP/S), cost of goods sold to sales (COGS/S), 
and selling and general administrative expenses 
to sales (SG&A/S). Total operating expenses 
are defined as the sum of COGS and SG&A. 
The rational for those variables can be found in 
Bharadwaj (2000).

statistical tests and outliers

The primary interest is to test the hypotheses that 
the mean levels of operational performance vari-
ables of e-business leaders are better than those 

of non-leader firms. Traditional standard t-test 
would be used for this purpose. However, since 
the distributions of financial ratios, such as the 
variables defined, tend to be non-normal, skewed 
and fat tailed, non-parametric test is preferred 
(Bharadwaj, 2000; Stratopoulos & Dehning, 
2000). In this article, the Wilcoxon signed rank 
test is used. 

Another characteristic of financial data is 
that there are a significant number of outliers. 
As a data treatment, a methodology suggested by 
Stratopoulos and Dehning (2000) was followed 
by removing those data points that fall more than 
1.5 times the interquartile range above the third 
quartile or below the first. 

resuLts And dIscussIon

Table 2 provides the one-sided Wilcoxon signed 
rank results for the aforementioned profitability 
related variables between e-business leaders and 
control sample from 1999 and 2002. E-business 
leaders performed better in terms of all measures 
but one (OIE) in 1999, the year before they were 

1999 2000 2001 2002

Mean Median Pr>Z Mean Median Pr>Z Mean Median Pr>Z Mean Median Pr>Z

ROA-leaders
ROA-control

5.145 4.508
0.06c

5.327 3.810
0.31

2.789 1.659
0.22

3.126 2.892
0.02b

3.876 2.726 4.067 3.457 1.452 1.513 1.384 2.031

ROS-leaders
ROS-control

0.076 0.067
0.01a

0.066 0.070
0.04b

0.052 0.043
0.10c

0.029 0.032
0.49

0.051 0.045 0.052 0.049 0.020 0.032 0.021 0.032

OIA-leaders
OIA-control

0.112 0.092
0.02b

0.097 0.089
0.02b

0.076 0.064
0.12

0.068 0.069
0.02b

0.085 0.068 0.067 0.064 0.059 0.049 0.045 0.046

OIS-leaders
OIS-control

0.136 0.121
0.01b

0.132 0.121
0.01a

0.088 0.079
0.32

0.096 0.104
0.05b

0.104 0.089 0.095 0.085 0.092 0.068 0.074 0.069

OIE-leaders
OIE-control

0.033 0.025
0.18

0.042 0.032
0.01a

0.028 0.023
0.21

0.027 0.021
0.33

0.027 0.018 0.024 0.016 0.023 0.011 0.021 0.014

Notes:
a1% level, b 5% level, c 10% level
ROA—return on assets; ROS—return on sales; OIA—operating income to assets; OIS—operating income to sales; 
OIE—operating income to employees.

Table	2.	E-business	and	profitability
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identified as e-business leaders. This indicates that 
financial performance was one of the consider-
ations for their selections. Most of the advantages 
were maintained in 2000, except for ROA, while 
the leaders now performed better based on the 
OIE measurement. In 2001, however, there were 
no significant differences between the leaders 
and matched firms in all financial variables. In 
the last year of the sample, e-business leaders 
performed better than the control sample in terms 
of three out of five financial ratios. Based on the 
discussion, it can be concluded that overall, the 
hypothesis #1 is partially supported.

Table 3 provides the one-sided Wilcoxon signed 
rank test results for the aforementioned cost related 
variables between the e-business leaders and the 
control sample from 1999 and 2002. Throughout 
all these years there were no significant differences 
between the leaders and the matched firms. This 
finding is largely consistent with other studies 
such as Bharadwaj (2000) and Mitra and Chaya 
(1996). Based on the results, it is concluded that 
the hypothesis #2 is not supported.

concLusIon

As businesses rushed to invest in the “new” 
economy, pressured by either the thinking of 
a paradigm swift or peers during the Internet 
boom, the payoff of such investments was not as 

important as making the move or taking action. 
Now that the bubble has burst, companies are 
forced to focus once again to justifying their IT 
investment decisions. This study aims to provide 
an assessment whether the investments made in 
e-business during the boom period had actually 
paid off in terms of profitability and cost in both 
short- and long-runs. Using the e-business leaders 
identified by InternetWeek, a control sample that 
matched the leaders based on industry type and 
size was created. The performances, measured in 
profit and cost, of these two groups were compared 
using the Wilcoxon signed rank non-parameter 
test. The results indicate that in terms of profit-
ability, e-business leaders performed better than 
the control sample in the long-run but the superior 
performance fluctuated in the short-run. In terms 
of cost, there were no significant differences 
between the leaders and the control sample in 
both the short- and long-runs. The combination 
of leaders’ higher profitability than and the same 
cost measures as the firms in the control sample 
is consistent with the observation by Bharadwaj 
(2000) that “IT leaders do not necessarily have a 
cost focus, but tend to exploit IT for generating 
superior revenues.” 

Based on the findings in this study, it is sug-
gested that management should be very clear 
about the time horizon of the e-business, or IT in 
general, investments. The findings of this study 
demonstrate that the consistent superior financial 

1999 2000 2001 2002

Mean Median Pr>Z Mean Median Pr>Z Mean Median Pr>Z Mean Median Pr>Z

COG/S-leaders
COG/S-control

0.650 0.699
0.49

0.638 0.683
0.42

0.690 0.708
0.80

0.656 0.659
0.46

0.653 0.669 0.644 0.650 0.670 0.683 0.679 0.683

SGA/S-leaders
SGA/S-control

0.230 0.228
0.37

0.236 0.233
0.49

0.245 0.232
0.59

0.240 0.224
0.32

0.237 0.214 0.236 0.238 0.243 0.237 0.254 0.230

OPEXP/S-leaders
OPEXP/S-control

1.086 0.788
0.13

1.227 0.952
0.33

1.208 0.956
0.25

1.263 1.238
0.22

1.223 1.301 1.175 1.234 1.229 1.316 0.909 1.315

Notes:
COG/S—cost of goods sold to sales;   SGA/S—selling and general administration expense to sales; OPEXP/S—operating 
expenses to sales.

Table 3. E-business and cost
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performances of the e-business leaders are only 
observed in the long-run. In reality, management 
often fails to see the long-run benefits from new 
IT investments due to the cost concerns of new IT 
in the short-run. Dehning, Richardson, and Stra-
topoulos (2005) suggest that management should 
take a long-term view because IT might allow a 
firm to form relationships with its customers and 
suppliers and reduce variability in cash flows and 
earning. The combined effect of such interactions 
between the other variables may easily make up 
for the temporary increase in cost and decline in 
competitive advantage. 

This type of research using a third party rank-
ing suffers a few limitations, such as causality, 
indirectness of measurements, inherent biases 
of leader firms, and the selection of the control 
sample, as suggested by Bharadwaj (2000) and 
Stratopoulos and Dehning (2000). Those limita-
tions may serve as the directions for future re-
search. 

Santhanam and Hartono (2003) suggest a dif-
ferent way of selecting the control sample. Instead 
of choosing a single benchmark firm for each 
e-business leader, one can consider all the firms 
in that industry for comparison. They argue that 
this method is more consistent with the procedure 
of selecting leaders, robust and general. Future 
research can consider adopting this approach of 
sample selection. Another logical follow-up study 
would be to extend the period beyond 2002 to 
examine the impact of e-business investment in 
the long term. 
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APPendIx: e-busIness LeAder FIrms And mAtched sAmPLe

E-Business Leaders SIC Control Sample SIC

ANHEUSER-BUSCH COS. INC. 2082 KIRIN BREWERY LTD  -ADR 2082

MILLER (HERMAN) INC. 2520 HON INDUSTRIES 2522

KIMBERLY-CLARK CORP. 2621 3M CO. 2670

KNIGHT-RIDDER INC. 2711 AMERICAN GREETINGS -CL A 2771

AIR PRODUCTS & CHEMICALS INC. 2810 ROHM & HAAS CO. 2821

DU PONT (E I) DE NEMOURS 2820 BAYER A G -SPON ADR 2800

DOW CHEMICAL 2821 AVENTIS SA -ADR 2834

EASTMAN CHEMICAL CO. 2821 PRAXAIR INC. 2810

BRISTOL MYERS SQUIBB 2834 ABBOTT LABORATORIES 2834

AVON PRODUCTS 2844 LAUDER ESTEE COS INC -CL A 2844

PPG INDUSTRIES INC. 2851 COLGATE-PALMOLIVE CO. 2844

GILLETTE CO. 3420 CROWN HOLDINGS INC. 3411

CISCO SYSTEMS INC. 3576 SUN MICROSYSTEMS INC. 3571

EMERSON ELECTRIC CO. 3600 ELECTROLUX AB -ADR 3630

AMERICAN PWR CNVRSION 3620 ALTERA CORP. 3674

WHIRLPOOL CORP. 3630 KYOCERA CORP -ADR 3663

NORTEL NETWORKS CORP.. 3661 ERICSSON (L M) TEL  -ADR 3663

INTEL CORP. 3674 MOTOROLA INC. 3663

DAIMLERCHRYSLER AG 3711 FORD MOTOR CO. 3711

RAYTHEON CO. 3812 NORTHROP GRUMMAN CORP. 3812

CSX CORP. 4011 NORFOLK SOUTHERN CORP. 4011

UNION PACIFIC CORP. 4011 BURLINGTON NORTHERN SANTA FE 4011

UNITED PARCEL SERVICE INC. 4210 UNITED STATES POSTAL SERVICE 4210

CONSOLIDATED FREIGHTWAYS CP 4213 YELLOW CORP. 4213

ALASKA AIR GROUP INC 4512 AMERICA WEST HLDG CP  -CL B 4512

AMR CORP/DE 4512 BRITISH AIRWAYS PLC  -ADR 4512

DELTA AIR LINES INC. 4512 NORTHWEST AIRLINES CORP. 4512

AT&T CORP. 4813 DEUTSCHE TELEKOM AG  -SP ADR 4813

COX COMMUNICATIONS  -CL A 4841 BRITISH SKY BRDCSTG GP -ADR 4833

ARROW ELECTRONICS INC. 5065 GENUINE PARTS CO. 5013

AVNET INC. 5065 TECH DATA CORP. 5045

PENNEY (J C) CO. 5311 TARGET CORP. 5331

SEARS ROEBUCK & CO. 5311 KMART HOLDING CORP. 5331

OFFICE DEPOT INC. 5940 TOYS R US INC. 5945

STAPLES INC. 5940 RITE AID CORP. 5912

J P MORGAN CHASE & CO. 6020 CITICORP 6020

MELLON FINANCIAL CORP. 6020 BANCO COMERCIAL PORTGE -ADR 6020

SCHWAB (CHARLES) CORP. 6211 BEAR STEARNS COMPANIES INC 6211

HARTFORD FINL SVCS GRP INC. 6331 MILLEA HOLDINGS INC. -ADR 6331

continued on following page
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E-Business Leaders SIC Control Sample SIC

HILTON HOTELS CORP. 7011 STARWOOD HOTELS & RESORTS WLD 7011

MARRIOTT INTL INC. 7011 INTERCONTINENTAL HOTELS-ADR 7011

INTL BUSINESS MACHINES CORP 7370 FUJITSU LTD -SPON ADR 7373

COMPUTER ASSOCIATES INTL INC. 7372 KELLY SERVICES INC -CL A 7363

MICROSOFT CORP. 7372 ADECCO S A -SPON ADR 7363

GENERAL ELECTRIC CO. 9997 SIEMENS A G -SPON ADR 9997

This work was previously published in Journal of Global Information Management, 16(2), edited by F. Tan, pp. 81-90, copyright 
2008 by IGI Publishing, formerly known as Idea Group Publishing (an imprint of IGI Global).
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AbstrAct

The rapid evolution of information and com-
munication technologies, the changing client’s 
demands, and market conditions impelled enter-
prises to adapt their way of undertaking business, 
from traditional practices to e-business, and to 
participate in new forms of collaboration, such 
as networked organizations. In this context, 
standards, frameworks, technologies, and infra-
structures supporting collaborative business, in 
a networked environment, become key factors in 
achieving environments with a desired high level 
of collaboration and inter- and intra-organization 
business processes alignment. The aim of this 
chapter is to underline the main issues, trends, 
and opportunities related to business integration 
from a technological perspective, analyzing and 
discussing the most relevant (existing and still 
under development) business integration reference 
models, frameworks, standards, technologies, 
and supporting infrastructures, and to briefly 

present relevant research projects in the area of 
business networking. A special emphasis is made 
on frameworks such as ebXML and RosettaNet, 
and the importance of papiNet, BPLE4WS, and 
freebXML is underlined. Challenges regarding 
self-forming networked organizations are also 
advanced.

IntroductIon

Current business trends and information and 
communication technology (ICT) developments 
determined enterprises to change their way of 
undertaking business, from vertically-integrated 
companies towards flexible collaborative net-
worked organizations (CNOs). In this context, 
enterprise integration and interoperability emerge 
as key elements supporting real-time information 
flow and exchange, and intra- and interorganiza-
tion business processes integration and alignment. 
CNOs represent a valuable and effective approach 
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to achieve strategic objectives in a time-response 
and cost-effective manner, with a high level of 
quality of delivery and customer’s satisfaction, 
while generating value to stakeholders.

CNOs represent a collection of heterogeneous 
organizations with different competences, but 
symbiotic interests that join, efficiently combining 
the most suitable set of skills and resources (e.g., 
knowledge, capital, assets) for a period of time in 
order to achieve a common objective, and make use 
of ICT to coordinate, develop, and support their 
activities. The term CNO is used in this chapter, 
in a broad sense, for other emerging business 
collaborative forms with similar proprieties, such 
as virtual enterprises (VE), virtual organizations 
(VO), or extended enterprises. 

The aim of this chapter is to underline the 
main issues, trends and opportunities related 
to business integration, from a technological 
perspective, analyzing and discussing the most 
relevant (existing and still under development) 
business integration reference models, frame-
works, standards, technologies, and supporting 
infrastructures, and to briefly present relevant 
research projects in the area of business network-
ing in Europe and the USA. A special emphasis is 
made on frameworks such as ebXML and Rosetta 
Net, and the importance of papiNet, BPLE4WS, 
and freebXML is underlined. 

The main research questions which motivated 
the present work are: 

• Question 1: Which are the main benefits 
for technology integration, in a business 
collaborative environment formed by hetero-
geneous organizations with different goals, 
strategies, and technologies, but symbiotic 
interests?

• Question 2: Which are the main (exist-
ing or still under development) standards, 
technologies, and frameworks supporting 
business integration and interoperability?

• Question 3: Which are the most relevant 
developments/research projects in the area 
of business networking?

The remains of this chapter are organized as 
follows. The following section presents the main 
issues (e.g., benefits), opportunities and trends 
related to business integration and interoperabil-
ity, from a technological perspective. The most 
relevant reference models, standards, frameworks, 
technologies, and supporting infrastructures for 
enterprise integration will be then analyzed, ex-
emplifying with research projects developed in 
EU and the USA. A special emphasis will be made 
on ebXML, BPLE4WS, papiNet, freebXML, and 
Rosetta Net. The last section addresses the needs 
for further research and concludes this chapter.

needs For enterPrIse  
IntegrAtIon And  
InteroPerAbILIty In A  
coLLAborAtIve busIness  
networked envIronment

CNOs represent a powerful mechanism to achieve 
competitiveness and agility in today’s turbulent 
market conditions by comprising various entities 
with complementary competences, but symbiotic 
interests. They include geographically-distributed 
organizations, having different cultures, working 
methods, or supporting technologies. Although 
CNO partners aim at achieving a common busi-
ness goal and following a common business 
strategy, each member organization has its own 
goal and strategy, which makes CNO coordination 
and management assume a critical role. 

CNO have several advantages, the most rele-
vant ones being summarized in Camarinha-Matos 
and Afsarmanesh (2003): agility, complementary 
roles, achieving dimension, competitiveness, 
resource optimization, and innovation.

However, the formation, development, and 
operation of any CNO, and its success, depends 
on some base commonality among its members, 
such as common goals, common or interoperable 
ICT infrastructures and supporting services, 
real-time information sharing and flow among 
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CNO members, and common standards or com-
mon views in a number of areas (e.g., describing 
and orchestrating business process flows across 
multiple systems, trust, common system of values 
and common way to perform business processes) 
(Camarinha-Matos & Afsarmanesh, 2003). Ad-
equate reference models, supporting infrastruc-
tures, and proper managerial and technological 
alignment of inter- and intra-organization business 
processes are required to achieve these common 
challenges. 

Enterprise integration and interoperability 
aim at developing computer-based tools that 
facilitate coordination of work and information 
flow across organizational boundaries. While 
enterprise integration focuses on intra-enterprise 
distributed business processes (e.g., orchestration, 
communication) and flows, enterprise interoper-
ability is focusing on inter-enterprise distributed 
business processes and flows. According to Ver-
nadat (1996), enterprise integration (EI) refers 
to facilitating information, control, and material 
flows across organizational boundaries by con-
necting all the necessary functions and hetero-
geneous functional entities. It aims at improving 
communication, cooperation, and coordination in 
an enterprise. As a consequence, the enterprise 
behaves as an integrated whole, enhancing its 
overall productivity, flexibility, and capacity for 
the management of change. EI does not represent 
a new issue; evolving from physical integration to 
application and later business integration, EI has 
been a challenge for both information technology 
and manufacturing industries for several decades. 
IEEE (1990) provides a definition for interoper-
ability, focusing on information exchanged and 
its use.

Major motivations for EI are mentioned in 
Vernadat (1996), and can be summarized as 
follows:

• The need for real information sharing
• The need for interoperability (e.g., the need 

to harmonize the operational networked 
environment)

• The need to improve task coordination or 
inter-working between organization units, 
individuals, and systems in interaction 
within an enterprise

In order to be competitive in a collaborative 
business networked environment, organizations 
should adopt a bipolar approach which allows them 
to fully benefit from the specific competences 
of each partner of a CNO (Chituc & Azevedo, 
2005b):

• To develop a compatible organizational 
infrastructure allowing CNO members to 
join their competences while supporting the 
operations and functions to be performed

• To build up new management methodologies 
based on the most recent ICT developments, 
assuring high performance of the business 
activities with a minimum of human interac-
tion

enterPrIse networkIng:  
reLevAnt InItIAtIves In euroPe 
And the usA

Several initiatives are currently being developed 
in the area of business networking in Europe and 
the USA, and also in Australia, Mexico, Canada, 
and more recently in Japan. As pointed out by 
Camarinha-Matos and Afsarmanesh (2003), the 
area of networked organizations/ enterprises is 
particularly active in Europe, and this can be 
somehow explained by the process of European 
integration. The European Union (EU), especially 
with the 6th Framework, supports a large range of 
research projects in the area of enterprise network-
ing. Figure 1 illustrates the main “clusters” or 
targeted research initiatives in this field, as defined 
in VE-Forum (http://www.ve-forum.org):

• Business networking cluster: aiming at de-
signing and developing reference models and 
technologies supporting organizations and 
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professionals, enhancing their collaboration 
and agility, and at fostering the development of 
suitable VO breeding environments; relevant 
research projects in this area are: ECOLEAD 
(European COLlaborative networked orga-
nizations LEADership initiative, http://www.
ecolead.org), CROSSWORK (Developing 
Cross-Organizational Workflow Formation 
and Enactment, http://www.crosswork.info), 
VE-Forum (the European forum for virtual 
organizations domains, http://www.ve-forum.
org).

• Enterprise interoperability: aiming at 
developing open and secure technologies to 
connect system and enterprises. Enterprise 
interoperability is addressed at different 
levels: physical integration, syntactic ap-
plication integration, semantic application 
integration, business process integration, 
inter-enterprise coordination. ATHENA 
(Advanced Technologies for interoperability 
of Heterogeneous Enterprise Networks and 
their Applications, http://www.athena-ip.org) 
and INTEROP (Interoperability Research 
for Networked Enterprises Applications 
and Software, http://www.interop-noe.org) 
are relevant research projects in this area.

• The ambient intelligence technologies for 

the product life-cycle cluster: aiming at 
enabling organizations, in a networked busi-
ness environment, to deliver better products 
to the market, in a more efficient way and 
faster, by enhancing the product and the 
product life-cycle processes using ambient 
intelligence technologies; CO-DESNET 
(Collaborative Demand and Supply NET-
works, http://codesnet.polito.it) is a relevant 
research project in this area.

• Digital ecosystems: aiming at providing to 
small and micro-systems ICT applications 
and services which improve their efficiency 
and business integration within EU regions; 
SATINE (Semantic-based Interoperability 
Infrastructure for Integrating Web Service 
Platforms to Peer-to-Peer Networks, http://
www.srdc.metu.edu.tr) is a relevant project in 
this area. 

reference models, standards, 
Frameworks, and technologies  
supporting enterprise Integration 
and Interoperability

Several reference models, frameworks, and stan-
dards have been developed aiming at supporting 
enterprise integration and interoperability. This 

Figure 1. EU targeted research clusters for enterprise networking (Adapted after VE-Forum http://www.
fe-forum.org—The European Research Clusters for Enterprise Networking)
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section concisely presents some integration refer-
ence models, frameworks, and standards referring 
to B2B domain, and relevant infrastructures and 
technologies supporting enterprise integration and 
interoperability. According to Vernadat (1996), a 
reference model represents a partial model, which 
can be used as a basis for certain model devel-
opments or evaluations. The term “framework” 
refers to a collection of elements (e.g., principles, 
methods, tools) put together for a certain purpose, 
and relevant for a given domain of application. 
Standards can be regarded as objects (e.g., hard-
ware, software), which are accepted and shared 
within a community (i.e., business unit, value 
chain) (Crargill, 1989). 

A. Reference Models, Architectures, 
and Frameworks

Purdue Enterprise Reference Architecture 
(PERA) provides the reference model of physical 
and informational interactions in enterprises (Li 
& Williams, 2000). An extension of the model is 
presented in Li and Williams (2003), which aims at 
enhancing the functionality of PERA as reference 
model for a distributed enterprises environment 
(e.g., VE), where the business processes in a group 
of enterprises are synchronously and simultane-
ously executed via information exchange. 

Generalized Enterprise Reference Architec-
ture and Methodology (GERAM) (IFAC/IFIP, 
2000) defines a tool-kit of concepts for designing 
and maintaining enterprises for their entire life 
history. GERAM refers to the methods, models, 
and tools, which are needed to build and maintain 
the integrated enterprise, a single enterprise or 
a network of enterprises. GERAM encapsulates 
and orders previous architectures (e.g., CIMOSA, 
PERA, GRAI/GIM), providing an overall struc-
ture to use those methods and modeling tech-
niques. GERAM is not a reference architecture; 
it is aimed at organizing enterprises’ existing 
integration knowledge, and its framework has the 
potential for application to all types of enterprises 

by describing the components needed in all en-
terprises’ engineering and integration processes. 
Generalized Enterprise Reference Architecture 
(GERA) is GERAM’s most important component. 
It identifies basic concepts to be used in enterprise 
engineering and integration.

Supply chain operations reference model 
(SCOR) (http://www.supply-chain.org) is a process 
reference model developed by the Supply-Chain 
Council as a cross-industry standard for supply-
chain management used to describe, measure, 
and evaluate supply-chain configurations. The 
SCOR model is organized around five primary 
management processes: plan, source, make, de-
liver, and return. It is composed by a hierarchic 
architecture of four level details: top level (process 
types), configuration level (process categories), 
process element level (decompose processes), 
and implementation level (decompose process 
elements).

Zachman’s framework for enterprise architec-
ture (Zachman, 1987) describes a holistic model 
of an enterprise information infrastructure from 
six perspectives: planner, owner, designer, builder, 
subcontractor, and working system. Its focus is to 
ensure that all aspects of an enterprise are well-
organized and exhibit clear relationships that will 
ensure a complete system regardless of the order 
in which they are established.

Workflow reference model (Workflow Man-
agement Coalition, 1999) provides the general 
architectural framework that identifies interfaces 
and covers broadly five areas of functionality be-
tween a workflow management system (WfMS) 
and its environment: process definitions import 
and export; interaction with client applications 
and work-list handler software; software tools or 
applications invocation; interoperability between 
different WfMSs; and administration and moni-
toring functions.
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B. Business-to-Business Integration 
Standards

In a broad sense, the term business-to-business 
(B2B) integration refers to electronic message ex-
change among trading partners. It includes issues 
such as product catalogs, classification systems, 
B2B protocol standards, synchronous/asynchro-
nous communication, or back-end integration. 
According to Bussler (2003), B2B integration is 
the enabling technology and the necessary in-
frastructure to perform different operations: for 
example, automated supply chain integration, to 
send XML-formatted messages over the Internet, 
or to send messages in a peer-to-peer (P2P) pat-
tern to trading partners.

According to SWWS (2003), B2B standards’ 
scope can be roughly separated into catalogue and 
classification standards, document exchange, col-
laboration, and business processes, as follows:

• Catalogue systems and classification 
standards include: BMEcat (http://www.
bmecat.org), eCX (Electronic Catalog 
XML, http://www.ecx-xml.org), OCP (Open 
Catalog Protocol, http://www.martsoft.
com/ocp) as catalogue systems, and eCl@ss 
(http://www.eclass-online.com) or UNSPSC 
(United Nations Standard Products and 
Services Code, http://www.unspsc.org) as 
classification standards.

• Document exchange comprises electronic 
data interchange (EDI), electronic data 
interchange for administration, commerce 
and transport (EDIFACT), eXtensible 
Markup Language (XML, http://www.
xml.org), XML common business library 
(xCBL, http://www.xcbl.org), Commerce 
eXtensible Markup Language (cXML, 
http://www.cxml.org), Open Applications 
Group Integration Specification (OAGIS, 
http://www.openapplications.org), Roset-
taNet implementation framework (RNIF, 
http://www.rosettanet.org), and Society For 

World-wide Interbank Financial Telecom-
munications (SWIFT) standard modeling 
(http://www.swift.com). 

• Collaboration includes Electronic Busi-
ness XML Initiative (ebXML, http://www.
ebxml.org), Universal Business Language 
(UBL, http://docs.oasis-open.org/ubl), and 
RosettaNet (http://www.rosettanet.org) 

• Business processes refer to executable busi-
ness processes, ebXML business collabo-
rations (http://www.ebxml.org), business 
process activities, or workflows. Business 
Process Modeling Language (BPML)/ 
Business Process Query Language (BPQL), 
Web Services Flow Language (WSFL), 
Business Process Execution Language for 
Web Services (BPEL4WS), XML Process-
ing Description Language (XPDL), Unified 
Modeling Language, (UML, http://www.
uml.org), and Process Specification Lan-
guage (PSL, http://www.nist.gov.psl) are 
only some of the modeling languages dealing 
with business processes.

Other relevant developments for enterprise in-
tegration are: Open Buying on the Internet (OBI), 
Bolero.net, eCo framework, business transaction 
protocol (BTP), Transaction Authority Markup 
Language (XAML), and Microsoft BizTalk.

CNO require advanced infrastructures provid-
ing capabilities such as: multi-level support for 
interoperability, security, reconfiguration, and 
recovery mechanisms. The following section 
presents some relevant platforms and technolo-
gies for CNOs. 

C. Infrastructures and Technologies

An overview of the current approaches and 
trends towards the establishment of flexible and 
configurable infrastructures for VE is presented 
in Camarinha-Matos and Afsarmanesh (2003). 
Emerging technologies for flexible VE infrastruc-
tures are grouped as follows:
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•  Open inter-operable underlying network pro-
tocols (e.g., TCP/IP, CORBA-IIOP, HTTP, 
RMI, SOAP)

•  Open distributed object-oriented middleware 
services (e.g., J2EE Framework, CORBA 
Framework, Active X Framework)

•  Information/object exchange mechanisms 
and tools (e.g., XML, ebXML, WSDL)

•  Standardized modeling of business compo-
nents, processes, and objects (e.g., EJBs)

•  Business process modeling tools and lan-
guages (e.g., UML, UEML, WfMC XML-
based Business Language, PSL)

•  Open and standard business process auto-
mation and workflow management system 
(e.g., WfMC, OMG-JointFlow)

•  Standard interfacing to federated multi-
databases (e.g., JDBC)

• Intelligent mobile agents (e.g., FIPA, OMG-
MASIF, Mobile Objects)

•  Open and standard distributed messaging 
middleware systems (e.g., JMS, MS-mes-
sage server, MQSeries, FIPA-ACC)

•  XML-based e-commerce protocols (e.g., 
BizTalk, RosettaNet, OBI, WIDL)

•  Web integration technologies (e.g., Servlets, 
JSP, MS-ASP, XSL)

Concerning infrastructures to support VE, Ca-
marinha-Matos and Afsarmanesh (2003) illustrate 
two of the main approaches (from the software 
engineering perspective): transaction-oriented 
layer (TOL) based frameworks, and agent-based 
infrastructures (ABI).

TOL infrastructures add a cooperation layer 
to the existing IT platforms of the enterprises, 
and inter-enterprise communication is performed 
through layers interaction (e.g., transaction-ori-
ented). Examples of projects developing such in-
frastructures are: National Industrial Information 
Infrastructure Protocols (NIIIP, http://www.niiip.
org), Production Planning and Management in an 
Extended Enterprise (PRODNET II, http://www.
uninova.pt/~prodnet), and Virtual Enterprises using 

Groupware tools and distributed Architectures 
(VEGA) (Zarli & Poyet, 2001), which aimed at 
designing open platforms to support the basic 
information exchange and cooperation needs in 
industrial VE.

For ABI, enterprises are represented as agents, 
and the interactions in a distributed multi-agent 
system determine inter-enterprise cooperation. 
Multi-agent Manufacturing Agile Scheduling 
Systems for Virtual Enterprises (MASSYVE, 
http://www.cordis.lu/esprit/src/962219.htm) and Dy-
namic Forecast for Master Production Planning 
with stock and capacity constraints (DAMAS-
CUS, http://www.damascos.com) are examples of 
projects developing such infrastructures.

Table 1 presents infrastructure characteris-
tics of PRODNET II, NIIIP, DAMASCUS, and 
VEGA projects.

A more in-depth analysis concerning trends 
in VE support infrastructures is available in 
Camarinha-Matos and Afsarmanesh (2003). The 
authors present also limitations for current VE/VO 
infrastructures and collaborative frameworks. The 
main problems identified concern the lack of ef-
fective approach to interoperability (e.g., software 
inter-operation, information exchange/integra-
tion), and the lack of standard definitions and 
mechanisms. As pointed out by Camarinha-Matos 
and Afsarmanesh (2003), most of the technologies 
supporting integration and interoperability in a 
networked environment are at their beginnings, 
and they require considerable effort to implement 
and configure reliable infrastructures supporting 
CNO creation and development. 

Several research projects are currently being 
pursued in the area of grid technology. Grids 
facilitate the sharing, selection, and aggregation 
of geographically-distributed resources (e.g., su-
percomputers, storage systems), which can cross 
single or multiple organizations, aiming at solv-
ing large-scale computational and data-intensive 
problems in science, engineering, and commerce 
(http://www.gridcomputing.com). Unlike other 
approaches (e.g., clusters, where the resources’ 
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Table 1. Examples of infrastructure characteristics and typical services offered
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allocation is performed by a centralized resource 
manager and all nodes cooperatively work together 
as a single unified resource), in the case of grids, 
each node has its own resource manager. 

In the USA, large projects developed in the 
area of networked enterprises focus on middleware 
and grid technology. Started in 2001, National 
Science Foundation Middleware Initiative (NMI, 
http://www.nsf-middleware.org) aims at designing, 
developing, deploying, and supporting a set of 
reusable, expandable set of middleware func-
tions and services that benefit applications in a 
networked environment. Two system integration 
projects started in Fall of 2003: Grid Research 
Integration Deployment and Support (GRIDS 
Center, http://www.grids-center.org) and Enterprise 
and Desktop Integration Technologies (EDIT, 
http://www.nmi-edit.org). GRIDS Center develops, 
tests, deploys, and supports standard tools for 
authentication, authorization and policy, resource 
discovery and directory services, and remote ac-
cess to computers, data, and instruments. EDIT 
consortium developed a set of core middleware 
tools in the areas of identity and access manage-
ment architectures, standards for deployments, 
elated directories, schemas, and tools. 

In Europe, the European Commission has been 
financing grid research since early 2000, when 
the first EU grid-related projects were launched 
under the 5th research Framework Program (FP5) 
(CORDIS, 2005, http://www.cordis.lu/ist/grids). 
Grid research projects under FP5 were focused 
on technology development and application 
pilots, and results of these research projects are 
now deployed in grid-enabled research infra-
structures made available by FP6 projects (e.g., 
EGEE, DEISA).

The approach for grid research being pursued 
in FP6 (2002-2006) refers to CORDIS (2005):

• Technology push: aims at developing the 
underlying technologies and tackling issues 
such as integration, open standards and 
interoperability.

• Application pull: aims at developing the 
enabling technologies for real-world ap-
plications, such as modeling, simulation, 
data-mining, and collaboration.

According to CORDIS (2005), the most rel-
evant current EU grid initiatives are:

• GRIDCOORD: (http://www.gridcoord.org) 
•  InteliGrid: (http://www.inteliGrid.com)—in-

teroperability of virtual organizations on a 
complex semantic grid 

• OntoGrid: (http://www.ontogrid.net)—pav-
ing the way for knowledgeable grid services 
and systems; 

• Data Mining Grid: (http://www.datamining-
grid.org)—data mining tools and services 
for Grid computing environments;

• Provenance: (http://www.gridprovenance.
org)—enabling and supporting provenance 
in Grids for complex problems;

• K-WF Grid: (http://www.kwfgrid.net)—
knowledge-based workflow system for Grid 
applications;

• UniGrids: (http://www.unigrids.org)—uni-
form interface to grid services;

• HPC4U: (http://www.hpc4u.org)—highly 
predictable clusters for Internet Grids;

• SIMDAT: (http://www.scai.fraunhofer.de/sim-
dat.html)—data grids for process and product 
development using numerical simulation and 
knowledge discovery;

• NextGrid: (http://www.nextgrid.org)—archi-
tecture for next generation grids;

• Akogrimo: (http://www.mobilegrids.org)—
access to knowledge through the grid in a 
mobile world; and

• CoreGRID: (http://www.coregrid.net)—Eu-
ropean research network on foundations, 
software infrastructures, and applications 
for large-scale distributed grid and peer-to-
peer technologies.
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Despite the existence of a significant number 
of computer-based tools aiming at enterprise in-
tegration and interoperability, and the scientific 
developments in the business networking area, 
it is generally accepted that more work needs 
to be done since available solutions are usually 
cumbersome and lack in flexibility to respond 
to the most recent technological outcomes, very 
often focusing on very specific aspects. The sci-
entific community agrees that questions related 
to formalization, conceptual development, and 
semantic integration (namely, concerning the 
formal description of the domain or ontology) 
need to be urgently developed (Camarinha-Ma-
tos, 2003).

reLevAnt APProAches

Relevant initiatives, such as papiNet, ebXML, 
freebXML, and RosettaNet are discussed more 
in detail in the fallowing paragraphs.

papinet

papiNET (http://www.papinet.org) is an interna-
tional paper and forest products industry e-busi-
ness initiative. It is a set of standard electronic 
documents which facilitates the flow of informa-
tion among parties engaged in buying, selling, 
and distribution of paper and forest products. 
The papiNet Standards Group has the vision of 

enterprises of any size and in any geographical 
location meeting and conducting the business of 
paper, printing, and publishing with each other 
through the exchange of XML-based messages.

papiNet aims at increasing efficiency in 
transaction and marketplace activities through 
documented business processes with supporting 
standard XML messages and consistent data 
definitions, common terminology and formats, 
real-time exchange of information through the 
Internet, in order to ensure standards’ interoper-
ability among trading partners (in the paper and 
forest products industry, or in other industries). 
papiNet standard is a set of common electronic 
formats and terminology for the paper and forest 
products industry, designed to facilitate applica-
tion-to-application information exchange. Its 
interoperability guidelines are based on ebXML 
message service specification. Messages have a 
very uniform structure with common definitions 
contained in the file that is shared among all 
the message schema files. The most prevalently 
implemented message is delivery message, fol-
lowed by the purchase order, order confirmation, 
and invoice (http://www.papinet.org).

papiNet has formally accepted from ebXML 
the message service and collaboration (CPPA) 
aspects. The internal integration information is 
used to determine how ebXML envelope (which 
acts as a common interface between systems) is 
used, when received, and how it is going to be 
created the ebXML envelope when sending. Figure 

Figure 2. papiNet: Interoperability standard approach (Adapted after papiNet, 2004)
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2 illustrates the papiNet interoperability approach. 
It is intended that any trading partner can open a 
message (payload) sent to them, regardless of the 
messaging service which was used.

ebxmL and freebxmL

eXtensible Markup Language (ebXML, http://
www.ebxml.org) is a set of specifications that 
together enable a modular electronic business 
framework. ebXML vision is to enable a global 
electronic marketplace where enterprises of any 
size and in any geographical location can meet 
and conduct business with each other through 
the exchange of XML-based messages. Several 
industries endorse ebXML (e.g, computer/technol-
ogy companies, banking, shipping).

One of the core values of ebXML is its vision 
of ubiquity from a technology perspective (Dour-
naee, 2004). ebXML is built around XML, SOAP, 
HTTP, and SMTP—all open standards. 

ebXML provides a complete framework for 
business interactions, all delivered as a set of 
vendor-neutral specifications, and the concrete 
set of ebXML specifications refers to the follow-
ing concepts: 

• Centralized shared registry: Registry in-
formation model (ebRIM), registry service 
specifications (ebRS)

• Business processes and collaboration: 
Business processes specification schema 
(ebBPSS), collaboration-protocol profile 
and agreement specification (ebCPPA)

• Messaging: Message service specification 
(ebMS).

ebXML registry is similar to a database, be-
ing able to represent a large range of objects (e.g., 
XML schemas, business process descriptions, 
ebXML core components, UML models, generic 
trading partner information). ebXML registry 
architecture is defined in terms of registry service 
and registry client. The first one provides two 

interfaces, defined using Web Service Description 
Language (WSDL): 

• Life-cycle management interface: used to 
manage the life cycle of the objects

• Query management interface: used to 
make queries against a registry

ebRIM is defining and managing interoperable 
registries and repositories. The core information 
model used by ebXML registry is a tree-based 
classification scheme, and the information (e.g., 
information referring to business partners, indus-
tries) is arranged in a hierarchy. 

ebBPSS is used to define the business processes 
(BPs) and business documents (BDs) involved. 
BPs and BDs are designed and documented prior 
to their use. They are usually composed from 
existing components and processes. Both of them 
are documented using ebBPSS, and stored in an 
ebXML registry so that they can be referred from 
other structures (e.g., PPs, CPAs).

ebBPSS is used to specify public business 
processes. It provides an XML schema to specify 
binary collaborations among parties. A binary 
collaboration may consist of multiple business 
transactions, each one of them being specified in 
terms of business envelopes, business documents, 
and business signals which are communicated 
among parties. 

A collaboration protocol profile (CPP) provides 
the information needed to do business with a 
specific trading partner (e.g., business processes, 
document formats). When two parties trade for 
the first time, their CPPs are combined into a 
collaboration protocol agreement (CPA), which 
serves as the basis for the interaction. ebCPPA 
specifies the XML schema for CPP and CPA, 
and includes guidelines to form a CPA from two 
CPPs. CPP defines the technical capabilities of 
a partner engaged in electronic business col-
laborations with other partners by exchanging 
electronic messages. It includes elements such as: 
party’s information (e.g., contact name), transport 
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protocol, transport security protocol, messaging 
protocol. CPA is a special business agreement 
tied to a specific transaction, and makes explicit 
requirements derived from the intersection of the 
various CPP instances published by each of the 
trading partners. 

In order to assure the communication among 
applications and business processes from different 
business partners, it is necessary to capture criti-
cal information upon which organizations must 
agree. An electronic trading partner agreement 
(TPA) registers such information. A TPA is an 
XML document that records specific technology 
parameters for conducting electronic business 
(e.g., partner identification, communication pro-
tocol, security for message exchanges). 

ebMS specification defines the ebXML mes-
sage service protocol, and it is designed to enable 
a secure and reliable exchange of business mes-
sages between trading partners. The specification 
for the message-based service invocation focuses 
on defining a communication protocol neutral 
method for exchanging electronic business mes-
sages, defining specific enveloping constructs for 
a secure and reliable exchange of messages, and a 
specific enveloping technique, allowing messages 
to contain payloads of any format type. 

ebXML is designed to meet enterprises’ needs 
to conduct electronic business, by providing: an 

infrastructure which ensures data communication 
interoperability (e.g., standard message transport 
mechanism, business service interface); a seman-
tic framework supporting business interoper-
ability (e.g., meta-model for defining business 
processes and information models, set of reusable 
core components); and a discovery mechanism 
enabling enterprises to discover each other, to 
reach an agreement and to conduct business (e.g., 
shared repository network) (Campbell, 2001). 

A high-level presentation on how an ebXML 
interaction occurs can be framed in terms of 
ebXML’s three functional phases defined by the 
ebXML technical architecture. Each functional 
phase defines its own security requirements and 
processes: implementation phase, discovery and 
retrieval phase, and run-time phase (Dournaee, 
2004). 

The implementation phase starts when a trad-
ing partner makes an active decision to do business 
using ebXML framework. During this phase, the 
trading partner will analyze its business processes 
and will publish them into a registry. An actual 
ebXML implementation is made then, aiming 
at attaining a working ebXML framework, and 
includes a set of published business processes, 
the CPP, and interfaces. 

During discovery and retrieval phase, trading 
partners use the registry to discover business 

Figure 3. ebXML run-time phase (Adapted after Dournaee, 2004)
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processes and interfaces published by other trad-
ing partners (e.g., the CPP for a specific partner 
is exchanged). 

The run-time phase is concerned with the 
actual business transactions and choreography 
of messages exchanged between trading part-
ners. Typically, there is no run-time access to the 
registry during this phase. Firstly, each trading 
partner is responsible for obtaining the necessary 
CPP document for a potential business partner. 
Usually, CPP is retrieved from an ebXML regis-
try. Secondly, each partner derives the CPA, and 
finally the trading partners can start performing 
business transactions. Figure 3 illustrates run-
time phase.

ebXML aims at creating a generic meta-model 
for business processes which allows it to model 
each business process in a machine-readable way. 
This can enable companies to deploy software that 
automatically adapts to specific business processes 
of different trading partners (SWWS, 2003). 

ebXML specifications have matured rapidly 
over the past years, and its relevance for enterprise 
integration and interoperability in a collaborative 
business environment is emphasized by the aug-
menting number of research projects and technol-
ogy infrastructures based on ebXML standard. 
Both OASIS and UN/CEFEACT pursued several 
standards developments, in real-world projects, 
combining ebXML with other technologies (e.g., 
Web services) in key industry sectors and govern-
ment (ebXML, 2003). Examples of such projects 
are: JXTA Project, in the USA; COMOS Project 
(Cluster Of Systems of Metadata for Official 
Statistics), in Europe; and Kasumi B2B integra-
tion project in Japan. There is also underway a 
relevant project between RosettaNet (http://www.
rosettanet.org) and ebXML, making use of ebX-
ML BPSS, Registry, and ebMS. RosettaNet has 
adopted BPSS as they pursue the next evolution 
of the PIPs, and it is operating private registry 
with their technical dictionary content loaded. A 
more complete list of research projects focusing 
on ebXML is available in ebXML (2003).

Very few analytical comparisons are available 
concerning EI standards and technologies, based 
on different criteria. For instance, related to B2B 
standards, an interesting approach for the com-
parison of ebXML and RosettaNet was made by 
Pusnik, Juric, Rozman, and Sumak (2000), and 
Nurmilaakso and Kotinurmi (2004) compares 
XML-based B2B integration frameworks.

Comparing ebXML and Web Services, both 
of them use SOAP for message transport. XML 
Web services have a loosely coupled wire stack 
that consists of separate specifications for reli-
able transport and security, while ebXML rolls 
all this functionality into its messaging standard 
(ebMS), making use of different technologies. 
For the description of the discovery stacks, XML 
Web services use Web Services Description Lan-
guage, (WSDL, http://www.w3.org/TR/wsdl) and 
universal description, discovery and integration 
protocol, (UDDI, http://www.uddi.org), while 
for ebXML these description and discovery 
mechanisms are part of ebXML registry. ebXML 
includes additional specifications for business 
process and collaboration. In fact, ebXML is a 
self-contained set of specifications, and does not 
rely on emerging standards and specifications 
(Dournaee, 2004).

freebXML (http://www.freebxml.org) is an 
initiative aiming at fostering the development 
and adoption of ebXML and related technolo-
gies through software and experience sharing. 
Its objectives are to create a centralized site for 
the sharing of “free” ebXML code and applica-
tions, and to promote ebXML as an e-commerce 
enabling technology. Relevant research projects 
have been developed, aiming at achieving these 
objectives (e.g., Hermes Message Service Han-
dler, ebMail).

Messaging service is a key component of ebX-
ML technical architecture. ebMS utilizes SOAP, 
Internet transport protocols, and other security 
standards, aiming at providing enterprises with a 
standardized, reliable, and secure infrastructure 
for the exchange of business documents. 
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Hermes B2B messaging server provides 
enterprises a standardized, reliable and secure 
infrastructure to exchange business data over 
the Internet. It supports secure messaging func-
tions through security technologies such as XML 
signature, secure socket layer (SSL), and secure 
multipurpose internet mail extensions (S/MIME). 
Aiming at supporting different requirements from 
enterprises of all sizes, it implements reliable 
messaging, message packaging, message order-
ing, error handling, security, synchronous reply, 
message status service, and supports transport 
protocols, such as HTTP and SMTP. Hermes 
also supports the concept of “quality of service” 
by respecting in-force agreements, which are 
expressed as CPA.

ebMail is a GUI system. It makes use of open 
standards (ebXML), underlying GUI, in order to 
communicate with business partners. Business 
messages are composed and read in GUI form, so 
that enterprises do not need back-end integration. 
The project is platform-neutral; it is developed by 
using Java, and the GUI part is using Java Swing. 
For ebXML Messaging Service, ebMail makes 
use of Hermes project. 

rosettanet

RosettaNet (http://www.rosettanet.org) is a self-
funded non-profit organization around a con-
sortium of major IT, electronic components, 
and semiconductor manufacturing companies 
aiming at aligning business processes between 
partners in a given supply chain: Partners agree 
on partner interface processes (PIPs) to use, 
and are then ready to start a business scenario. 
RosettaNet implementation framework (RNIF) 
provides exchange protocols for quick and efficient 
implementation of PIPs. RNIF defines the overall 
RosettaNet business message format for business 
documents exchange, with elements to support 
authentication, authorization, encryption, and 
non-repudiation; details of the bindings for the 
transfer protocols (e.g., HTTP); and the specifica-

tion for a reliable exchange of messages between 
business partners.

RosettaNet aims at aligning business processes 
of supply chain partners, a goal which is achieved 
by the creation of PIPs. Each PIP defines how 
two specific processes (running in two different 
partner organizations) will be standardized and 
interfaced across the entire supply chain. PIPs 
include all business logic, message flow, and 
message contents to enable alignment of the two 
processes. The purpose of each PIP is to provide 
common business/data models and documents 
enabling system developers to implement Roset-
taNet eBusiness interfaces. Each PIP includes: 
partner role descriptions (individuals/organiza-
tions); business data involved (and corresponding 
XML documents); and business process activi-
ties, a validation tool and implementation guide 
(http://www.rosettanet.org). 

RosettaNet’s standardization efforts refer to:

• PIPs: defining business processes between 
trading partners

• PIP directory: providing faster access to 
PIPs’ information

• Dictionaries: which provide a common 
set of properties for PIPs. (e.g., RosettaNet 
Business Dictionary: designates the prop-
erties used in basic business activities, and 
Technical Dictionary provides proprieties 
for defining products)

• RNIF: providing specifications for packag-
ing, routing, and transport of all PIP mes-
sages and business signals

• Product and partner code: which expedites 
the alignment of business processes between 
trading partners

RosettaNet does not provide a model for supply 
chain arrangements as a whole, but a model for 
linking supply chain members’ information flows 
in a uniform manner, within specific

business processes. The RosettaNet model 
describes several business activities that can be 
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mapped to RosettaNet XML-framework. These 
activities are collected inside PIPs. 

web services and bPeL4ws

Web services (http://www.w3.org/2002/ws) aim 
at achieving universal interoperability among 
applications by using Web standards. They use 
loosely-coupled integration model to allow flexible 
integration of heterogeneous systems in a variety 
of domains, including B2B, B2C, and enterprise 
integration and interoperability. Specifications 
derived from Web services include: SOAP, 
WSDL, and UDDI. SOAP (http://www.w3.org/
TR/soap) defines an XML messaging protocol for 
basic service interoperability. WSDL (http://www.
w3.org/TR/wsdl) introduces a common grammar 
for describing services, and UDDI (http://www.
uddi.org) provides the infrastructure required 
to publish and discover services in a systematic 
way. All these specifications allow applications to 
find each other and interact following a loosely-
coupled platform-independent model. However, 
system integration requires much more than 
the ability to conduct simple interactions by us-
ing standard protocols. According to Andrews, 
Curbea, Dholakia, Goland, Klein, Leymann, Liu, 
Roller, Smith, and Thatte (2003), the full potential 
of Web services as an integrated platform will be 
achieved only when applications and business 
processes will be able to integrate their complex 
interactions by making use of a standard process 
integration model. 

Business Process Execution Language for 
Web Services (BPEL4WS, http://xml.coverpages.
org/bpel4ws.html) provides an XML-based pro-
cess definition language that enables the formal 
description of business processes and interaction 
protocols (Andrews, et al., 2003). BPEL4WS 
defines an interoperable integration model that 
facilitates the expansion of automated process 
integration in both intra-enterprise and B2B 
integration. 

BPEL4WS is meant to model the behavior 
of executable business processes (which are 

modeling the actual behavior of a participant 
in a business interaction), and abstract business 
processes (which are process descriptions for 
business protocols). In this way, BPEL4W extends 
Web services’ interaction model and enables it to 
support business transactions. 

BPEL4WS depends on the following XML-
based specifications: WSDL 1.1, XML Schema 
1.0, XPath 1.0, and WS-Addressing. Among these, 
WSDL has the most influence on BPEL4WS: P2P 
interaction between services, described in WSDL, 
is at the core of BPEL4WS process model, and both 
the process and its partners are modeled as WSDL 
services. The definition of business processes also 
follows the WSDL model of separation between 
the abstract message contents used by the business 
process and deployment information. 

concLusIon And Further  
reseArch

Current market conditions and information and 
communication technology (ICT) developments 
determined enterprises to adopt new ways of un-
dertaking business. As a consequence, new forms 
of collaboration emerged, such as collaborative 
networked organizations (CNO). In this context, 
the need to support enterprise integration and 
interoperability is increasing. Several conceptual 
frameworks, integration standards, technologies, 
and supporting infrastructures are being devel-
oped. Despite the relevant developments in the 
area of enterprise integration and interoperability, 
and the numerous scientific results in the business 
networking area, it is generally accepted that more 
work needs to be done, mainly concerning CNO 
creation or setting-up, support, and implementa-
tions (Camarinha-Matos & Afsarmanesh, 2003). 
Most of the technologies and infrastructures 
supporting CNO currently available are at their 
beginnings, and require considerable implementa-
tion and configuration efforts. In general, there is 
a lack of an effective approach to interoperability 
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(mainly concerning software inter-operation and 
information exchange integration), and a lack of 
standard definitions and mechanisms.

Since it is very difficult (not to say impos-
sible) to find a standard which is valid or easily 
configurable, supporting a wide range of services 
and operations concerning enterprise integration 
and interoperability, a convenient approach is 
to develop standards for specific industry sec-
tors (e.g., papiNet for paper and forest industry), 
considering also the fact that a single process and 
document standard for communicating business 
transactions is critical to companies buying and 
selling products from the same industry. Roset-
taNet and papiNET are examples of successful 
standards developments supporting integra-
tion and interoperability for a specific industry 
sector: high-tech industry and paper industry, 
respectively.

Although several standards (e.g., ebXML) 
provide support for different requirements regard-
ing enterprise integration and interoperability, in 
a networked environment, it would be naïve to 
consider that it is possible to convert everybody to 
a single platform (e.g., ebXML). Each technology 
or standard has its advantages and disadvantages. 
No true technology or standard can work as an 
isolated island; different technologies are com-
bined or adapted to specific needs. It is therefore 
challenging to observe the rapid evolution of dif-
ferent technologies, standards, frameworks, and 
the development of emerging projects aiming at 
combining these standards and technologies (e.g., 
the development of research projects combining 
both ebXML and RosettaNet frameworks). 

The questions that guided this work were 
answered. Major benefits for enterprise integra-
tion were identified. The most relevant standards, 
frameworks, technologies, and supporting in-
frastructures aiming at enterprise integration 
and interoperability were analyzed, and relevant 
research projects in the area of enterprise net-
working were briefly presented. Further research 
will be pursued to define criteria to be used to 
compare the available standards and frameworks. 

However, in the context of CNO, as mentioned by 
Bussler (2003), the grander challenge will be: how 
to achieve self-forming collaborative networked 
organizations (SFCNO)—that is CNO where 
the detection of service provider, as well as their 
contracting, is automated.
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AbstrAct

This study examines corporate performance 
effects when banks outsource noncore business 
processes. Additionally, the article proposes 
that knowledge management process plays a 
significant role in determining the outcomes of 
outsourcing. Drawing from resource theory and 
knowledge management literature, the authors 
develop the concept of managerial outsourcing 
competence and then propose a conceptual model. 
Also presented is an exploratory study of members 
of the North Carolina Bankers Association to as-
sist in identifying the business processes they are 
currently outsourcing and their principal reasons 
for outsourcing.

IntroductIon

Outsourcing has been defined as a results-oriented 
relationship in which a business organization 
transfers ownership of a business process to an 
external service provider rather than perform the 
activity in house (Halvey & Melby, 2000). For 
some, the hint of outsourcing may be found as 
early as 1776, when, in The Wealth of Nations, 
Adam Smith wrote the following: “If a foreign 
country can supply us with a commodity cheaper 
than we can ourselves make it…” (Adam Smith 
Institute, 2007). This may have been one of the 
hints of the forthcoming principles related to 
outsourcing and later building on Adam Smith’s 
ideas was British economist David Ricardo and 
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his principle of comparative advantage, where he 
hypothesized that each nation should specialize 
in what it does best and trade with others in order 
to best meet their needs (Ricardo, 2004).

Certainly, the issues of competitive pressures, 
customer demands, cost efficiency, and the ability 
to gain access to world-class capabilities are con-
siderations that have all manifested themselves in 
the increased use of outsourced functions. When 
the choice is made to outsource, and the move 
involves a vendor located in a different nation, 
outsourcing then becomes offshoring.

Business process outsourcing is another type 
of outsoucing that also relates to the investment 
of physical resources while still attempting to 
maintain internal effectiveness. In fact, one of the 
most commonly cited reasons for outsourcing is 
that management expects that they can gain cost 
advantages by hiring outsiders to perform certain 
services and produce certain products (Loh & 
Venkatraman, 1992). Banking activities that are 
not inherently or typically part of a bank’s core 
functions are therefore logical processes thought 
generally suitable by management for outsourc-
ing. Additionally, the implementations of such 
activities in-house can be prohibitively costly to 
smaller institutions.

For years, the financial industry has relied 
on the outsourcing of services where banks 
could seek advanced technologies and greater 
economies of scale while still lowering costs. It 
should be expected that the use of outsourcing 
will only increase as banks expand their product 
lines (e.g., Check 21 processing). Check 21 was 
specifically designed to foster innovation in the 
payments system and to enhance its efficiency by 
reducing some of the legal impediments to check 
truncation. More specifically, the Check 21 law 
that was created in 2004 introduced the notion 
of a substitute check, which permitted banks to 
process check information electronically.

Other methods of electronic processing have 
also been introduced to handle electronic check 
transfers. As an example, Amar Gupta and a 

team of MIT researchers have developed a fully 
electronic check transfer that can read handwritten 
infomation in order to increase check processing 
efficiency and accuracy, which may be of interest 
to countries outside of the U.S., where powerful 
banks are in a position to better control their 
overall check processes (“Gupta Eyes,” 2007). 
Within the current process, check processing is 
an expensive prospect for banks due to the high 
cost of the technology required, and thus makes 
Check 21 processing a logical process to be out-
sourced by community banks. 

In his March 17th, 2004, satellite address before 
the Independent Community Bankers of America 
Convention, Alan Greenspan stated, “Over the 
past 5 years, for every four bank mergers that have 
been approved, three de novo bank charters have 
been granted” (“Technology Outsourcing,” 2005). 
Additionally, he added that 90% of all start-up 
banks will choose to outsource and that, overall, 
it is expected that all banks will use some type 
of outsourced services.

Financial institutions have been outsourcing 
technology projects for more than 30 years in 
their desire to reduce costs, focus on their core 
business, obtain knowledge, and increase effi-
ciency and productivity. In particular, and within 
the past 10 years, the competition for customers 
and the consolidation of banks has brought these 
aforementioned issues to the forefront, as well as 
the need to outsource, both on and offshore, these 
activities in order to achieve the desired results.

Starting in the 1970s, the outsourcing trend 
began mainly with banks outsourcing software 
development and maintenance (http://www.
financetech.com/showArticle.jhtml?articleID
=17500105). Projects ranged from straightfor-
ward tasks such as application maintenance to 
complex long-term projects. Today, outsourcing 
large, complex technology projects is making a 
comeback, as evinced by J. P. Morgan Chase’s 
recent decision to outsource their technology 
infrastructure to IBM. 
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In the 1990s, banks began to outsource busi-
ness processes as well as technology projects. In 
the banking industry, the first forays into business 
processing outsourcing traditionally involved 
offshore call centers and credit card transaction 
processing. As an example, offshore call center 
outsourcing agencies in the Philippines have been 
quickly increasing their share of the global call 
center market resulting in more than 100 centers in 
different locations in the Philippines (http://www.
piton-global.com/resource13.html).

In March 2007, Deloitte Research reported that 
financial institutions worldwide were increasingly 
interested in sending their IT work to lower cost 
countries such as India and China. The research 
group surveyed 27 global financial institutions 
around the world and indicated that 33% of the 
respondents had already sent IT work offshore; 
75% said they will have work going to offshore 
companies within the next 2 years (“Deloite,” 
2006).

By 2015, it is estimated that there will be more 
than 472,632 jobs in the information technology 
field that are expected to move offshore to coun-
tries like Russia, China, India, and the Philip-
pines, according to a November 2002 report by 
the Forrester Research Group Inc. Banking firms 
such as Bank of America (BofA) will send about 
one third of their systems programming jobs to 
India, where work costs approximately $100.00 
U.S. vs. $20.00 U.S. an hour.

In additon, Bank of America cut 3,700 of its 
25,000 technical and back-office jobs in 2002 
with an estimated 1,100 jobs being lost in 2003 
(“Banking & Securities,” 2003). A majority of 
these positions will be sent to IT companies in 
India, where new technology parks are being 
built by companies partnering with U.S. firms 
such as Infosys Technologies Ltd. (“Banking & 
Securities,” 2003). 

In Europe, global cost competition forces fi-
nancial companies such as ABN, AMRO Bank, 
and Deutsche Bank to bring their cost base in 
line with that of competitors from the U.S., such 

as American Express and Citigroup, which have 
already made aggressive use of cheaper offshore 
operations and services. Forrester’s 2004 research 
into offshore services spending by European 
firms’ shows what they call “two speed Europe” 
because of the differences between the United 
Kindom and other continental countries. Europe, 
along with the 16 countries they considered in 
their sample, will lose a cumulative 1.2 million 
jobs to offshore locations by 2015 (65% from 
UK), with financial firms being the largest and 
most aggressive of the offshoring participants. 
During the same period in the U.S. (2004-2015), 
they found a cumulative figure of 3.3 million jobs 
moving offshore, which has a smaller population 
overall than the 16 European countries studied 
(Parker, 2004).

While India is still the first choice of many 
companies’ favorite outsourcing destinations, 
especially the UK, other countries within Cen-
tral and Eastern European (CEE) are the favorite 
sites for Western European countries to develop 
near-shoring activities. Near-shoring outsourcing 
is generally defined as the outsourcing of work 
to companies with the economic benefits of an 
offshore location, but a closer cultural, linguistic, 
and geographic fit with the employing organisa-
tion. Also, from the total European jobs moving 
offshore forecasted by 2015, 13% are IT jobs, 34% 
are clerical jobs, 29% are business and manage-
ment jobs, 20% are science and engineering jobs, 
and 4% are others type of jobs (Parker, 2004).

Thus, despite the differences in the outsourcing 
process, both U. S. and European companies must 
essentially become involved within this type of 
process because of two reasons: (1) they are in a 
global marketplace with global competition, and 
(2) they must bring their cost base in line with 
their competitors. The process of offshoring, as 
stated earlier, is a must, and the development of 
managerial outsourcing competence is part of the 
process companies must participante in to remain 
competitive. Nevertheless, this is not enough to be 
competitive, because there are a large number of 
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vendors offering excellent managerial outsourc-
ing services. Because of this, we believe that the 
outsourcing process will impact on a company’s 
profit margin if they seize this opportunity to 
focalize on their core competences through a 
knowledge management process.

obJectIves

Although recent studies have examined the 
relationship between outsourcing and firm 
performance, this research stream continues to 
be hampered by the lack of a widely accepted 
conceptualization of managerial outsourcing com-
petence (MOC). The resulting body of research 
still continues to be contradictory and rely on 
differing conceptualizations, levels of analysis, 
and OC-related measures. 

During the outsourcing process, organizations 
improve their knowledge about themselves and 
are learning and acquiring skills and new com-
petences. Ex-ante outsourcing decision making 
includes two basic components of outsourcing 
capabilities: leadership in order to motivate the 
members of the organization and to resolve politi-
cal and economic conflicts intra- and interorgani-
zational, and an adequate organizational structure 
that can respond with flexibility to the requirement 
of strategic changes. Ex-post outsource decision 
making involves the managing of relationships 
with the vendors that necessitates the signing of 
good contracts, monitoring them, and building 
long-term and trusting relationships, because of 
the impracticality that all possible contingencies 
could be included within the contracts. During this 
process the organization has been developing a 
deeper knowledge about itself, and a new strategic 
vision about the resources and capabilities which 
allows for the possibility of still maintaining a 
competitive advantage in the market. Therefore, 
we suggest that the organization develops new 
competencies as a result of the outsourcing deci-
sion-making process and that these competencies 

will spill over throughout the knowledge manage-
ment process (KMP).

Accordingly, the first objective of this article 
is to develop a conceptualization of managerial 
outsourcing competence in a form that will address 
these issues. As discussed in the next section, we 
propose the notion of outsourcing competences 
consisting of a construct of three components: 
(a) modular organizational design, (b) strategic 
outsourcing leadership, and (c) outsourcing rela-
tionship management.

The second objective of this article is to de-
velop a better understanding of how outsourcing 
competences impact a firm’s performance. It is 
not clear how outsourcing competences affects the 
specific organizational processes that contribute 
to improve firm performance. 

The basic contention of this article is that 
the outsourcing decision may not necessarily 
improve firm productivity or profitability; it is 
the generation of additional competencies that is 
more important to achieve this aim. By developing 
managerial outsourcing competence and using it 
to leverage knowledge management processes, 
firms are in a better position to enhance their 
performance. 

In the sections that follow, we begin with a 
conceptual background, and then we provide an 
overview of the resource-based approach that 
forms the theoretical basis for our work. We then 
discuss the concepts of managerial outsourcing 
competence and knowledge management process. 
Following this, we develop a conceptual model 
with three propositions representing the relation-
ships between managerial outsourcing compe-
tencies, knowledge management process, and 
performance. We propose to test our hypothesis 
with the structural modeling technique in future 
work and we present in this article a statistical 
exploratory test supported by a survey adminis-
trated to bankers who are members of the North 
Carolina Bankers Association.
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concePtuAL bAckground

Embedded in the general stream of research that 
seeks to understand how firm resources and ca-
pabilities are combined to produce some form of 
competitive advantage, the study of how outsourc-
ing capabilities affects the strategic management 
of organizations continues to demand considerable 
attention. Prior to 1990, most of the literature 
focused on the importance of outsourcing and 
its potential to alter a whole range of strategic 
and industry structure variables, including cost 
positions. More recently, the focus of the lit-
erature has shifted to the relationship between 
outsourcing and specific components of the firm 
strategy, such as competitive advantage (Aranha & 
Wheelwright, 2007; Goo et al., 2000; Krebsbach, 
2004), and organizational performance (Gilley & 
Rasheed, 2000).

A review of this literature reveals that most 
of the earlier conceptual work tends to favor the 
notion that outsourcing can be used favorably to 
create a competitive advantage and sustain firm 
performance. However, emerging empirical evi-
dence has shown that outsourcing does not nec-
essarily create a competitive advantage and that 
there is no significant direct connection between 
outsourcing and performance (Barthélemy & Qué-
lin, 2006; Gilley & Rasheed, 2000). To provide a 
possible explanation for this discussion, we draw 
on the resource-based view (RBV).

resource-based view

Grounded in evolutionary economics and the 
work of Penrose (1959), the RBV has gained 
considerable attention during the last decade 
(Barney et al., 2001). In RBV, the firm is seen as 
a bundle of tangible and intangible resources and 
tacit know-how that must be identified, selected, 
developed, and deployed to generate superior 
success (Penrose 1959, Wernerfelt 1984).

Competitive advantage originates from firm 
heterogeneity in resources and capabilities 

through barriers to imitation by investing in 
inimitable idiosyncratic capabilities (Lippman 
& Rumelt, 1982) and leveraging these firm-core-
specific assets for competitive advantage. Firms 
can achieve sustained competitive advantage by 
accumulating resources which produce economic 
value, are relatively scarce, and can sustain at-
tempts at imitation, acquisition, or substitution 
(Barney, 1991). 

According to the RBV, managerial outsourcing 
competence (MOC) per se may not generate a sus-
tainable advantage, because it can be replicated. 
We see the most important vendors in the world 
are offering their expertise in financial services 
consulting, technology, and outsourcing. For 
example, Accenture Ltd has a 10-year contract 
with Caixa de Catalunya, Spain’s third largest 
savings bank. Accenture is providing outsourcing 
for Caixa ś technology infrastructure, as well as 
system integration, application maintenance and 
technical help service. The work is completed 
through ITC, a company jointly owned by Caixa 
and Accenture that also provides services to other 
Spanish firms (SharedExpertiseForums, 2005).

 However, the advantages of outsourcing 
capabilities can be protected by embedding it in 
an organization through complementarities and 
cospecialization. Complementarities is said to 
exist when the value of one resource is enhanced 
by the presence of another. For example, the 
complementary use of information technology 
and human resources leads to superior firm 
performance (Powell & Dent-Micallef, 1997). 
Resources rarely act alone in creating or sustaining 
competitive advantage (Wade & Hulland, 2004). 
They play an interdependent role with other firm 
resources (Keen, 1993). This is particularly true 
in managerial outsourcing capabilities that act 
with other firm resources to provide strategic 
benefits. Thus, in banking environments, while 
managerial outsourcing competence may be es-
sential to compete, it in itself conveys no particular 
sustainable advantage of one bank over another. 
The value of managerial outsourcing competence 
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is enhanced when banks use it to develop the 
concentrating resources process, focusing on its 
core competences. Consequently, in this article, 
we focus on the role that knowledge manage-
ment plays in enhancing the value of managerial 
outsourcing competence. 

Cospecialization is said to exist if one resource 
has little or no value without another (Clemons 
& Row, 1991). We suggest that managerial out-
sourcing competence should not be examined as 
a stand-alone resource. In our article, we examine 
how managerial outsourcing competence as a 
resource can be embedded in an organization and 
protected through cospecialization. For example, 
a firm possessing a modular organizational design 
will realize very little advantage if it does not have 
the necessary outsourcing leadership to drive it 
successfully.

In the next section, we describe the concept 
of managerial outsourcing competence and 
suggest that it consists of three cospecialized 
resources: modular organizational design, stra-
tegic outsourcing leadership, and outsourcing 
relationship management. We then follow with 
a discussion of the components of knowledge 
management processes and examine the link 
between managerial-outsourcing competence 
and knowledge-management processes in order 
to determine how they might interact to enhance 
firm performance.

managerial outsourcing  
competence

Modular Organizational Design

Modular organization design refers to the need of 
structuring the organization in business processes-
ECT (electronic communication technologies) 
enabled. Banks operate in dynamic environments 
and must be continuously innovative in order 
to create and sustain a competitive advantage. 
This need brings into focus the importance 
of the flexibility of the organization through 

modular business processes in order to enable 
organizational adaptation. Business processes 
are activities structured and organized according 
to a predefined flow that allow an organization 
to carry out its business. Many of the business 
processes require process interdependencies and 
system dependencies that are established through 
integration of the business processes (Moitra & 
Ganesh, 2005). 

Because communication is integral to orga-
nizational form, advances in communication 
capabilities through electronic technologies are 
implicated in a wide variety of changes in forms. 
ECTs are enablers of changed forms by offering 
capabilities to overcome constraints on time and 
distance, key barriers around which organizational 
forms have traditionally been designed. Electronic 
communication systems are also configurations 
that may be shaped as organizations evolve and 
change (Fulk & DeSantis, 1995). 

Following Orlikowski, Yates, Okamura and 
Fujimoto (1995), electronic technologies can be 
viewed as an opportunity for structuring. In this 
view, communication technologies offer users op-
portunities to manipulate both the communication 
technologies themselves as well the organizational 
contexts in which they are embedded.

When a hierarchical organization such as a 
bank elects to outsource with other firms, their 
value chain becomes fundamentally altered. New 
forms of coupling may be developed through 
communication technology, in what has been 
termed the electronic integration effect (Zaheer & 
Venkatraman, 1994). Defining and implementing 
flexible business processes supported by flexible 
ECT systems is of significance to organizations 
because this allows them to collaborate with part-
ners in new ways which can result in inimitability 
of the processes, and in turn allow them to adapt 
to the changing environment.

The modular design of organizations through 
business processes allows them to be prepared to 
outsource some of their functions, as seen in Table 1. 
We can see in this table the business processes 
which are most frequently being offshored. 
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In their sample, Ricart and Agnese (2006) 
are considering firms from different sectors such 
as manufacturing, financial services, telecom, 
media and technology. As is also seen in their 
information, most countries are involved in 
some offshore outsourcing that may include the 
low-added-value activities such as IT and contact 
centers. These results are supported by a 2006 
survey conducted by the Gartner Research Group. 
According with that, IT outsourcing in Western 
Europe will continue to increase over the next 
2 years. The survey of 300 firms found that the 
proportion of companies with moderate or high 
levels of outsourcing will grow from 67% to 81% 
by 2008 (SharedExpertiseForums, 2005). 

Outsourcing Leadership 

Outsourcing decisions can be both rational and 
political in nature. Although most of the literature 
gives the illusion that the process is essentially 
rational, including legitimate goals such as cost 
efficiency and effectiveness (senior management 
evaluating the alternatives, apply a low cost cri-
terion, and then select the most efficient option; 
Allison, 1971), we need to consider the political 
aspects of this subject, which are present not only 
during the outsourcing decision but during the 

entire life of the relationship. In this situation, 
we are referring to the politics, conflicts, and 
compromises involved during the development 
of this relationship. 

During the outsourcing process managers 
improve their skills and acquire key competen-
cies. One of those key competencies is the ability 
to coordinate the web of transactions that have 
to be undertaken effectively within the network 
that the outsourcing company establishes with its 
contractors. In addition, this situation requires 
establishing precise, measurable objectives for the 
outsourcing. Dun & Bradstreet suggest establish-
ing a scorecard that quantifies each objective the 
outsourcing is supposed to accomplish and setting 
up periodic reviews with relevant internal staff 
and the outsourcing partner to assess how things 
are going and whether objectives are being met.

In this moment, in which the offshoring of 
production activities has given way to mov-
ing higher-added-valued services to emerging 
countries in order to be more competitive, Span-
ish companies are a good example of a gap in 
outsourcing leadership. As we see in Table 2, 
cultural differences with the host country (49%) 
and corporate resistance (44%) are the two main 
risks that Spanish business leaders have pinpointed 
when offshoring (Ricart & Agnese, 2006).

Spain Germany Holland USA

Finance/Acc. 22% 29% 12% 29%

HR 15% 9% 5% 12%

IT 54% 65% 44% 54%

Contact centers 44% 36% 9% 34%

Freight & logistics 15% 25% 14% 14%

R+D 17% 29% 19% 22%

Product design 20% 20% 14% 11%

Others 17% n/a 2% 8%

Note. From “El offshoring en España: Causas y con-
secuencias de la deslocalización de servicios,” by J. E. 
Ricart & P.Agnese, 2006, Centro Anselmo Rubiralta de 
Globalización y Estrategia.

Table 1. Most frequently outsourced business processes
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Relationship Outsourcing Management

The costs of outsourcing can be substantial if the 
vendor behaves opportunistically. Opportunism 
extends the notion that people act in their own 
self-interest with guile (Williamson, 1975). Wil-
liamson also suggests that opportunism is only a 
threat when there are a small number of vendors 
available to provide service. 

Williamson found that markets with a large 
number of suppliers minimize opportunism be-
cause “rivalry among larger numbers of bidders 
will render opportunistic inclinations ineffectual” 
(Williamson, 1975, p. 27). Companies may still 
wish to buy transactions from a market with few 
suppliers, but they are admonished to reduce the 
threat of opportunism by signing appropriate 
contracts. Williamson recognizes that conditions 
change during contract execution. Thus, when 
banks first enter a market to outsource a business 
process, there may be a large number of suppli-
ers to choose from. No one supplier may have a 

substantial advantage over the others, since each 
is assumed to have minimal knowledge about 
the idiosyncrasies of the bank’s business. The 
outsourcing bank may select a supplier based on 
who provides the required service for the lowest 
cost. During this initial selection stage, oppor-
tunism is not a serious threat. However, once a 
supplier is selected, it gains valuable knowledge 
about the customer’s organization during the 
contract period. At the end of the first contractual 
period, the supplier has an advantage over the 
other vendors in the marketplace. Renegotiation 
with the original supplier will be the most attrac-
tive alternative, but results in a situation called 
“small numbers bargaining”, where the supplier 
may have opportunistically (Pisano, 1990; Wil-
liamson, 1975).

In spite of the contract, the outsourcing orga-
nization must continuously monitor the process 
during its execution because the vendor may 
impose excess charges or may not perform the 
duties as agreed upon. The contract monitoring 

Spain Germany Holland USA

Customer acceptance 43% 21% 24% 46%

Loss of control 42% 33% 44% 48%

Corporate resistance 44% n.d. 32% 36%

Cultural differences * 49% 33% 36% 28%

Security of data 29% 14% 24% 55%

Quality of service 40% 28% 52% 68%

Recovery from disasters 28% 18% n.d. n.d.

Operational efficiency 32% 39% 46% 55%

Staff rotation 33% 26% 25% 40%

Loss of intellectual property 19% 20% 38% 40%

Political consequences 18% 22% 4% 22%

Staff lack of motivation 16% 31% n.d. n.d.

Political instability * 24% 14% 21% 22%

Instability * 26% 13% n.d. n.d.

Note. From “El offshoring en España: Causas y consecuencias de 
la deslocalización de servicios,” by J. E. Ricart & P.Agnese, 2006, 
Centro Anselmo Rubiralta de Globalización y Estrategia.
* host country

Table 2. Risks taken into account when offshoring an activity (percentage of companies surveyed)
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capability involves holding suppliers account-
able for both existing service contracts and the 
development of performance standards.

When companies are choosing outsourcing 
destination countries, the relationship of outsourc-
ing management is a very important factor. Com-
panies are more attractive not only for location cost 
advantages and abundant resources, but also for 
their cultural affinity. Aspects such as language 
skills, physical proximity, and cultural similari-
ties are relevant when companies are choosing 
destination countriess to outsource because of 
their abilities to facilitate the management of the 
outsourcing relationships (Kearney, 2007).

knowledge management Process

This framework is grounded in the sociology of 
knowledge (Berger & Luckman, 1967) and is 
based on the view that organizations are social 
collectives and “knowledge systems”. According 
to this framework, organizations as knowledge 
systems consist of four sets of socially-enacted 
“knowledge processes”: 1) creation, 2) storage/
retrieval, 3) transfer, and 4) application (Hozner 
& Marx, 1979). This view of an organization as 
knowledge systems represents both the cognitive 
and social nature of organizational knowledge and 
its embodiment is the individual’s cognition and 
practices as well as the organization’s collective 
practice and culture (Alavi & Leidner, 2001).

knowledge creation 

Organizational knowledge creation involves 
developing new content or replacing existing 
content within the organization’s tacit and explicit 
knowledge (Pentland, 1995). Through social and 
collaborative processes as well as an individual’s 
cognitive processes (e.g., reflection), knowledge is 
created, shared, amplified, enlarged, and justified 
in organizational settings (Nonaka, 1994). 

knowledge storage/retrieval

Empirical studies have shown that while organiza-
tions create knowledge and learn, they also forget 
(Argote, Beckman, & Epple, 1990). Thus, the 
storage and retrieval of organizational knowledge, 
also referred to as organizational memory (Stein 
& Zwass, 1995) is a very important component of 
effective organizational knowledge management. 
Organizational memory covers aspects which 
go beyond the individual memory to include 
other components such as organizational culture, 
transformation (production processes and work 
procedures), structure, ecology and information 
archives (Walsh & Ungson, 1991). 

knowledge transfer

Transfer occurs at various levels: transfer of 
knowledge between individuals, from individuals 
to explicit sources, from individuals to groups, be-
tween groups, across groups, and from the group to 
the organization. Gupta and Govindarajan (2000) 
have conceptualized knowledge flows in terms of 
five elements: (1) perceived value of the source 
unit’s knowledge; (2) motivational disposition of 
the source; (3) existence and richness of transmis-
sion channels; (4) motivational disposition of the 
receiving unit; and (5) the absorptive capacity of 
the receiving unit, defined as the ability not only to 
acquire and assimilate but also to use knowledge 
(Cohen & Levinthal, 1990). 

knowledge Application

An important aspect of the knowledge-based 
theory of the firm is that the source of competi-
tive advantage resides in the application of the 
knowledge rather than in the knowledge itself. 
Following Grant (1996), we can identify three 
primary mechanisms for the integration of 
knowledge to create organizational capability: 
directives, organizational routines, and self-con-
tained task teams.
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ProPosItIons

Below we present our three propositions. In addi-
tion, Figure 1 includes our conceptual model.

managerial outsourcing competence 
and Firm Performance

Historically, banks outsourced repetitive tasks 
such as facilities management or logistics but 
currently have begun to outsourcing more visible 
and sensitive functions such as customer service 
and R&D. Moreover, this trend is expected to 
continue and grow in the foreseeable future. 

As previously mentioned, up until now banks 
have been outsourcing fairly repetitive tasks, 
but outsourcing capabilities by themselves are 
ineffective at providing a basis for sustainable 
competitive advantage because they are easy 
to imitate. Thus, we expect that the impact of 
managerial outsourcing competence on a firm’s 
performance cannot be measured directly, but can 

only be quantified by examining the indirect effect 
on some intervening capability (e.g. knowledge 
management process).

Therefore, the following proposition is set 
forth: 

Proposition 1: The relationship between mana-
gerial	outsourcing	competence	and	firm	perfor-
mance is mediated by organizational knowledge 
management processes.

managerial outsourcing competence 
and knowledge management Process

During the outsourcing relationship firms develop 
new managerial capabilities and improve upon 
those that already exist. We argue that outsourcing 
noncore activities is an interactive way to learn 
not just the objective and observable aspects of the 
other firm but also the more tacit aspects as well. 
This relationship represents a good opportunity 
of learning and improving the managerial knowl-

Figure 1. Conceptual model
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edge of the firm. Important sources of managerial 
capabilities are development from the relationship 
between the firm and the contractor. The firms 
spend substantial time and effort in identifying al-
liance partners, determining goals of outsourcing, 
negotiations terms, making agreements, choosing 
appropriate governance structures, building social 
and relational capital, and managing the alliances 
(Ireland, Hitt, & Vaidyanath, 2002).

Other sources of managerial capabilities 
streams from analyzing its current organizational 
structure, its processes, and its activities. The 
outsourcing firm knows more about its needs, 
routines, procedures, directives, and about its 
self-contained task teams because the process also 
implies asking itself about its current organiza-
tional structure, processes and activities. 

Then, the managerial outsourcing needs trig-
ger an organizational reflection process which 
enables knowledge creation. We can find here the 
four modes of knowledge creation: socialization, 
externalization, internalization, and combination 
(Nonaka, 1994). Each mode relies on, contributes 
to, and benefits from other modes. For example, 
the socialization mode can result in creation 
when the outsourcing firm obtains a new insight 
(internalization) which is triggered by an inter-
action with the other firm. On the other hand, 
the socialization mode may involve transferring 
existing tacit knowledge from one member to 
the other through a discussion of ideas (Alavi & 
Leidner, 2001). We are suggesting that knowledge 
creation can be enhanced through the outsourc-
ing process.

In addition, the outsourcing process enlarges 
the organizational memory, in both semantic 
and episodic memory. For example, as semantic 
memory refers to general, explicit and articulate 
knowledge, we can refer to all documentation, 
reports, and charts generated by the outsourcing 
process. As episodic memory refers to context-
specific and situated knowledge, outsourcing 
process generates a flow of organizational deci-
sions and their outcomes.

During the outsourcing process, individuals 
and groups transfer knowledge through formal 
and informal channels. One important aspect of 
transferring knowledge is the absorptive capac-
ity of the outsourcing firm, defined as the ability 
not only to acquire and assimilate but also to use 
knowledge (Cohen & Levinthal, 1990).

Thus, given the potential impact that manage-
rial outsourcing competence has on knowledge 
process, the following proposition is set forth: 

Proposition 2: Managerial outsourcing compe-
tence is positively related to knowledge manage-
ment process.

knowledge management Process 
and Firm Performance

Competition is increasingly knowledge-based as 
firms strive to learn and to develop capabilities 
earlier than their rivals (D’Aveni, 1994; Teece & 
Pisano, 1994). In turbulent markets, the strategic 
value to a firm will naturally erode over time as 
substitutes appear and new competitive problems 
emerge. When firm’s capabilities build on tacit 
knowledge and are rare, imperfectly tradable, and 
costly to imitate, these are the basis of superior 
performance (Barney, 1991, 1995; Spender, 1996). 
The fact of outsourcing noncore activities enables 
the firm to think strategically and critically on its 
core business processes of knowledge creation 
and transfer. Further, this process enables firms 
to focalize on what they do best, the converging 
of resources on a few clearly defined and con-
sistent goals; focusing the effort of each group, 
department, and business unit in a sequential 
fashion; and targeting those activities that have 
the biggest impact on customers’ perceived value 
(Yang & Peterson, 2004). Creating and sustain-
ing competitive advantage is the core of strate-
gic management (Barney, 1991). The following 
proposition is set forth: 
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Proposition 3: There is a positive relationship 
between knowledge management process and 
firm	performance.

exPLorAtory reseArch  
methodoLogy

As a first approach to the outsourcing problem 
within the community banking industry, we 
prepared an electronic survey with data gath-
ered from participating executives of the North 
Carolina Bankers Association for the purpose of 
identifying the business processes that they are 
currently outsourcing, believe they will outsource 
in the future or that they will never outsource. 
We explain the composition of the sample and 
data collection, and then we analyze the results 
of the test.

sample and data collection

The data set consisted of 132 possible respondents 
from the North Carolina Bankers Association, 
with 31 responses, thus providing a response rate 
of approximately 24%. Completing the research 
instrument was either the chief executive officer 
or the chief information officer of the organiza-
tion. Other data collected included demographic 
information (location of the bank and its assets). 
The instrument was pilot tested using banking 
officials comparable to those used in the study 
to eliminate any ambiguity as well as to ensure a 
complete understanding of the questions and the 
survey instrument. These individuals were not 
included as sampling units in the actual survey.

A 5-point Likert-type scale was used to 
measure respondents’ propensity to use onshore 
outsourcing methods (1 = Currently Outsourcing 
and 5 = Never Outsource). Additionally, the reason 
for outsourcing was measured on a scale of 1 to 
5, with 1 being Extremely Important and 5 being 
Unimportant. The survey instrument did require 
that the bankers reveal their identity for tracking 
purposes, but individual responses remained 

confidential. Various statistical methodologies 
such as the stepwise and t-test procedures were 
applied using SPSS (2005).

Delivery of the survey was administered on-
line. Electronic surveys provide a faster reaction 
time than traditional mail surveys, with many 
studies reporting that most e-mail responses 
arrive within 2 to 3 days following the initial 
e-mail contact (Bachmann & Elfrink, 1996). In 
addition, bankers received two e-mails, with the 
first asking for their assistance in the online sur-
vey. Two weeks after the initial e-mail, a second 
reminder e-mail was sent to those individuals 
who had not yet participated. Participants were 
given appropriate instructions in each of the 
e-mails on how to complete the online survey 
instrument. The internal validity of the survey 
was conducted using Cronbach’s alpha and was 
found to be .886. 

AnALysIs And resuLts

In Table 3, the stepwise regression procedure iden-
tified three onshore variables at a significance level 
of 0.10, which influenced the respondent’s views 
related to cost. The stepwise procedure identified 
the following significant variables: payroll ser-
vices, which would include third-party preparation 
of payroll reports to promotes confidentiality of 
payroll information and complying with relevant 
regulations; ALM (Asset/Liability Management) 
modeling, or the measurement and management 
of asset and liability maturities or repayments in 
order to reduce interest rate risk; and, Check 21 
imaging, or the federal requirement that banks 
accept images rather than hard-copy cancelled 
checks. Relationships are revealed in terms of 
cost. As indicated by the results in Table 3, the 
higher the importance of cost, the more payroll 
services will be outsourced onshore. This is also 
the case with ALM modeling. Additionally, the 
more important cost, the more likely banks were 
to outsource Check 21 imaging onshore. 



 ���

Outsourcing Non-Core Business Processes

In Table 4, the stepwise procedure identified 
the significant independent variable of fixed assets 
in relationship to the dependent variable of focus-
ing on the banks’ core function. Fixed Assets are 
nonearning assets such as buildings, fixtures and 
equipment. Software may also be included in fixed 
assets, as it has a depreciable life of five years. 
The more important this independent variable, 
the more likely the banks would outsource in the 
near future. The independent variable of human 
resources was found that the more important this 
variable the more likely offshore outsourcing 
would occur. Human resources would include 
those functions that allow the management of 
people, such as benefits, employee assessment 
and regulatory compliance.

Addressing the variable of gaining access to 
world-class capabilities in Table 5, it was found that 
the more important banking executives thought 
the dependent variable of gaining access to world-
class capabilities, the more the banks outsourced 
the management of their fixed assets. This was 
also the case with the independent variables of 
ALM Modeling and Check 21 imaging.

concLusIon

Firms are increasingly relying on knowledge 
acquired from other firms to facilitate the devel-
opment of their own capabilities. This study ex-
amines the role that outsourcing noncore business 
process plays in the success of a firm mediated 
by a knowledge management process. 

We present managerial outsourcing com-
petence (MOC) as a construct that is jointly 
determined by three resources of the outsourc-
ing firm and we argue the impact of MOC over 
the performance is mediated by a knowledge 
management process. The MOC, which has been 
developed during the outsourcing process, is not 
enough to generate sustainable competitive advan-
tage because is easy to replicate. The firm could 

Dependent 
Variable

Independent 
Variables

Beta  
Coefficient

t  
statistic

p 
value

Cost

Payroll  
Services 0.763 8.97 0.000

ALM  
Modeling 0.290 5.92 0.000

Check 21 
Imaging –0.117 –2.35 0.033

Table 3. Results of stepwise procedure and cost

Dependent Variable Independent Variables Beta Coefficient t statistic p value

Focus on Core Functions
Fixed Assets 0.443 3.95 0.001

Human Resources 1.206 2.54 0.019

Table 4. Results of stepwise procedure and focus on core functions

Dependent Variable Independent Variables Beta Coefficient t statistic p value

Gain Access to  
World-Class Capabilities

Fixed Assets 0.913 23.073 0.000

ALM Modeling 0.097 4.631 0.001

Check 21 Imaging 0.100 2.056 0.070

Table 5. Results of stepwise procedure world-class capabilities
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obtain a desirable competitive position within an 
industry if it could utilize MOC to leverage other 
firm-specific capabilities. Outsourcing noncore 
business processes has no direct effect on a firm’s 
performance. In this article we are enhancing the 
complementarities and cospecialization between 
MOC and a knowledge management process. 

From one side, through a knowledge man-
agement process the outsourcer banks achieve 
a stronger awareness of its outsourcing “know 
how,” which is embedded in routines, procedures, 
directives and in self-contained tasks. We argue 
that the more firms outsource noncore activities 
the more efficient they will become at using their 
outsourcing know-how. As we see in our explor-
atory, test banks always outsource more than one 
business process, and this suggests that banks 
could be achieving scope economies through the 
application of outsourcing know-how in the many 
different noncore business processes. 

Another side, of the knowledge manage-
ment process enables firms to focalize on what 
they do best, concentrating resources through 
the processes of converging resources on a few 
clearly defined and consistent goals, building 
core competences and understanding strategic 
know-how. We reinforce this theoretical aspect 
after analyzing the results of the test because in 
our survey banks reasons for outsourcing are 
majority strategic ones such as cost, focus on 
core functions and gain access to world-class 
knowledge A knowledge-based approach to 
strategy formulation effectively matches the 
opportunities and corporate capabilities of the 
banks and may generate economically feasible 
strategic alternatives.

Limitations

The model presented in this article is primar-
ily conceptual in nature, and thus needs to be 
validated with other specific empirical studies 
which are adequate to the conceptual model we 
are proposing. In spite of this, the survey and the 

statistical tests we are showing in this article have 
been a very useful empirical tool that addresses 
the approach to the outsourcing problem within 
the banking industry. Anyway, we are aware that 
the following step of our work is to test our model 
with structural equations methodologies.

Data collected in the survey reflects informa-
tion exclusively collected from North Carolina 
banks and, more specifically, only those banks 
that held memberships within the North Caro-
lina Banking Association at the time the survey 
was distributed. By limiting this survey only to 
those members of the North Carolina Banking 
Association, we cannot generalize our findings 
to all community banking institutions and their 
outsourcing decisions.

Further research

Several kinds of follow-up research studies could 
be done. In the case of outsourcing business pro-
cess functions, banks can neither transfer risk nor 
share risk with the outside vendor. Therefore, the 
informal network appears as a very interesting 
alternative for community banks which need to 
manage their risks in a very efficient way. We 
think it could be particularly interesting in this 
industry to see the outsourcing decision as an 
agency problem and study problems that may result 
as lack of current information and knowledge for 
the institution.

Another interesting research area and related 
questions could address exactly what the banks 
have gained (economically and quality of service 
improvements) by outsourcing the various (Payroll 
Services...Fixed Asset) processes. Is the gain more 
evident in some of the processes over others?
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AbstrAct

It has been argued that competitive necessities 
will increasingly require OSS companies to 
participate in cooperative business networks in 
order to offer the complete product/service (whole 
product) demanded by customers. It is envisaged 
that these business networks will enhance the busi-
ness models of participant firms by supplement-
ing their value-adding activities and increasing 
responsiveness to customers. However, while 
such propositions have intuitive appeal, there is 
a lack of empirical research on such networks. 

This article examines Zea Partners, a network 
of small open source companies cooperating to 
deliver the ‘whole product’ in the area of content 
management systems (CMSs). It investigates 
how participation in the network augments the 
business models of participant companies and 
identifies the business agility challenges faced by 
the network. The article concludes that reconcil-
ing the coordination needs of OSS networks with 
the operational practices of participant firms is 
a critical issue if such networks are to achieve 
adaptive efficiency to deliver whole products in 
a ‘bazaar-friendly’ manner.
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IntroductIon

Researchers (Agerfalk, Finnegan, Hayes, Lundell, 
& Ostling, 2006; Feller, Finnegan, Hayes, & 
Lundell, 2006a; Fitzgerald, 2006) have recently 
argued that open source software firms should 
adopt a ‘whole product’ approach (cf. Moore, 
1999) by forming a network/ecosystem of part-
ners with complementary capabilities “to offer a 
professional product and service in an agile, ba-
zaar-friendly manner” (Fitzgerald, 2006, p. 294). 
This ‘whole product’ approach is consistent with 
the challenges of “productizing OSS” discussed 
by Woods and Guliani (2005), as well as develop-
ments in the production and use of other complex 
product/service offerings as discussed by Davidow 
and Malone (1992). This approach is regarded 
as appropriate when there is a need for firms to 
quickly deliver a variety of customized products, 
and when the nature of the product development 
process means that individual organizations do 
not have sufficient competencies to deal with all 
parts of product design (Davidow & Malone, 
1992; Huang, 2001). In such circumstances, 
market forces require organizations with similar 
goals to align themselves in IT-mediated partner 
networks in order to meet customer requirements 
(Stafford, 2002).

Moore (1999) popularized the concept of the 
‘whole product’ as the cornerstone of market-
driven, rather than product-driven, businesses. 
However, the concept resonates with the dynamics 
of the open source software phenomenon, which, 
due to the licensing structure, emphasizes services 
and meta-services surrounding the artifact. In-
deed, Woods and Guliani (2005) describe as the 
challenge of ‘productizing’ open source software 
as the need to offer support, implementation, 
modification, and related services. Thus, networks 
of cooperating, small, open source software 
organizations may represent what Clemons and 
Row (1992) term a “move-to-the middle,” where 
networks of organizations interact in order to 
deliver value (in the form of the whole product) 
to the end consumer.

This article examines Zea Partners, a business 
network of firms developing content management 
systems and selling related services, all based 
around the Zope application server. It investigates 
how participation in the network augments the 
business models of participant firms in order to 
adopt a ‘whole product’ approach, and identifies 
the challenges faced by the network in trying to 
ensure the business agility necessary to offer the 
‘whole product’. The article begins by discussing 
the theoretical foundation for the study. Next, 
the research objective and research methods are 
discussed. The case environment is then outlined 
and the findings presented. The article illustrates 
that participation in the network allows firms to 
share business model components within a cen-
trally managed network, and to engage in agile 
competitive practices by making network-level 
changes in response to changes in the external 
environment. The need to address adaptability and 
alignment issues in addition to business agility is 
highlighted, however. Consequently, the article 
concludes that reconciling the coordination needs 
of OSS networks with the operational practices of 
participant firms is a critical issue if such networks 
are to achieve adaptive efficiency to deliver whole 
products in a bazaar-friendly manner.

theoretIcAL FoundAtIon

OSS has been investigated from a variety of dis-
ciplinary and theoretical perspectives. The two 
dominant research themes, however, have been: 
(1) OSS software engineering tools and techniques 
and (2) the socio-cultural analysis of OSS com-
munities. Commercial organizations are under-
represented in the research, not just in terms of 
quantity, but more importantly in terms of depth 
of research. In particular, the understanding of 
economic and business model issues surrounding 
OSS is limited (Feller, Finnegan, Kelly, & Mac-
Namara, 2006b). In this section, we draw on the 
wider literature on business models and business 
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networks to develop the theoretical grounding for 
our study. In particular, we examine how extant 
research on business models and networks can 
improve our understanding of the issues facing 
firms seeking to form the type of agile business 
ecosystems envisaged by Fitzgerald (2006).

In keeping with the increasing commercializa-
tion of OSS, researchers such as Krishnamurthy 
(2005), Weber (2004), Spiller and Wichmann 
(2002), Raymond (2001), and Hecker (2000) have 
documented a series of OSS business models. 
However, much of this work concentrates on 
the source of the revenue stream and neglects 
other aspects of the business models. This is not 
surprising, as the terms ‘business model’ and 
‘revenue model’ are frequently, and incorrectly, 
used interchangeably. Looking outside the OSS 
literature, it is evident from the work of Timmers 
(1999), Mahadevan (2000), and Osterwalder and 
Pigneur (2002) that business models must ex-
amine value-adding activities in the context of a 
supply chain or business network. Osterwalder 
and Pigneur (2002) propose a comprehensive ap-
proach, and detail an ontology that focuses on four 
aspects of the organization: product innovation, 
infrastructure management, customer relation-
ship, and financials. Mahadevan (2000) defines 
a business model as a blend of three streams: 
value, revenue, and logistics. The value stream is 
concerned with the value proposition for buyers, 
sellers, and market makers. The revenue stream 
identifies how the organizations will earn revenue, 
and the logistics stream involves detailing how 
supply chain issues will affect the organizations 
involved. Timmers (1999) argued that architec-
tures for business models can be identified through 
the deconstruction and reconstruction of a value 
chain. Value chain elements are identified, as are 
the possible ways that information can be inte-
grated both within the value chain and between 
the respective value chains of interacting parties. 
Furthermore, Evans and Wurster (2000) argue 
that as more advanced information standards 
are introduced, levels of collaboration between 

organizations can be achieved that were previ-
ously only possible within a vertically integrated 
hierarchical intra-organizational structure. Thus, 
many economic entities have recognized the im-
portance of the composition of the supply chain 
(or business network) to the overall performance 
of the firm (Christiaanse, 2005).

The benefits of cooperative business relation-
ships have been advocated for decades (Kaufman, 
1966; Van de Ven, 1976; Cash & Konsynski, 1985; 
Henderson, 1990; Finnegan, Galliers, & Powell, 
2003). These relationships have been described 
as business webs (Tapscott, Ticoll, & Lowy, 
2000), partnerships (Henderson, 1990), networks 
(Nelson, 1988; Joynt, 1991; Finnegan et al., 2003), 
strategic alliances (Joynt, 1991; Bronder & Pritzl, 
1992; Lei & Slocum, 1992), virtual organizations 
(Davidow & Malone, 1992; Goldman, Nagel, & 
Preiss, 1995), joint ventures (Kanter, 1989; Oliver, 
1990; Campell, Hollingsworth, & Lindberg, 1991), 
service consortia and stakeholder or value-chain 
partnerships (Kanter, 1989), promotional and ob-
ligation networks (Campell et al., 1991), agency 
federations, trade associations, social service joint 
programs, corporate-financial interlocks, and 
agency-sponsor linkages (Oliver, 1990).

The reasons for such business cooperation 
include: resource procurement and allocation 
(Galaskiewicz, 1985; Clemons & Row, 1992; Alter 
& Hage, 1993), political advantages (Galaskie-
wicz, 1985), risk sharing and acquiring expertise 
(Alter & Hage, 1993), stability (Oliver, 1990), 
legitimacy (Galaskiewicz, 1985; Oliver, 1990), 
efficiency (Oliver, 1990; Clemons & Row, 1992), 
and innovating (Ticoll, Lowy, & Kalakota, 1998). 
Participants in business networks believe that col-
laboration will result in adaptive efficiencythe 
ability to change rapidly while providing custom-
ized services or products at a low cost (Alter & 
Hage, 1993). Thus, the ability to quickly assess 
new business opportunities, to identify suitable 
trading partners, and to effectively coordinate 
delivery of products and services across the 
business network is important (Sadeh, Hildum, 
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& Kjenstad, 2003). Following this logic, agility 
is seen as an important characteristic of business 
networks.

Agility is a business-wide capability that 
includes organizational structures, informa-
tion systems, logistics processes, and mindsets 
(Christopher, 2000). The term agility has created 
significant interest in the business world (Lo, 1998) 
and is recognized as a prerequisite for success 
in dynamic or turbulent environments (Christo-
pher, 2000; Camarinha-Matos, Afsarmanesh, & 
Rabelo, 2003). Fingar (2000) believes that “the 
ability to change is now more important than the 
ability to create…Change becomes a first class 
design goal and requires business and technology 
architectures whose components can be added, 
modified, replaced and configured” (p. 66). Sharifi 
and Zhang (1999) argue that the concept of agility 
has two main attributes: responding to change 
promptly and appropriately, and capitalizing on 
the opportunities that are created by change. In a 
business network, agility is highly dependent not 
only on the skills of the individual firms, but also 
on the flexibility of the supporting infrastructure 
(Camarinha-Matos et al., 2003). Infrastructure 
flexibility has been identified as an important 
characteristic of the agile organization (Christo-
pher, 2000), and is dependent on both internal and 
external factors (Thomke & Reinertsen, 1998). 
External factors include changes in the needs of 
the end customer, while internal factors include 
changes in the development process. Thomke and 
Reinertsen (1998) argue that design flexibility can 
be brought about by: (1) following a development 
strategy that can endure a higher probability of 
design changes, (2) having the ability to produce 
late changes to the product design in order to 
better integrate it with the technology and the 
needs of the customer, and (3) preventing late 
changes to the product design by making design 
commitments at a very late stage in the develop-
ment process.

To conclude, agile business networks designed 
to meet customer demands for customized prod-

ucts are reasonably well understood outside the 
OSS domain. Within the OSS field, recent work 
by Woods and Guliani (2005) and Fitzgerald 
(2006) has drawn attention to the importance of 
agile networks to OSS business models. However, 
small OSS firms have emerged from various OSS 
communities and thus cannot be considered to be 
the same as the type of firms that have been the 
subject of research on business networks to date. 
Therefore, there is a need for further research on 
the development of agile bazaar-friendly business 
ecosystems to deliver whole products in the OSS 
domain.

reseArch obJectIve And 
method

The objective of this study is to explore the emerg-
ing phenomenon of a business network of OSS 
firms cooperating to deliver the ‘whole product’. 
Two research questions were formulated to sup-
port this objective:

RQ1: How does an OSS network affect the busi-
ness models of participant organizations?

RQ2: What challenges are faced in ensuring that 
the network is agile?

Case studies are regarded as the most com-
monly used qualitative research method in IS 
and are especially useful for studying organi-
zational aspects of IS (Benbasat, Goldstein, & 
Mead, 1987). Cases are most appropriate when 
the objective involves studying contemporary 
events, without the need to control variables or 
subject behavior (Yin, 1994). The single case 
study method is considered to be a potentially 
rich and valuable source of data, while suited to 
exploring relationships between variables in their 
given context (Yin, 1994; Benbasat et al., 1987). 
We thus adopted a “soft positivist” epistemology 
as discussed by Kirsch (2004), and our method 
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follows in the tradition of Eisenhardt (1989) and 
Madill, Jordan, and Shirley (2000); it is designed 
to reveal preexisting, relatively stable, and objec-
tively extant phenomena and the relationships 
among them in a manner that is not limited to 
examining only pre-identified constructs.

The subject of the case study (Zea Partners) 
was chosen as it represented an interesting case 
in the area of open source business practice in 
that it is one of a small number of such networks 
aiming to deliver the ‘whole product’ in an OSS 
environment. The researchers first conducted a 
thorough archival search to determine the exis-
tence of public domain material on the network 
and participant companies. As a result of this 
preliminary analysis, the researchers prepared 
a case study protocol (cf. Yin, 1994). Based on 
this protocol, 16 interviews took place with key 
personnel from participant firms over a 17-month 
period from November 2004 to April 2006. In ad-
dition, the researchers had five separate interviews 
with the network founder (elite interviewing, cf. 
Marshall & Rossman, 1989) and also participated 
in four intensive workshops with network mem-
bers during this time which facilitated member 
checking. The choice of interviewees was based 
on a number of factors. These were:

1. Willingness to cooperate: In order to ob-
tain useful material, it was necessary for a 
potential interviewee to be interested in the 
study and willing to cooperate.

2. History of network involvement: Inter-
viewees had to have been involved in ongo-
ing network planning and/or project activity 
over a period of time. A consequence of 
this selection criterion was that the views 
of recent members were not studied.

3. Seniority: In order to get contextual material 
on business strategy and experience with 
network activities, it was necessary to speak 
with senior staff within each partner firm. 
A consequence of this selection criterion 
was that the views of junior staff were not 
studied.

Interviews, conducted using an interview 
guide (cf. Patton, 1980) were generally of one- 
to two-hour duration, with follow-up telephone 
interviews used to clarify and refine issues that 
emerged during transcription. Interviews were 
complemented by comprehensive reviews of docu-
ments and presentations at the workshops. The 
content analysis was conducted using Osterwalder 
and Pigneur’s (2002) business model framework 
as well as Aitken et al.’s (2002) and Lee’s (2004) 
agility frameworks. This is in line with Lee and 
Baskerville (2003), who, in addressing the issue of 
generalization, describe the process of generaliz-
ing from theory to empirical description (whereby 
the research seeks to apply findings confirmed in 
one setting to another one).

case environment

Zea Partners was founded in 2003 as the Zope 
Europe Association (ZEA) and changed its name 
to Zea Partners in 2006. Headquartered in Bel-
gium, Zea Partners operates as an international 
network of businesses that build software and 
deliver services around the application server 
technology called Zope, which is widely used 
for developing content management systems, 
intranets, portals, and related applications. Zea 
Partners consists of 19 firms, with three manag-
ing partners and 16 associate partners located 
in The Netherlands, Italy, Norway, Belgium, 
Germany, the United Kingdom, Lithuania, the 
United States, Spain, France, and South Africa. 
The management team seeks project contracts on 
behalf of network members and performs network 
management activities such as marketing and 
project management. The team also develops the 
network’s business strategy in conjunction with 
the managing partners.

The partner companies are typically small (10 
people or less). These companies have recognized 
that their size limits the contract (deal) sizes for 
which they could effectively compete, as well 
as their geographic range. One of the benefits of 
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the network is, thus, that a number of companies 
can pool their resources to compete for larger 
contracts on a global scale. More importantly, in 
the context of competing on the basis of a whole 
product, the network allows partners to offer a 
full range of value chain activities, rather than 
concentrating exclusively on their own specialties 
(e.g., development, consultancy, training, etc.). 
The network is currently working on ensuring 
that all partners can conduct marketing under 
the one brand.

According to the network’s founder, the goal is:

…to say that we have the whole product. We are 
going to group together all the people who need a 
whole product made but can’t invest the resources 
to do it, and then take that whole product and make 
it offerable by anyone in the network. It has so 
many	benefits	on	profitability	it’s	just	amazing.	It’s	
really	the	only	way	to	impact	profitability.

He sees this as being the value proposition 
of the network, and acknowledges that, through 
partnering, the network can compete for larger 
deal sizes without competing directly with the 
large international consulting companies. In 
comparing the Zea Partners network with such 
consulting companies, he notes the increased 
flexibility offered to customers. In particular, he 
argues that:

Instead of having a cathedral1 model of Accenture, 
or something like that, we want to have multiple 
players in multiple countries. We can move things 
around as new trends emerge, new specialties 
emerge, stuff like that.”

He also highlights the importance of the fact that:

The people in the network are the people that cre-
ated Silva, the creators of Plone, the creators of 
Workflow,	the	creators	of	Multilingual,	the	creators	
of each one of these things. And we want to explain 
to customers that it’s in their interests to have a 

relationship that rewards these people. It’s in their 
interests,	first,	because	the	guy	who	wrote	it	can	
get the job done at a pretty effective rate.

However, due to the early stage of development 
at which the network finds itself, coordination 
amongst partners is still on a person-to-person 
basis. There is an acknowledged need amongst 
members to evolve the organization of the network 
towards the use of quotas, geographical regions, 
and so forth. To date, coordination has meant 
observing trademark and domain rules, as well 
as some network terms and conditions to ensure 
that products/services delivered by partners 
meet the expectations of the customer. Finally, 
he acknowledges that it is critical to build trust 
amongst partners so that invoices are paid on time 
and other responsibilities are met.

Findings

The Osterwalder and Pigneur business model 
ontology was used as a lens to investigate how 
the presence of the Zea Partners network affects 
the business models of the member firms. The 
results are summarized in Table 1, classified as per 
the pillars of the Osterwalder and Pigneur (2002) 
framework, and are discussed below.

Zea Partners enhances the value that mem-
ber firms can offer to a specific target customer 
segment (value proposition) by allowing smaller 
organizations to group together to deliver the 
whole product as part of a consortium. The fact 
that the network spans many geographic territories 
with multiple languages and specialized local 
knowledge means that a consortium made up of 
small organizations can compete with the larger 
consultancy firms. This cooperation increases 
the range of projects in which members can be-
come involved. Zea Partners covers 12 different 
countries which, from a geographical spread, 
makes it comparable with a large company. In 
terms of targeting customers, the Zea Partners 
brand is purposefully designed to be a mark that 
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distinguishes participants in the network as being 
leaders in the market. Thus, organizations must 
already have a good reputation before they can 
join the network. The Zea Partners network also 
enhances the business model of participants by 
adding to the range of capabilities that underpin 
their value propositions. Many of the Zea Partners 
members are small start-ups that consist of two 
to four people with mostly specialized techni-
cal expertise. A major benefit of Zea Partners 
membership has, thus, been the ability to access 
Zea Partners’ expertise in areas such as project 
management, customer relationship management, 
requirements management, tendering, and sales 
to complement technical expertise. According to 
the founder of one of the participant companies 
(Infrae), the development of capabilities within 
Zea Partners is vital to delivering a professional 
service. In relation to the production of docu-
mentation, he noted that “over time we gradually 
removed all dependencies on the community, 
because it was completely unpredictable.”

With regard to information strategy, Zea 
Partners’ stated aim is to “learn together, share 
experiences and refer leads to each other.” How-
ever, as yet, resource problems have limited Zea 
Partners’ ability to meet their ideal in terms of in-
formation strategy. Nevertheless, Zea Partners are 
proving very successful in enhancing the manner 
in which a participant firm reaches its customers 
( feel and serve). The market for Zope and Plone is 
characterized by customers approaching firms in 
the network with whom they want to do business. 
A key value added by Zea Partners is that the 
profile-building activities of the network results 
in ‘leads’ for member firms. In some countries 
where the demand for Plone services exceeds 
supply, Zea Partners can partner with member 
firms in that country by co-signing the deal but 
leaving the local participant with ownership of the 
customer. Furthermore, a key aspect of customer 
relationships amongst open source firms is that 
trust and loyalty can be enhanced by providing 
access to the originator of the software. Thus, 

Business Model Pillar Effect of Zea Partners on Members’ Business Models

Product 
Innovation

Target Customer Segment Enhances reputation and branding of participants by providing a single ‘market leader’ 
brand

Value Proposition Extends geographic coverage, supports the ability to offer specialized expertise, products 
and services in many languages, and leveraging local knowledge

Capabilities Enhances existing capabilities by providing a broader range of business capabilities, 
especially project management and customer relationship management

Customer 
Relationship

Information Strategy Aims to provide lead referrals and to contribute to the sharing of experiences and knowl-
edge

Feel and Serve Facilitates profile building through common branding

Trust and Loyalty Leverages access to expertise of software originators to build customer trust

Infrastructure 
Management

Resources Lowers friction when building teams, through information sharing, common methodol-
ogy, tracking results, reporting bugs, and so forth

Activity Configuration Enables members to act as a “value shop” configuration; network reduces the information 
asymmetry between client and consultant resulting in customers ‘joining’ the community

Partner Network Network means that members do not have to outsource to partners outside the network

Financials

Revenue Model Increases deal size for members by creating “whole product” consortia

Cost Structure Enables cost-sharing amongst members

Profit/Loss Increases revenue and lowers expenses through sharing among members, leading to big-
ger profits

Table 1. Effects of Zea Partners network on participants’ business models
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Zea Partners aims to assemble project teams 
that contain relevant software originators from 
participant firms.

The OSS network model necessitates the 
inter-organizational management of business 
infrastructure. A key challenge has been integrat-
ing different participants in a seamless manner 
to deliver the ‘whole product’ to customers. Zea 
Partners aims to lower friction in inter-organiza-
tional teams by establishing a common approach 
through the use of resources, for example: standing 
contracts, having customer references on file, hav-
ing a common methodology or a common way of 
thinking about a problem, assigning work, track-
ing results, and reporting bugs. This is summed 
up by the Zea Partners founder as being the:

…big difference between a rabble and an army. 
You can take a thousand people that speak dif-
ferent languages, that never worked together 
and they can get defeated by 50 people that are 
well trained.

This approach is also evident in the Zea Part-
ners approach to the configuration	of	activities 
and processes at the level of individual firms and 
at the network level. The Zea Partners network 
allows members to act as a ‘value shop’ (cf. Stabell 
& Fjelstad, 1998) or service provider and carry 
out the phases of this configuration (problem 
finding and acquisition, problem solving, choice, 
execution, control, and evaluation) as if they 
were one integrated organization. One of the 
areas where Zea Partners differs from the “value 
shop” concept (as per Stabell & Fjeldstad, 1998) 
is that in the traditional “value shop” model, the 
information asymmetry between the client and 
the service provider (in this case a consultancy 
firm) is one of the main value drivers and results 
in high prices. This is not seen as desirable by Zea 
Partners. Instead the network endeavors to reduce 
this asymmetry so that the customer, instead of 
being a recipient of content management, becomes 
a participant in the OSS community:

There are certain people that need support con-
tracts. There has not been a need for it in any of 
the projects we have been involved in. I’m a big 
believer in teaching the people to know enough 
about	the	solution	to	mostly	fix	it	themselves.(Chief 
Architect, Plone Solutions)

Finally, in relation to infrastructure manage-
ment, the partner network aspect of the business 
model is a service that Zea Partners completely 
operates on behalf of its members. Thus they do 
not need to outsource activities to non-member 
organizations.

Enhancing the financial	aspects of the busi-
ness models of participants is a key objective of 
the Zea Partners network. Zea Partners aims to 
increase the ‘deal size’ that members can tender 
for leading to increased profit margin. A key 
aspect of the Zea Partners’ approach is, thus, 
the sharing of resources and common expenses. 
Thus participants can focus on key value-adding 
activities of their business models, while sharing 
the resources, costs, and risks of secondary value 
activities. An interesting revenue model arising in 
relation to OSS companies providing consulting 
services is an effort to move away from a ‘bill-
by-the hour’ model to fixed price. This move is 
occurring as the constant innovation with OSS 
results in the need for much less customization 
and thus shorter development times. However, 
fixed-price billing creates challenges for network-
based project management as time overruns cut 
into the profit margins of the participant provid-
ing the service.

The discussion of Table 1 above refers to the 
effects of the Zea Partners network on the business 
models of the network participants, and not the 
business model(s) of Zea Partners itself. However, 
the various effects, taken as whole, result in the 
Zea Partners network operating as an entity in 
its own right, and engaging in agile competitive 
practices. Aitken et al. (2002) present a frame-
work for understanding agility in the context of 
internal activities such as marketing, production, 
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design, organization, management, and people. 
This framework is utilized in the present study 
as a tool for describing the agile characteristics 
of Zea Partners, as summarized in Table 2 and 
discussed below.

The members of Zea Partners are already 
independently able to utilize recognition of the 
Zope and Plone brands as a marketing tool, but 
this is only relevant to client firms already aware 
of Zope/Plone. The unified brand image of Zea 
Partners promotes agile marketing in several ways, 
such as simplifying brand management (one brand 
vs. many) and allowing the network to devote 
resources to unified brand building, reducing 
the burden on individual members (e.g., in order 
to increase brand awareness of Zea Partners and 
its member organizations, the founder is active 
in giving interviews, attending conferences, etc.). 
The long-term goal of Zea Partners is to build up 
sufficient resources so that the network can project 
a professional image on behalf of the member 
organizations that simply would not possess the 
resources to do this individually.

The most important characteristic of Zea Part-
ners vis-à-vis production is its ability to leverage 
the large amount of diverse skills possessed by 
the member organizations. According to the chief 
architect of Plone Solutions:

The thing that will make the network strong is 
that there is no single point of failure; you can 

swap out components or companies. If one com-
pany does not have the domain knowledge we 
normally have another company…It’s very agile 
and	very	flexible.

Thus, the network allows delivery of the ‘whole 
product’, which would not be possible for the 
smaller members to do as a stand-alone provider. 
Likewise, many design issues associated with de-
livering the whole product are addressed through 
leveraging common experience with a common 
set of tools, working practices, communication 
norms, and cultures that serve to harmonize and 
integrate the practices of individual firms.

In terms of organizational activity, while the 
network facilitates matching member compe-
tency with customer need, Zea Partners does not 
currently use explicit coordination processes to 
schedule work. Previous attempts to do so have 
had negative resultsfor example, an incident 
in which a member firm was advised not to ac-
cept new work for a certain time period based 
on a client’s intention, only to find that the client 
organization was unable to sign the contracts in 
the agreed timeframe, thus trapping the member 
firm into a period of non-productivity. However, 
by not having explicit scheduling mechanisms in 
place, Zea Partners believes that it is more agile 
than traditional consulting firms, as the network 
is able to allocate resources more dynamically 
and effectively and thus to smooth out the peaks 

Activity Area Key Characteristics

Marketing Network provides and maintains unified Zope and Zea Partners brand

Production Network provides harmonized and integrated collection of diverse production processes and capabilities to deliver the 
whole product

Design Network provides harmonized and integrated collection of diverse design processes and capabilities to deliver the 
whole product

Organization Network serves as competency rallying mechanism to deliver multi-lingual, whole product services across a wide 
geographic area

Management Network distributes responsibility and revenue through simple, decentralized, and transparent network governance 
structures

People Network provides customers with access to original software authors and/or experts with unique competencies

Table 2. Agile characteristics of Zea Partners
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and valleys that are a characteristic of technology 
consulting and development work.

From a management perspective, the goal of 
Zea Partners is to ensure that network management 
and governance does not impede realizing the po-
tential benefits associated with the fact that open 
source software is by nature highly decentralized. 
The founder of Zea Partners believes that this fact 
results in “a higher velocity of innovation,” and 
that firms in the open source space are thus better 
equipped to adapt to the very specific needs of 
clients. For example, while a larger proprietary 
software development firm may decide not to 
support a particular language because the market 
is not big enough to sustain it, open source firms 
can leverage the work of individual developers and 
smaller groups who wish to support that language. 
Having a decentralized governance/management 
structure and a decentralized approach to consult-
ing means that if a need is encountered for an 
unanticipated skill set, it is less of a problem to 
meet the need than it would be in the traditional 
consulting model. Finally, in relation to people, 
Zea Partners leverages the availability of access 
to the original author(s) and/or core maintainer(s) 
of the software products to respond to customer 
demand in an agile fashion.

Zea Partners is made up of a number of au-
tonomous organizations, each having different 
philosophies, operating in different countries, 
and meeting the needs of a diverse group of 
clientsmeaning that it can draw from a wider 
variety of experiences. The chief architect of 
Plone noted that there are consequential social 
and management challenges:

You will, of course, get the complexity that comes 
from coordinating different companies with dif-
ferent working styles, and the whole chemistry 
thing where not all people have worked with the 
other people all the time.

The business agility challenges that are faced 
by the network were analyzed using the work of 

Lee (2004) as a lens. He expands on the concept 
of internal agility by also considering the adapt-
ability of a supply chain as well as the alignment 
of players within that supply chain. Lee’s work 
is used to frame the content analysis of agility-
related challenges facing Zea Partners and is 
summarized in Table 3. The categorization of 
challenges according to this classification reveals 
that the challenges extend beyond agility to mat-
ters of adaptability and alignment. Consequently, 
while Zea Partners has been able to engage in 
agile competitive practices, the challenges that 
management has articulated indicate the need to 
move beyond short-term agile practices to con-
sider structural and technological changes in OSS 
markets, and create performance incentives.

concLusIon

This article has responded to the need to expand 
our understanding of economic and business 
aspects of the OSS phenomenon (cf. Feller et al., 
2006b) by exploring the business model and agility 
aspects of participation by open source compa-
nies in a business network designed to deliver 
the ‘whole product’ (cf. Fitzgerald, 2006). This 
participation is seen by those studied as a business 
imperative in order for small OSS firms to compete 
for large ‘deal sizes’ with traditional integrated 
companies. The study indicates that participation 
in the network allows small firms to, in effect, 
outsource some elements of their business model 
to the network. This is particularly evident in the 
division of responsibility for customer-facing 
activities between participants and the central 
network. It is this division of responsibility that 
results in the network being able to engage in agile 
competitive practices, as network-level changes 
can be made rapidly in response to changes in the 
external environment. Thus, the challenges that 
the network faces in ensuring that the multitude 
of reciprocal interdependencies necessary for 
the delivery of a whole product do not adversely 



���  

Delivering the ‘Whole Product’

affect the agility of the network. Nevertheless, it 
is clear that agile practices are only the first step 
for the network in competing in the software 
and consulting sector. It is evident that further 
work is necessary to address adaptability and 
alignment issues.

The need for agility, adaptability, and align-
ment is a problem in all business networks. How-
ever, Zea Partners is not typical of other business 
networks, which rely on formal coordination 
mechanisms and legal agreements. Rather we 
observe that the relatively informal characteristics, 
found in the Zea Partners network, reflects the 
informal structures characteristic of the online 
communities of OSS developers from which the 
firms emerged. Reconciling these two approaches 
to the coordination issue is a critical issue for 
future research if OSS networks are to achieve 
adaptive efficiency (cf. Alter & Hage, 1993) and 
to deliver whole products in a ‘bazaar-friendly’ 
manner (Fitzgerald, 2006).

Overall, our study contributes to the under-
standing of the commercialization of open source 
software. Previous studies of commercial firms 
have been dominated by studies of single firms, 
whether OSS start-ups such as RedHat and JBoss 
(e.g., Krishnamurthy, 2005; Watson, Wynn, & 
Boudreau, 2005) or very large multi-nationals like 
Apple, IBM, and Sun (e.g., West, 2003). Our study 
examines the perspective of small/micro firms 
engaged in a cooperative business network in a 
manner that takes more complete consideration of 
the business model concept than has been done to 
date in the OSS domain. Nevertheless, the meth-
odology utilized for the study was exploratory, and 
thus the findings need further investigation. This 
study should be duplicated as part of the process 
of validating its findings in a context that is not 
just exploratory. In particular, further research 
is needed to replicate the study by assessing the 
results in a wider variety of networks.

AGILITY 

Objectives:
To respond to short-term 
changes in demand or 
supply quickly and to 
handle external disruptions 
smoothly

Key Challenges:
• Coordinate information flow amongst network participants to ‘smooth out peaks and valleys’ associated 
with traditional work
• Foster collaborative relationships with partners based on the need for particular competencies
• Develop network-level competencies (e.g., project management) to complement the core activities of 
participants

ADAPTABILITY 

Objectives:
To adjust the network’s 
design to meet struc-
tural shifts in markets; to 
modify supply network to 
strategies, products, and 
technologies

Key Challenges:
• Leverage partner expertise in different geographical regions to understand the market for the total 
product
• Plan for the introduction of new members into the network to meet requirements for particular compe-
tencies; also, ensure an adequate evaluation of potential members
• Create an understanding of the needs of different types of customers (typically niche markets that tradi-
tional competitors do not serve)
• Effectively manage the expertise of network partners to ensure that the competencies of the network 
evolve in response to changes in the product technologies that originate outside the network

ALIGNMENT 

Objectives:
To create incentives for 
better performance

Key Challenges:
• Exchange information and knowledge freely amongst network partners
• Manage partner responsibilities in delivering the whole product in a manner that allows partners to focus 
on their core competencies
• Effectively provide non-core competencies in a manner that participants can confidently delegate impor-
tant business model components to the network
• Equitably share risks, costs, and gains of initiatives
• Enable customers to understand the business value of engaging with and contributing to the OSS com-
munity

Table 3. Key challenges for Zea Partners
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