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Preface

This volume constitutes the proceedings of the 2nd International Conference on
Trust Management, held in Oxford, UK, during 29 March–1 April 2004. The con-
ference followed a very successful 1st International Conference on Trust Mana-
gement held in Crete in 2003. Both conferences were organized by iTrust, which
is a working group funded as a thematic network by the Future and Emerging
Technologies (FET) unit of the Information Society Technologies (IST) program
of the European Union.

The purpose of the iTrust working group is to provide a forum for cross-
disciplinary investigation of the applications of trust as a means of increasing
security, building confidence and facilitating collaboration in dynamic open sy-
stems. The notion of trust has been studied independently by different academic
disciplines, which has helped us to identify and understand different aspects
of trust. The aim of this conference was to provide a common forum, bringing
together researchers from different academic branches, such as the technology-
oriented disciplines, law, social sciences and philosophy, in order to develop a
deeper and more fundamental understanding of the issues and challenges in the
area of trust management in dynamic open systems.

The response to this conference was excellent; from the 48 papers submitted
to the conference, we selected 21 full papers and 6 short papers for presentation.
The program also included three keynote addresses, given by Jeff Bradshaw from
the Institute for Human and Machine Cognition at the University of West Florida
(USA), Ian Walden who is Director of the Computer-Related Crime Research
Centre at Queen Mary, University of London (UK), and Massimo Marchiori
from the World Wide Web Consortium, as well as three panels and a full day of
tutorials.

The running of an international conference requires an immense effort from
all involved parties. We would like to thank the people who served on the program
committee and the organizing committee for their hard work. In particular, we
would like to thank the people at the Business and Information Technology
Department of the Council for the Central Laboratory of the Research Councils
(CCLRC) for providing the logistics for the conference, and especially Damian
Mac Randal for his help in putting this volume together.

March 2004 Christian D. Jensen,
Stefan Poslad,

and Theo Dimitrakos
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Addressing the Data Problem: The Legal Framework

Governing Forensics in an Online Environment

Ian Walden

Head of the Institute of Computer and Communications Law, Centre for Commercial Law
Studies, Queen Mary, University of London and consultant to Baker & McKenzie

i.n.waldem@qmul.ac.uk

Abstract. This article considers some of the problems raised by data for law
enforcement agencies investigating network-based crime. It examines recent
legislative measures that have been adopted in the UK and other jurisdictions to
address some of these problems of criminal procedure and the extent to which
such measures achieve an appropriate balance between inevitably conflicting
interests.

1 Introduction

Digital information or data, zeros and ones, is the form in which our emerging
‘Information Society’ carries out it activities, whether through software applications,
emails, data feeds or the Web. Our economy has become increasingly dependent on
the processing and transmission of such data across networks to support its
infrastructure and carry out many of its functions. Inevitably, networks such as the
Internet also attract a criminal element, both to facilitate the commission of traditional
crimes as well as commit new types of crime.

Any criminal investigation interferes with the rights of others, whether the person
is the subject of an investigation or a related third party. In a democratic society any
such interference must be justifiable and proportionate to the needs of society to be
protected. However, the growth of network-based crime has raised difficult issues in
respect of the appropriate balance between the needs of those investigating and
prosecuting such crime, and the rights of data users. In addition, there are the interests
of the network provider, the intermediaries that build and, or, operate the networks
and services through which data is communicated.

This article considers some of the problems raised by data for law enforcement
agencies investigating network-based crime. It examines recent legislative measures
that have been adopted in the UK and other jurisdictions to address some of these
problems of criminal procedure and the extent to which such measures achieve an
appropriate balance between inevitably conflicting interests.

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 1–15, 2004.
© Springer-Verlag Berlin Heidelberg 2004



2 I. Walden

2 Forensics and Evidence

The investigation of computer crime and the gathering of appropriate evidence for a
criminal prosecution, the science of forensics, can be an extremely difficult and
complex issue, due primarily to the intangible and often transient nature of data,
especially in a networked environment. The technology renders the process of
investigation and recording of evidence extremely vulnerable to defence claims of
errors, technical malfunction, prejudicial interference or fabrication. Such claims may
lead to a ruling from the court against the admissibility of such evidence1. A lack of
adequate training of law enforcement officers, prosecutors and, indeed, the judiciary,
will often exasperate these difficulties.

In terms of obtaining evidence, relevant data may be resident or stored on the
computer system of the victim, the suspect and, or, some third party, such as a
communication service provider (CSP). Alternatively, evidence may be obtained from
data in the process of it being transmitted across a network, generally referred to as
intercepted data. Specific rules of criminal procedure address law enforcement access
to both sources of evidence.

3 Stored Data

Communications involves at least two parties, the caller and the called. In data
communications either party, or both, may be machines or more accurately software
or files residing on machines, rather than people. Law enforcement agencies will
generally access forensic data once it has been recorded or stored, whether on the
systems controlled by the calling or called parties, or during the process of
transmission.

The nature of computer and communications technologies bestows upon data the
duality of being notoriously vulnerable to loss and modification, as well as being
surprisingly ‘sticky’, at one and the same time. The ‘stickiness’ of data is attributable,
in part, to the multiple copies generated by the communications process, as well as the
manner in which data is stored on electronic media. However, access to stored data
has raised a number of issues in relation to criminal procedure, in respect of the
seizure of such data, access to data held remotely, secured data, communications data
and the preservation or retention of data.

3.1 Seized Data

Data stored on the computer system of the suspect is generally obtained through the
execution of a court order for search and seizure2. A search and seizure warrant can
give rise to problems where the relevant material is held on a computer system being
used at the time of the search, since any attempt to seize the material for further

1 Police and Criminal Evidence Act, s.78.
2 E.g. Computer Misuse Act, s. 14, or the Police and Criminal Evidence Act 1984, s. 8 and ss.

19-20.
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examination may result in either the loss or alteration of the evidence3. Another
problem for law enforcement is the volume of data that is generally subject to seizure,
especially as the cost of data storage has fallen and capacity increased dramatically in
recent years. The time and expense involved in shifting and scrutinising seized data is
a serious impediment to the process of investigation.

One procedural issue raised by the volume of data stored on a computer subject to
seizure is whether the scope of the warrant extends to all material contained on the
disk. In R v Chesterfield Justices and others, ex parte Bramley4, D.C., the potential
vulnerability of the police was exposed when the court held that the Police and
Criminal Evidence Act 1984 did not contain a defence to an action for trespass to
goods in respect of items subject to legal privilege being seized during the execution
of a search warrant5. The decision placed law enforcement in an invidious position:
searching and shifting the data at the premises of the suspect was not feasible, but
removal for subsequent examination could give rise to liability.

To address the potential liability established by Bramley, the Government added
provisions to the Criminal Justice and Police Act 20016. The Act grants law
enforcement agencies the right to remove material, including material potentially
outside the scope of a warrant, where it is “not reasonably practicable” to separate it
(s. 50(1)(c))). An exhaustive list of relevant factors is provided for determining
whether it is ‘reasonably practicable’, including “the apparatus or equipment that it
would be necessary or appropriate to use for the carrying out of the determination or
separation” (s. 50(3)(d)), which would presumably encompass the various software
tools used in computer forensics.

The Act also details a number of safeguards for the handling of such data that are
designed to protect the defendant’s rights under the European Convention on Human
Rights. First, written notice must be given to the occupier of the premises detailing,
amongst other items, the names and address of a person to whom an application can
be made to attend the initial examination of the material (s. 52(1)). The examination
should not then be commenced without due regard to the desirability of enabling the
relevant person an opportunity to be represented at the examination (s. 53(4)).
Second, items subject to legal privilege must be returned as soon as reasonably
practicable, except where it is not reasonably practicable to separate it from the rest of
the property “without prejudicing the use of the rest of that property” (s. 54(2)(b)).
Third, an application may be made to the appropriate judicial authority for the
material to be returned, although the authority could order that the material be
examined by an independent third party (s. 59). Fourth, where an application has been
made, the person holding the data may be placed under a duty to secure the data

3 See generally the ‘Good Practice Guide for Computer Based Evidence’ published by the
Association of Chief Police Officers. See also US Department of Justice Report, Searching
and Seizing Computers and Obtaining Electronic Evidence in Criminal Investigations, July
2002 (available at http://www.usdoj.gov/criminal/cybercrime).

4 (2000) 2 WLR 409.
5 Subsequently, it has been held that Bramley only extends to situations involving legal

privilege material, not any situation where irrelevant material is seized in the course of taking
a computer as evidence: See H v Commissioners of Inland Revenue [2002] EWHC 2164
(Admin).

6 These provisions only came into force from 1 April 2003 under The Criminal Justice and
Police Act 2001 (Commencement No. 9) Order 2003, SI No. 708.
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pending the direction of the judicial authority, which includes preventing its
examination, copying or use (s. 60-61).

Concern has been expressed that the safeguards do not go far enough to protect the
interests of the accused. In particular, such is the absolute nature of the rule protecting
legal privilege7, it has been suggested that by default seized material be subject to
independent examination, rather than relying on the discretion of a judicial authority8.
However, such a procedure could potentially further compromise the ability of law
enforcement to operate with the rapidity often required in situations involving
network-based crime.

3.2 Remote Data

Another aspect of the use of search warrants in a networked environment concerns the
geographical scope of such warrants. Under the Police and Criminal Evidence Act
1984, a constable may require ‘any information which is contained in a computer and
is accessible from the premises to be produced in a form in which it can be taken
away...’ (s. 19(4))9. This provision would appear to enable law enforcement officers
to obtain information held on remote systems, since the reference to ‘a computer’
would seem to extend to a remote computer that can be accessed via another
computer on the premises. Such a position has also been adopted in the Council of
Europe Convention on Cybercrime (2001)10, which states that the right to search and
access should extend to any other computer system on its territory which “is lawfully
accessible from or available to the initial system” (art. 19(2)).

However, where the remote computer is based in another jurisdiction, important
issues of sovereignty and territoriality may arise. In United States v Gorshkov
(2001)11, for example, the FBI accessed computers in Russia, via the Internet using
surreptitiously obtained passwords, to download data from computers operated by the
accused already under arrest in the US12.

In transborder circumstances, the Convention on Cybercrime provides that access
to data stored in another jurisdiction may be obtained without authorisation of the
state in which the data resides if:
a) access publicly available (open source) stored computer data, regardless of where

the data is located geographically; or
b) access or receive, through a computer system in its territory, stored computer data

located in another Party, if the Party obtains the lawful and voluntary consent of
the person who has the lawful authority to disclose the data to the Party through
that computer system. (art. 32)

7 Derby Magistrates’ Court, ex parte B [1996] AC 487.
8 See Ormerod, D.C., [2000] Crim.L.R. 388, where he suggests off-site sifting be carried out

by an independently appointed legal adviser.
9 See also s. 20, which extends this provision to powers of seizure conferred under other

enactments.
10 European Treaty Series No. 185 and Explanatory Report. Available at www.coe.int.
11 WL 1024026 (W.D.Wash.).
12 The court held the Fourth Amendment of the US Constitution, prohibiting ‘unreasonable

searches and seizures’, was not applicable to such actions and even if it was, the action was
reasonable in the circumstances.
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The former would presumably be applicable where information was contained on a
public web-site. The latter would extend, for example, to a person’s email stored in
another country by a service provider. These two situations were the only examples
upon which all parties to the Convention could agree, but does not preclude other
situations being authorised under national law13.

In the early 1990s, certain UK-based electronic bulletin boards, containing illegal
material such as virus code, began placing messages at the point of access to the site
stating that ‘law enforcement officials are not permitted to enter the system’. Such a
warning was considered to be an effective technique in restricting the police from
monitoring the use made of such bulletin boards14. As a consequence, in 1994 the
Computer Misuse Act was amended to prevent law enforcement agencies committing
a section 1 offence of unauthorised access:

nothing designed to indicate a withholding of consent to access to any program or
data from persons as enforcement officers shall have effect to make access
unauthorised for the purposes of the said section 1(1).

In this section ‘enforcement officer’ means a constable or other person charged
with the duty of investigating offences; and withholding consent from a person ‘as’
an enforcement officer of any description includes the operation, by the person
entitled to control access, or rules whereby enforcement officers of that description
are, as such, disqualified from membership of a class or persons who are
authorised to have access15.
The scope of this exception should perhaps have been more narrowly drafted so as

not to legitimise the use of ‘hacking’ and related techniques by law enforcement
agencies to circumvent data security measures utilised on remote systems. Such
proactive techniques by investigators, as well as the deliberate alteration or
modification of information held on a remote system, should perhaps be subject to
specific procedural controls, akin to interception regimes.

3.3 Secured Data

Even when data has been lawfully obtained, a further problem that investigators
increasingly face is that seized data may be protected by some form of security
measure, such as a password or encryption, which renders it inaccessible or
unintelligible. In the US, for example, when the notorious hacker Kevin Mitnick was
finally arrested, many of the files found on his computers were encrypted and
investigators were unable to access them16.

The nature of data security technologies means that investigating authorities have
essentially three options in respect of gaining access to such protected data:

Require the person from whom the data has been obtained to convert the data into
an intelligible plain-text format;

13 See Explanatory Report, at para. 293-294.
14 See Home Affairs Committee Report No. 126: ‘Computer Pornography’, p. xii, para.31-32,

HMSO, February 1994.
15 The Criminal Justice and Public Order Act 1994, s.162, amending section 10 of the

Computer Misuse Act 1990.
16 See generally www.freekevin.com.
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Require the person to disclose the necessary information and, or, tools to enable
the authorities to convert the data into a legible format themselves; or
Utilise technologies and techniques that enable the data to be converted without the
active involvement of the person from whom the data was obtained.

In respect of the first approach, the Regulation of Investigatory Powers Act 2000
provides that a notice may be served on a person requiring that they disclose the
information in an ‘intelligible form’ (s. 49). Prior to this provision, the law only
required that information be provided in a ‘visible and legible form’, under the Police
and Criminal Evidence Act 1984, s. 19.

Addressing the second approach, the Regulation of Investigatory Powers states
that, where necessary and proportionate, a person may be required by notice to
disclose the ‘key’17 that would enable the investigators to render the information
intelligible themselves (s. 51).

This second approach raises issues that may need further consideration in terms of
balancing different interests. First, the data security technique being delivered up may
either be specific to an individual or it may be a tool that protects the data of a
community of users, such as a company’s employee email over an Intranet. In the
latter scenario, the obligation to disclose gives rise to potential vulnerabilities both in
terms of the individual rights of others, i.e. other protected users, and the interests of
legal entities, i.e. the corporation. Under European human rights jurisprudence, the
potential for collateral infringements of third party privacy rights must be necessary
and proportionate to the object of the interference. The potential exposure of the
corporate entity to a breach of its security may have significant consequences for its
commercial activities, particularly in relation to adverse publicity and perceptions of
trust. Indeed, such concerns have historically meant substantial under-reporting of
computer crimes, such as hacking and fraud18.

Second, the person subject to the requirement may be the person under
investigation or a related third party, such as a company or communications service
provider. Again, where the requirement is imposed on a third party, adequate
consideration needs to be given to the costs, in the widest sense, being imposed on
that third party. For example, in terms of communication service providers, a
requirement to disclose keys protecting the data of its customers could restrict the
growth of the market for services such as ‘key escrow’, where a third party maintains
copies of cryptographic keys as a safeguard against loss or destruction. The needs of
law enforcement could, therefore, militate against the use of data security services
that are seen as being important to the development of our ‘Information Society’.

Where a legal obligation is imposed upon a person in relation to an investigation, a
failure to comply will inevitably result in sanctions. Such sanctions may comprise
either the commission of a separate offence19; an offence related to the exercise of the

17 “key”, in relation to any electronic data, means any key, code, password, algorithm or other
data the use of which (with or without other keys)-
(a) allows access to the electronic data, or
(b) facilitates the putting of the data into an intelligible form’ (s. 56(1)).

18 See US survey by CSI/FBI, which reported that only 32% of respondents who had suffered
an intrusion had reported it to law enforcement agencies: quoted in National Criminal
Intelligence Service, ‘Project Trawler: Crime on the Information Highways’, 1999.

19 E.g. UK Regulation of Investigatory Powers Act 2000, s. 53: Failure to comply with a notice.
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enforcement powers20, or some form of adverse or incriminating inference raised in
the course of any subsequent related criminal proceedings, e.g. possession of obscene
material. The latter approach may be statutorily based, as in the United Kingdom21, or
may comprise a factor in civil law jurisdictions where evidence is freely assessed with
regard to all relevant circumstances, including the behaviour of the accused.

Where an offence is committed through non-compliance with a lawful
requirement, any penalty will need to act as an appropriate deterrent against such a
refusal to comply. However, it is obviously quite likely that a person may choose not
to comply with the request to disclose, thereby accepting the penalty, rather than
comply and potentially expose themselves to prosecution for a more serious offence
with greater penalties. Whilst such a scenario may be unfortunate, it would seem be a
necessary compromise where the rights of the individual are balanced against the
need to protect society.

The raising of an adverse inference against a person in criminal proceedings for a
failure to supply certain information could raise issues concerning the right to a fair
trial, under Article 6 of the European Convention on Human Rights. In particular, it
may be viewed as an infringement of the individual’s right to silence, right not to self-
incriminate and the principle that the prosecution has the burden of proving a case.
Convention jurisprudence indicates that whilst a conviction may not be based solely
or mainly on a refusal to supply such information22, an adverse inference may in
specified circumstances be drawn from such a refusal when assessing the evidence
adduced by the prosecution23.

The viability of the third approach to protected data, converting the data into an
intelligible form through utilising available techniques, would seem to depend on a
number of factors, including the strength of the security technology employed24, and
the period within which the data realistically needs to be converted. In the longer
term, it will depend on developments in technology since techniques may be
developed which are essentially incapable of being overcome. However, some
governments have recognised the need to establish some such ‘in-house’ technical
capability to assist law enforcement investigations. The UK Government, for
example, has established a National Technical Assistance Centre, at an initial cost of
£25 million, which is designed to provide the necessary technical expertise to law
enforcement agencies to try and access protected data without the involvement of the
suspect.

3.4 Communication Data

The most common third-party source of evidence is communication service providers,

20 E.g. failure to assist in the execution of judicial warrant.
21 Criminal Justice and Public Order Act 1994, ss.34-38.
22 Except for a specific offence of non-disclosure.
23 See Murray v United Kingdom (1996) 22 EHRR 29, at para. 41-58. See generally Jennings,

A., Ashworth, A., and Emmerson, B., “Silence and Safety: The Impact of Human Rights
Law”, [2000] Crim.L.R, 879.

24 I.e US-based hardware and software manufacturers, such as Intel, have been in discussions
with law enforcement agencies about the possibilities of ‘building-in’ certain functionalities
into their products to assist criminal investigations.
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such as an ISP. Data stored on the systems of a communications service provider is
currently accessed either under the Data Protection Act 1998, which provides a
voluntary mechanism to enable the disclosure of stored personal data without the third
party incurring liability25, or the Police and Criminal Evidence Act 198426. However,
the Regulation of Investigatory Powers Act 2000 contains new powers that, when
implemented, will establish a new regime to enable law enforcement agencies to
require the disclosure of ‘communications data’ from communication service
providers. ‘Communications data’ includes ‘traffic data’ (s. 21(6)), such as a
telephone number; data concerning usage of the service and any other data held on the
person by the service provider (s. 21(4)).

Under RIPA, the police force, certain crime and intelligence services, Inland
Revenue and Customs and Excise can access communications data without a warrant
or other judicial oversight for any of the public interest grounds set out in the Act,
including national security, preventing or detecting crime or preventing disorder, the
economic well-being of the United Kingdom, public health and safety, collecting or
assessing tax, and preventing death or personal injury27.

In June 2002 the Home Secretary proposed extending the list of authorities that can
access communications data under RIPA to include numerous public bodies, ranging
from local authorities, National Health Service authorities and even the Food
Standards Agency and the Postal Services Commission. This proposal was met with a
storm of controversy and the government quickly withdrew these plans, saying that it
would consult with the public before allowing additional authorities to access
communications data under RIPA.

On March 11 2003, the Home Office released a consultation paper, ‘Accessing
Communications Data: Respecting Privacy and Protection the Public from Crime’,
discussing such proposals28. The consultation document proposes that some twenty-
one further authorities should have access to some kinds of communications data,
subject where appropriate to certification and prior screening by an independent third
party (such as the Interception Commissioner). RIPA already grants the Secretary of
State the power to restrict the types of data that may be accessed by a public authority,
as well as the purposes for which such data may be used29. Currently, the majority of
requests for data are made in respect of subscriber data, rather than traffic or usage
data; therefore it is envisaged that the right of access for the twenty-one authorities
would be limited to subscriber data, except in specified circumstances.

The proposal also contains a number of safeguards against the misuse of
communications data30. However, it notes that RIPA contains no explicit offence
against the deliberate misuse of communications data by law enforcement agencies,
although the Data Protection Act 1998 does contain a limited offence that may be
applicable31. Although the consultation paper admits that the June 2002 proposal was
too permissive, the list of authorities remains extensive. It remains to be seen whether

25 Section 29(3).
26 Section 9 concerning access to ‘special procedure material’. See NTL Group Ltd.v Ipswich

Crown Court [2002] EWHC 1585 (Admin).
27 Section 22(2).
28 Available from www.homeoffice.gov.uk
29 Sections 25(3)(a) and (b).
30 Chapter 3, para. 6 et seq.
31 Section 55.
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the government will convince the public that the legitimate investigatory functions of
all the listed authorities justifies their access to communications data.

3.5 Preserved or Retained Data

As discussed in the previous section, access to communications data held by a
communications service provider is to be governed by a new regime under the
Regulation of Investigatory Powers Act 2000. However, such data will only be
available to be accessed by investigators if the service provider has retained such
information. Generally, such data is retained for relatively short periods of time, due
both to the cost to the provider as well as compliance with data protection rules32.
Criminal procedure in most jurisdictions enables law enforcement to request the
preservation of real-time data by a communications service provider in specified
circumstances. Indeed, the Council of Europe Convention on Cybercrime requires
member states to harmonise such procedures to facilitate the investigative process33.

However, with heightened concerns about the threat of terrorism, the issue of the
potential unavailability of evidence has led to calls for the imposition of a general
broad data retention obligation on communication service providers to enable access
to historic stored data, as well as the preservation of real-time data34. Such data
retention obligations have been adopted in the UK, France and Belgium; although
other jurisdictions, such as the US and Germany, have rejected this approach.

As a consequence of the events of September 2001, provisions were
incorporated in the UK’s Anti-Terrorism Crime and Security Act 2001, Part 11,
establishing a regime for a voluntary code of practice on the retention of
communications data. The scheme is to be agreed between the Secretary of State and
communication service providers, with the alternative possibility of mandatory
directions being imposed. However, such a scheme has yet to be adopted, amid
concerns that the provisions would breach European data protection and human rights
laws35.

4 Intercepted Data

As well as stored data, evidence may be obtained during its transmission between
computers across communication networks. Such evidence may comprise the content
of a communication, such as a list of passwords, or the attributes of a communication
session, such as the duration of a call or the location of the caller.

32 E.g. under The Telecommunications (Data Protection and Privacy) Regulations 1999 (SI No.
2093), regulation 6, data shall be erased or rendered anonymous upon termination of a call,
except in specified circumstances.

33 Articles 16-17 in respect of national rules and articles 29-30 in respect of mutual legal
assistance.

34 E.g. see NCIS document, ‘Looking to the Future, Clarity on Communications Data Retention
Law: Submission to the Home Office for Legislation on Data Retention’ (21 August 2000).
The document was leaked to the Observer and is available at www.fipr.org.

35 See the evidence submitted by the Home Office to the All-Party Parliamentary Internet
Group inquiry on data retention at www.apig.org.uk.
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Interception of the content of a communication is governed in the UK under the
Regulation of Investigatory Powers Act 2000 (RIPA). The Act makes it an offence to
intercept a communication being transmitted over a public telecommunications
system without a warrant issued by the Secretary of State; or over a private
telecommunication system without the consent of the system controller (s. 1). An
interception is lawful, however, where both the sender and recipient have consented
to the interception (s. 3(1)); or it is carried out by a communications service provider
“for purposes connected with the provision or operation of that service or with the
enforcement.... of any enactment relating to the use of...telecommunications services”
(s. 3(3)). This latter provision renders lawful an interception carried out by a
telecommunications operator to prevent fraudulent use of a telecommunication
service or its improper use, under the Telecommunications Act 1984 (s. 42, 43)36.

The RIPA regime is not primarily designed to tackle the activities of those
intercepting communications in the furtherance of their criminal activities; rather its
purpose is to control the interception practices of law enforcement agents and the use
of intercepted material as evidence. The European Court of Human Rights has at least
twice found UK law to be in breach of the Convention in respect of protecting the
right of privacy of those who have been subject to interception37.

An interception warrant should only be issued by the Secretary of State on the
grounds of national security, ‘serious crime’38 or the ‘economic well-being of the
United Kingdom’ (s. 5); and must identity a particular subject or a set of premises (s.
8(1)). A procedure for scrutiny exists through the office of the Interception
Commissioner, and a right of appeal to an Interception Tribunal.

One unique feature of the UK interception regime is that it does not generally
permit information obtained through an interception being adduced as evidence in
legal proceedings (s. 17)39. Such evidence is for the purpose of an investigation, not
for any subsequent prosecution. The reasoning behind such a provision is to protect
from disclosure information about the investigative activities of law enforcement
agencies. Such activities would enter the public domain if intercept evidence was used
in court and became subject to challenge by a defendant’s counsel. Conversely,
interception evidence is admissible where a service provider under the
Telecommunications Act 1984 carries out the interception40, or if the evidence comes
from an interception carried out in another country41, since neither would reveal
anything about the activities of UK law enforcement.

36 See Morgans v D.P.P [1999] 1 W.L.R 968, D.C. Similar provisions are provided for in the
Communications Bill, currently before Parliament.

37 I.e. Malone v United Kingdom [1984] 7 EHRR 14 and Halford v. United Kingdom, (1997)
IRLR 471.

38 I.e. “(a) ...an offence for which a person who has attained the age of twenty-one and has no
previous convictions could reasonably be expected to be sentenced to imprisonment for a
term of three years or more; (b) that the conduct involves the use of violence, results in
substantial financial gain or is conduct by a large number of persons in pursuit of a common
purpose.” (s. 81(3)).

39 S. 17. However, it may be retained for certain ‘authorised purposes’ (s. 15(4)), e.g. “it is
necessary to ensure that a person conducting a criminal prosecution has the information he
needs to determine what is required of him by his duty to secure the fairness of the
prosecution”, and may be subsequently disclosed to the prosecutor or trial judge (s. 18(7)).

40 E.g. Morgans, op. cit. note 37.
41 See R v P & ors : (2001) 2 All ER 58.
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The interception rules would not cover the practice of ‘electronic eavesdropping’,
where emissions from computer VDU screens are surreptitiously received and
reconstituted for viewing on external equipment42, since they are not in the course of
transmission to a recipient. However, ‘electronic eavesdropping’ would probably
constitute a form of ‘surveillance’, which is governed under a separate part of RIPA43.

4.1 Content and Communications Data

Historically, national legal systems have distinguished between the interception of the
content of a communications and the data related to the communication session itself,
i.e. its attributes, such as telephone numbers and call duration. Such a distinction
would seem be based on a commonly held perception that access to the content of a
communication represents a greater threat to personal privacy than access to the
related communications data. Such a sentiment can be found in the European Court of
Human Rights:

“By its very nature, metering is therefore to be distinguished from interception of
communications, which is undesirable and illegitimate in a democratic society
unless justified.”44

However, developments in telecommunications would seem to have led to a
qualitative and quantitative shift in the nature of data being generated through the use
of communications technology, such as mobile telephony data relating to the
geographical position of the user. While the volume and value of communications
data has expanded considerably; conversely, obtaining access to the content of a
communication is increasingly hampered through the use of cryptographic techniques,
either built into the technology or applied by the user. As a result, investigators are
increasingly reliant on communications data as evidence.

It would seem to be arguable that the threats to individual privacy from obtaining
communication attributes data as opposed to communications content is of similar
importance in modern network environments and should therefore be subject to
similar access regimes. However, although there would appear to be no current
requirement in any jurisdiction’s law to treat access to such categories of data under a
similar legal regime, the new EU Directive addressing data protection issues in the
communications sector would seem to implicitly recognise the idea of equality of
treatment:

“Member States shall ensure the confidentiality of communications and the related
traffic data by means of a public communications network and publicly available
electronic communications services, through national legislation...”45

One issue raised by differential legal treatment is that in modern communications
networks the distinction between communication attributes and content is becoming
increasingly blurred. A web-based Uniform Resource Locator (URL), for example,

42 See generally, O. Lewis, ‘Information Security & Electronic Eavesdropping - a perspective’,
pp.165-168, Computer Law and Security Report, Vol.7, No.4, 1991.

43 Part II, ‘Surveillance and Covert Human Intelligence Sources’.
44 Malone v United Kingdom (1985) 7 EHRR 14.
45 Directive 02/58/EC of the European Parliament and of the Council concerning the the

processing of personal data and the protection of privacy in the electronic communications
sector, OJ L 201/37, 31.7.2002, at art. 5(1).
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contains not only details of the IP address of the web site being accessed, akin to a
traditional telephone number; but will also often contain further information in
relation to the content of the requested communication, e.g. a particular item held on
the site or a search string containing the embedded parameters of the search. The
introduction of touch-tone technology has also enabled an individual to key in his
credit card details when using a telephone banking service. Such so-called ‘post-cut-
through’ data render any legal categorisation based on a technical distinction between
signalling and content channels unworkable.

Under US law, a distinction is made between communications content and ‘call-
identifying information’, which is defined as follows:

“...dialing or signaling information that identifies the origin, direction, destination,
or termination of each communication generated or received by a subscriber by
means of any equipment, facility, or service of a telecommunications carrier.”46

From a law enforcement perspective, the communications attribute of primary interest
in an investigation is such identifying information. Whilst this would seem a
relatively clear statutory definition, a decision by the Federal Communications
Commission to encompass ‘post-cut-through dialed digit extraction’ within this
definition was overturned in the Appeals Court partly on the basis that “there is no
way to distinguish between digits dialed to route calls and those dialed to
communicate information”47.

In the UK, the distinction is made between the content and ‘traffic data’:
“(a) any data identifying, or purporting to identify, any person, apparatus or
location to or from which the communication is or may be transmitted,
(b) any data identifying or selecting, or purporting to identify or select, apparatus
through which, or by means of which, the communication is or may be transmitted,
(c) any data comprising signals for the actuation of apparatus used for the purposes
of a telecommunication system for effecting (in whole or in part) the transmission
of any communication, and
(d) any data identifying the data or other data as data comprised in or attached to a
particular communication,
but that expression includes data identifying a computer file or computer program
access to which is obtained, or which is run, by means of the communication to the
extent only that the file or program is identified by reference to the apparatus in
which it is stored.”48

Sub-section (c) is designed to cover situations of ‘dial-through fraud’, where calls are
re-routed over circuit-switched networks to avoid service charges. However, it would
seem to be so broadly defined that it potentially covers any signals sent using touch-
tone technology, such as bank account details which should more appropriately be
treated as content. The final phrase of the definition is designed to limit the concept of
‘traffic data’ in an Internet-context to the apparatus identified by the IP address and
not any files or programs stored on the machine49.

46 47 USCA § 1001(2).
47 United States Court of Appeals for the District of Columbia, United States Telecom

Association, et., v Federal Communications Commission, No. 99-1442, decided 15 August
2000.

48 Regulation of Investigatory Powers Act 2000, s. 2(9).
49 Ibid., at Explanatory Notes, para. 33.
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Under UK law, ‘traffic data’ is a sub-set of a broader categorisation of data,
‘communications data’, which also includes data relating to usage of the
communications service, e.g. call duration, and other information concerning the
person to whom the CSP provides the service, e.g. subscriber address details50. Access
to such data is subject to a different regime than that applicable to communications
content, as discussed in section 3.4 above.

In the URL example given above, how would such ‘call-identifying information’
or ‘traffic data’ be technically separated from associated content, such as file details?
Reliance on the agencies themselves to distinguish such data would seem
unacceptable, which requires us to consider the role of the CSP over whose network
the data is being sent during the interception process. To safeguard the rights and
freedoms of the individual, the relevant CSP would need to be able to identify the
relevant data and then automatically separate ‘call-identifying’ information for
forwarding to the appropriate requesting authority. Under US law, such an obligation
in enshrined in the law:

Carriers are required to “facilitat[e] authorized communications interceptions and
access to call-identifying information...in a manner that protects...the privacy and
security of communications and call-identifying information not authorized to be
intercepted;”51

However, the technical feasibility of such approach requires further examination, as
well as the costs and how they are distributed.
The potential consequences of the blurring between communication data and content
in a modern communications environment are significant. An individual’s rights in
the content of their communications may be significantly eroded. Communication
service providers will face legal, procedural and operational uncertainties with regard
to the obligations to obtain and deliver-up data that has been requested by an
investigating agency. Finally, law enforcement agencies will be faced with greater
legal uncertainties in respect of the appropriate procedures to be complied with when
carrying out an investigation.

4.2 Communication Service Providers

One dominant feature of the current communications environment is the proliferation
of communications service providers and networks utilising alternative access
technologies, both wireline and wireless. As a consequence, it can be assumed that
most data will be transmitted across a number of different networks owned and, or,
operated by different legal entities. As such, relevant evidence may be obtained from
various entities within the network.

In a traditional voice telephony environment, the general principle was that an
interception would be carried out as physically close to the suspect as possible, which
usually meant at a local loop or exchange level. In the current environment, the
principle is no longer necessarily applicable as the proliferation of intermediary
service providers within the network hierarchy structure presents a range of
alternative points of interception, particularly in respect of certain types of
communications (e.g. a web-based email service and cached web pages).

50 Ibid., at s. 21(4).
51 47 USCA § 1002(a)(4)(a).
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Historically, in order to enable law enforcement agencies to intercept
communications, communication service providers have had legal obligations to
maintain the technical capability to intercept communications. An issue presented by
the current communications environment is whether such obligations should be
extended to the new types of communication service providers that have entered the
marketplace and the scope of any such obligation. A number of jurisdictions have
already addressed this issue, but significant national differences exist across a number
of issues52: e.g.

Whether an ‘intercept capability’ should be imposed upon all providers of
communication services and networks or only providers of ‘public’ services and
networks;
whether an ‘intercept capability’ should be imposed upon providers of
communication networks, rather than providers of communication services;
whether the ‘intercept capability’ should enable LEAs direct access to the point of
intercept, without the involvement of CSP personnel; and
who should bear the cost of implementing an ‘intercept capability’?

Law enforcement agencies are inevitably keen to have access to the widest range of
possible sources of relevant evidential data.

Communication service providers have a number of concerns arising from an
obligation to ensure an ‘intercept capability’. First, considerable reservations have
been expressed about the feasibility of achieving a stable ‘intercept capability’
solution in a rapidly evolving communications environment. ‘Intermediary service
providers’ in particular are concerned that their freedom to design, build and operate
innovative data communications networks and services, in accordance with the
dictates of newly available technologies and commercial imperatives, would be
significantly restrained by the need to meet an on-going obligation to ensure an
‘intercept capability’. In addition, at the level of the traditional circuit-switched local
access network, significant change will be experienced as a result of the regulatory
drive within Europe to unbundle the local loop, to encourage the roll-out of
broadband communication facilities53. It is generally accepted that a single
technological solution to the requirement for ‘intercept capability’ is not going to be
available, which will have associated cost implications for CSPs and potentially
procedural implications for law enforcement agencies.

Second, the costs arising from compliance with an obligation to provide ‘intercept
capability’ is an important factor. Such costs can be distinguished into fixed costs, in
relation to building the ‘capability’ into the network (e.g. switches with intercept
functionality), and variable costs, arising from the operational aspects of carrying out
an interception (e.g. personnel). It is beyond the remit of this article to suggest the
most appropriate division of costs between governments, as holders of public funds,
and the providers of communication networks and services. In many jurisdictions,
fixed costs are borne by the CSP, whilst variable costs are covered by the relevant

52 E.g. Germany: Telecommunications Law, para. 88; UK: Regulation of Investigatory Powers
Act 2000, s. 12; Netherlands: Telecommunications Act 1998, s. 13.

53 E.g. Regulation (EC)No. 2887/2000 of The European Parliament and of the Council on
unbundled access to the local loop; OJ L 336/4, 30.12.2000.
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public authority54. It is generally accepted that shifting some of the financial cost
arising from an investigation to the investigating agency acts as an effective restraint
on the use of such techniques.

Significant concerns have been expressed, however, particularly by those
representatives of newly emerged ‘intermediary service providers’, that the costs
involved in implementing ‘intercept capability’ in modern communication networks
are likely to be substantial. Such concerns have been reflected in some jurisdictions
through express statutory reference to the parties required to bear the costs. In the UK,
the Regulation of Investigatory Powers Act 2000 provides that a CSP “receives such
contribution as is...a fair contribution towards the costs incurred”55. In the
Netherlands, the Telecommunications Act 1998 enables CSPs to “claim compensation
from the national treasury for the administrative and personnel costs incurred by them
directly”56

Were the costs associated with the provision of ‘intercept capability’ to lie
exclusively with the communication service providers, this may impact on the
commercial viability of certain SMEs entering the market for the provision of
communication services and networks. The imposition of onerous ‘intercept’
obligations upon CSPs within Europe, in comparison with other jurisdictions, may
also have an adverse effect on where CSPs choose to establish their business in the
medium to long term.

5 Concluding Remarks

The nature of digital information raises serious policy and legal issues in respect of
the handling of such data. Digitisation enables widely diverse sorts of information to
be represented in a common format: one and zeros. One consequence of such a
common format, however, is to render traditional legal categorisations invalid or
effectively unenforceable. The merger that is being seen between historically distinct
industries, in particular telecommunications broadcasting and IT, generally referred to
as ‘convergence’ has challenged existing regulatory frameworks across a range of
issues.

In the context of criminal investigations, the issue of handling data has given rise
to a range of challenges in terms of reflecting and balancing the needs of the various
interested parties. The nature of digital information makes it extremely difficult to
ensure that the different types of information continue to be subject to distinct legal
treatment. Our inability to practicably distinguish potentially erodes the protections
granted to individuals by law. To address this data problem is likely to require a
variety of approaches, both legal and procedural.

54 In Belgium and Finland, the costs involved in a criminal investigation may ultimately be
recovered from the perpetrator, if found guilty.

55 S. 14(1).
56 Art. 13.6.2.
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Abstract. In this article we introduce KAoS, a policy and domain services
framework based on W3C’s OWL ontology language. KAoS was developed in
response to the challenges presented by emerging semantic application
requirements for infrastructure, especially in the area of security and trust
management. The KAoS architecture, ontologies, policy representation,
management and disclosure mechanisms are described. KAoS enables the
specification and enforcement of both authorization and obligation policies. The
use of ontologies as a source of policy vocabulary enables its extensibility.
KAoS has been adapted for use in several applications and deployment
platforms. We briefly describe its integration with the Globus Grid Computing
environment.

1 Introduction

Policy is an essential component of automatic trust systems [7]. Advances in Web
Services (http://www.w3.org/2002/ws), Grid Computing (http://www.gridforum.org),
P2P networks (http://www.afternapster.com/), Semantic Web Services
(http://www.swsi.org/) and the convergence of all these environments creates a need
for a highly adaptable, semantically rich policy mechanisms supporting the
establishment of trust in all its aspects. OWL (http://www.w3.org/2001/sw/WebOnt),
based on Description Logic [1], is an emerging standard for semantically rich services
infrastructure that can be used effectively not only by people but also by software
agents that represent them. Trust systems of the future will need to be able to
recognize and reason about semantics used by services and agents; thus OWL is a
natural choice for the development of next-generation policy service components of
trust systems that will be up to the challenge of the Semantic Web. The KAoS policy
and domain services framework [2, 3, 8] uses OWL both to represent policies,
domains and other managed entities, and to describe their elements. The use of OWL
enables flexible extension of the framework architecture, consistent with the advanced
requirements of semantic applications.

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 16–26, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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2 KAoS Services Framework Architecture

KAoS is a collection of componentized services compatible with several popular
agent platforms, including the DARPA CoABS Grid [9], the DARPA ALP/Ultra*Log
Cougaar agent framework (http://www.cougaar.net), CORBA (http://www.omg.org)
and Brahms [6]. The adaptability of KAoS is due in large part to its pluggable
infrastructure based on Sun’s Java Agent Services (JAS) (http://www.java-agent.org).
While initially oriented to the dynamic and complex requirements of software agent
applications, KAoS services have also been adapted to general-purpose grid
computing [10] and Web Services [9] environments.

Under DARPA and NASA sponsorship, we have been developing the KAoS policy
and domain services to increase the assurance and trust with which agents can be
deployed in a wide variety of operational settings. KAoS Domain Services provide the
capability for groups of software components, people, resources, and other entities to
be semantically described and structured into organizations of domains and
subdomains to facilitate collaboration and external policy administration. KAoS
Policy Services allow for the specification, management, conflict resolution, and
enforcement of policies within domains.

Fig. 1. Selected elements of the KAoS policy and domain services framework.
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Figure 1 presents basic elements of the KAoS framework. Framework1

functionality can be divided into two categories: generic and application/platform-
specific. The generic functionality includes reusable capabilities for:

Creating and managing the set of core ontologies;
Storing, deconflicting and querying;
Distributing and enforcing policies;
Disclosing policies.

For specific applications and platforms, the KAoS framework can be extended and
specialized by:

Defining new ontologies describing application-specific and platform-specific
entities and relevant action types;
Creating extension plug-ins specific for a given application environment such
as:

Policy Template and Custom Action Property editors;
Enforcers controlling, monitoring, or facilitating subclasses of actions;
Classifiers to determine if a given instance of an entity is in the scope of a
given class-defining range.

3 KAoS Ontologies

The current version of the core KAoS Ontologies (http://ontology.ihmc.us/) defines
basic concepts for actions, actors, groups, places, various entities related to actions
(e.g., computing resources), and policies. It includes more than 100 classes and 60
properties.

The core actor ontology contains classes of people and software components that
can be the subject of policy. Groups of actors or other entities may be distinguished
according to whether the set of members is defined extensionally (i.e., through
explicit enumeration in some kind of registry) or intentionally (i.e., by virtue of some
common property such as types of credentials actors possess, or a given place where
various entities may be currently located).

The core action ontology defines various types of basic actions such as accessing,
communication, monitoring, moving, and so forth. An ontological definition of an
action associates with it a list of properties describing context of this action or a
current state of the system relevant to this action. Example properties of action classes
are, for instance: destination of the communication, type of encryption used, resources
accessed, time, previous history, and so forth. Each property is associated with the
definition of a range of values it could have for each of the action classes. A particular
instance of the action class can take values on the given property only from within
this range. Actions are also divided into ordinary actions and policy actions, the latter

1 Figure 1 emphasizes infrastructure supporting the specification and use of authorization
policies. There are additional components to support obligation policies and other aspects of
the system but they were omitted from the picture for simplicity and paper size restriction.
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comprising those actions that have to do with the operations of the KAoS services
themselves2.

For a given application, the core KAoS ontologies are usually further extended
with additional classes, individuals, and rules, which use the concepts defined in the
core ontologies as superconcepts. This allows the framework to discover specialized
concepts by querying an ontology repository for subclasses or subproperties of the
given concept or property from the core ontologies. For example additional
application-related context could be added to actions such as specific credentials used
in a given environment.

During the initialization process, the core policy ontologies are loaded into the
KAoS Directory Service using the namespace management capabilities of the KAoS
Policy Administration Tool (KPAT) graphical user interface. Additional application-
specific or platform-specific ontologies can then be loaded dynamically using KPAT
or programmatically using the appropriate Java method. A distributed version of the
KAoS Directory Service is currently being implemented. We are also studying
possibilities for interaction among multiple instances of Policy Services [9].

The Directory Service is also informed about the structure of policies, domains,
actors, and other application entities. This information is added to the ontology
repository as instances of concepts defined in pre-loaded ontologies or values of these
instance properties. As the end-user application executes, instances relating to
application entities are added and deleted as appropriate.

KAoS employs the Jena Semantic Web Toolkit by HP Labs in Bristol
(http://www.hpl.hp.com/semweb) to incrementally build OWL definitions and to
assert them into the ontology repository managed by the Directory Service. In order to
provide description logic reasoning on the OWL defined ontologies, the Java
Theorem Prover (http://www.ksl.stanford.edu/software/JTP) inference engine has
been integrated with KAoS. Performance is always an issue in logic reasoning;
however, the steady improvement of JTP has led to a dramatic increase in its
performance—an order of magnitude or more in some cases—in the last two years.
The most time consuming operation in JTP is asserting new information, which
happens mostly during system bootstrap. Currently, loading of the KAoS core
ontologies takes less than 16 seconds on Pentium III 1.20 GHz with 640 MB RAM.
Adding a policy takes usually less than 340ms. Querying JTP about ontology
concepts and policies is much faster and takes only a few milliseconds.

4 Policy Representation

In KAoS, policies can express authorization (i.e., constraints that permit or forbid
some action) or obligation (i.e., constraints that require some action to be performed,
or else serve to waive such a requirement) for some type of action performed by one
or more actors in some situation [2]. Whether or not a policy is currently applicable
may be conditional upon some aspect of the situation. Auxiliary information may be
associated with a policy, such as a rationale for its existence or a specification of
some penalty for policy violation. In contrast to many existing policy systems [4;

2 This distinction allows reasoning about actions on policies and the policy framework without
resorting to the use of special “metapolicy” mechanisms.
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http://www.policy-workshop.org], KAoS aims at supporting both an extensible
vocabulary describing concepts of the controlled environment and also an evolution
of its policy syntax. Such features are one beneficial consequence of defining policies
within ontologies and using an extensible framework architecture [11].

In KAoS, a policy is represented as an ontology instance3 of one of the four types
of policy classes: positive or negative authorization, and positive or negative
obligation. The instance possesses values for various management-related properties
(e.g., priority, time stamp, site of enforcement) that determine how the given policy is
handled within the system. The most important property value is the name of a
controlled action class, which is used to determine the actual meaning of the policy.
Authorization policies use it to specify the action being authorized or forbidden.
Obligation policies use it to specify the action being obliged or waived. Additionally
the controlled action class contains a trigger value that creates the obligation, which is
also a name of the appropriate class of actions. Policy penalty properties contain a
value that corresponds to a class of actions to be taken following a policy violation.

As seen from this description, the concept of action is central to the definition of
KAoS Policy. Typically any action classes required to support a new policy are
generated automatically by KAoS when a user defines new policy (usually using
KPAT). Through various property restrictions, a given subject of the action can be
variously scoped, for example, either to individual agents, to agents of a given class or
to agents belonging to a particular group, and so forth. The specific contexts in which
the policy constraint applies can be precisely described by restricting values of the
action’s properties, for instance requiring that a given action be signed using an
algorithm from the specified group.

5 Policy Management

The real strength of KAoS is in its extensive support for policy life-cycle
management. KAoS hides many elements of complexity of this process from the user.
KAoS also provides a sophisticated policy disclosure interface enabling querying
about policy impact on planned or executed actions.

5.1 Graphical Interface to Ontology Concepts

The KPAT graphical interface to policy management hides the complexity of the
OWL representation from users. The reasoning and representation capabilities of
OWL are used to full advantage to make the process as simple as possible. Whenever
a user has to provide an input is always presented with a complete set of values he can
choose from, which are valid in the given context.

As in the case of the generic policy editor shown on figure 2, a user, after selecting
an actor for a new policy, is first presented with the list of actions the given type of
actors is capable to perform based on the definition in the ontology relating actions to
actors by the performedBy property. When the user selects a particular action type

3  See http://ontology.ihmc.us/SemanticServices/S-F/Example/ for an example of KAoS policy
syntax.
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information about all the properties, which can be associated with the given actions,
are presented. For each of the properties, the range of possible values is obtained;
instances and classes falling into this range are gathered if the user wants to build a
restriction on the given property, thus narrowing the action class used in the build
policy to its context.

Fig. 2. KPAT generic policy builder – an example of ontology-guided interface.

5.2 Policy Administration

Each time a new policy is added or an existing one is deleted or modified, the
potential impact goes beyond the single policy change. Policy administrators need to
be able to understand such interactions and make sure that any unwanted side effects
are eliminated. KAoS assists administrators by identifying instances of given types of
policy interactions, visualizing them, and, if desired, facilitating any necessary
modifications.

One important type of interaction is a policy conflict [2, 8]. For example, one policy
might authorize actor A to communicate with any actor in group B while a new policy
might forbid actor A from communicating with actor B1, a member of B. In general,
if a new policy overlaps in key properties of a subset of controlled actions with an
existing policy of a potentially conflicting modality (i.e., positive vs. negative
authorization (as in our example); positive vs. negative obligation; positive obligation
vs. negative authorization), some means must be used to identify the conflict and to
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determine, in the area of overlap, which policy takes precedence4. If precedence
cannot be determined otherwise, KAoS will ask the administrator to determine the
appropriate action (figure 3).

Fig. 3. Notification about policy conflict and options available to the administrator.

The following policy actions can be performed on a pair of overlapping policies:

Remove Policy: one of the overlapping policies can be completely removed;
Change Priority: priorities of the policies can be modify so they either do not

conflict or they alter the precedence relation5;
Harmonize Policy: the controlled action of the selected overlapping policy can

be modified using an automatic harmonization algorithm to eliminate their
overlap; see [8] for details. This required modification of the restrictions in of
the policy controlled actions by building either intersection (by using
owl:intersectionOf) or differences (by using owl:complementOf) of the
previous ranges in the two conflicting policies.

Split Policy: the controlled action of the selected overlapping policy can be
automatically split into two parts: one part that overlaps with the other policy
and the other which does not. Then the priorities of these parts can be
modified independently. The splitting algorithm is similar to the
harmonization and is currently in development.

In the future, a more sophisticated user interface will allow for modification of
entire sets of policies at once.

Whereas the goal of policy conflict resolution is to ensure consistency among the
policies in force, other forms of analysis are needed to ensure policy enforceability. In

4 If desired, precedence relations can be predefined in the ontology, permitting partially or
totally automated conflict resolution.

5 We currently rely exclusively on the combination of numeric policy priorities and update
times to determine precedence—the larger the integer and the more recent the update the
greater the priority. In the future we intend to allow people additional flexibility in designing
the nature and scope of precedence conditions. For example, it would be possible to define
default precedence over some policy scope based on the relative authorities of the individual
who defined or imposed the policies in conflict, which policy was defined first, and so forth.
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some cases, the implementation of policy may be impossible due to prior obligations
of the actor or oversubscription of resources. In the future, KAoS will be able to
suggest ways of relaxing such non satisfy constraints in certain situations.

In some cases, two complementary policies of the same modality can create
unanticipated problems. For example, one policy may prevent communication among
actors within domain A while another policy might prevent communication to actors
outside of the domain. Though the two policies would not conflict, their combination
would result in the inability of actors in domain A to communicate at all. It should be
possible in the future to flag these and other situations of potential interest to
administrators.

5.3 Policy Exploration and Disclosure

A human user or software component uses KAoS to investigate how policies affect
actions in the environment. In general, the answers to these queries are decided by
inferring whether some concrete action falls into a category of action controlled by
one or more policies, and then determining what conclusions about the described
action can be drawn. As part of KAoS policy exploration and disclosure interfaces we
provide the following kinds of functionality:

Test Permission: determine whether the described action is permitted.
Get Obligations: determine which actions, if any that would be obligated as a

follow on to some potential action or event. For instance, there might be an
obligation policy which specified that if an actor were to receive information
about a particular topic then the system would be obligated to log or forward
this information to some other party.

Learn Options: determine which policy-relevant actions are available or not
available in a given context. For example, the actor may specify a partial
action description and KAoS would return any missing (required) elements of
the action with ranges of possible values—for instance, information about
missing credentials.

Make Compliant: transform the action an actor tries to perform from a policy
non-compliant to a policy-compliant one by informing it about the required
changes that would need to be made to the action based on existing policies.
For instance, if the system attempted to send a message about particular
subject to a few actors, the list of actors might need to be trimmed to some
subset of those actors or else extended to include some required recipients. Or
else maybe the content of a message would need to be transformed by
stripping off sensitive information, and so forth.

Get Consequences: determines the consequences of some action by observing
and investigating possible actions in the situation created by a completion of
the considered action(s) to the specified depth (consequences of
consequences). This option has many variants currently under investigation.
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5.4 Adapting Policy to Legacy Systems

When policy leaves the Directory Service, for performance reasons it typically has to
map OWL into a format that is compatible with the legacy system with which it is
being integrated. KAoS communicates information from OWL to the outside world
by mapping ontology properties to the name of the class defining its range as well to a
list with cached instances of that class that were in existence when the policy left the
Directory Service. A particular system can use the cached instance for its
computation; also in any moment it can refresh the list by contacting the Directory
Service and providing the name of the range. Alternatively, the Directory Service can
push changes to the system as they occur.

6 KAoS Policy Applications

KAoS is used in several applications ranging from the human-robotic teamwork for
NASA and the Office of Naval Research [12], through massive societies of agents in
the DARPA Ultralog project building next generation army logistic system, to
Semantic Web Services interaction in the DARPA CoSAR-TS project [9]6. Here, we
briefly present a summary of how KAoS has been integrated with Grid Computing
services on the Globus platform (http://www.globus.org/) [10].

Globus provides effective resource management, authentication and local resource
control for the grid-computing environment, but has a need for domain and policy
services. KAoS seemed to be a perfect complement to the Globus system, providing a
wide range of policy management capabilities that rely on platform-specific
enforcement mechanisms. By providing an interface between the Globus Grid and
KAoS, we enable the use of KAoS mechanisms to manage GSI (Grid Security
Infrastructure) enabled Grid services. GSI was the only component of the GT3
(Globus Toolkit) we used in the integration. The interface itself is a Grid service,
which we called a KAoS Grid service. It provides Grid clients and services the ability
to register with KAoS services, and to check weather a given action is authorized or
not based on current policies. The clients or resources use their credential to request to
be registered into one or more KAoS managed domains. The credential is a standard
X.509 certificate that Globus uses for authentication. The credential is verified using
the GT GSI. If the certificate is valid the registration request is sent to KAoS for
registration into the desired domains. If the resource uses an application specific
ontology to describe its capabilities, it will have to be loaded into the KAoS ontology
using a utility provided by KAoS. Inside the KAoS Grid service, the registration is
handled through the associated Guard. This allows KAoS to distribute all applicable
policies to the appropriate Guard and enforce them. We plan to continue to enhance
this service and port it to GT4 when it is available.

6 See http://ontology.ihmc.us/applications.html for more information about these applications.
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7 Conclusions

Originally KAoS was not tailored for trust negotiation and management. However,
from the very beginning the architecture of the framework architecture and its
extensive use of ontologies ensured its versatility and adaptability. It already provides
most of the generic mechanisms enumerated as required for the policy system to be
integrated with a trust system, as enumerated in [7].7 Current work in the area of
Semantic Web Services [9] will fill the gaps in the area of negotiation, necessary
ontologies for credentials, and integration with existing PKI infrastructure. Our
current prototypes integrating KAoS with grid computing security and credential
mechanisms, as presented above, gives us confidence in the promise of future work in
this same direction.
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W5: The Five W’s of the World Wide Web
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1 The Five W’s

The World Wide Web is a Web of information. Information can be more or
less qualified, more or less usable, more or less usable by automatic processors.
Information of the most different kinds, that can be reused for a lot of purposes.
So how do we treat this information, how do we give some order, and possibly
help its intelligent reuse?

Journalism has had the same problem since its inception: you have to report
and classify a bit of information, but here “information” is as wide as the infor-
mation we have nowadays in the WWW. So, what’s the way out? One way out,
which proved to be quite successful, is to use the so-called five W’s, which are
five axes that somehow identify the information event. These are the well-known
and self-explanatory:

WHAT
WHERE
WHO
WHEN
WHY

So, what about reusing this five W concept for the information present in
the Web?

Historically, the five W’s have already been used explicitly inside some ap-
plication, for instance in XML dialects (cf. [5]), but what about reasoning about
them at the most abstract level? Can they help, for instance in building a better
Semantic Web?

2 Trust

The problem of Trust is a fundamental one in computer science, and in practice
in the WWW. In order to talk about trust, we can try to give a more or less
formal definition that we can later reuse to define some terminology. So, in
general we can define:

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 27–32, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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Definition 1. (Trust Scenario)

A trust scenario is a quintuple so defined:

A “trust property” (that can be computationally intractable).

A “test property”, (that is usually computationally tractable).

A “universe” of entities (e.g., software agents, persons, etc.).

A number indicating the “real” probability that implies

A mapping from to [0, 1], indicating that the “subjective” probability for
an entity that implies is

Note that a trust scenario usually is not fixed but depends on an environment
which can contain the information on how to compute the probabilities, and

that can be itself dependant on a number of factors, like time for instance.
In the following, when talking individually about entities and test properties,

we shall always mean them within an understood environment and trust scenario
(an

Having defined what a trust scenario is, we can now use it to somehow for-
mally define when problems with trust occur, i.e., when we have deception:

Definition 2. (Deception)

Deception occurs for an entity when

So, in general, we can say that in a trust scenario deception occurs when
there is an entity such that deception occurs for it.

The severity of a deception could of course be quantified in various degrees,
both locally for an entity (e.g. by using the gap measure and globally
by measuring its diffusion in the universe (e.g., in case of a finite universe,
by averaging the local gap measure, or by fixing a threshold and measuring how
much of the universe has a deception higher than that).

3 The Cost/Benefit

In the WWW, resources do not come for free, but there is a cost for creation
and modification. Every solution for the WWW may bring some benefits, but
usually also implies new creation/modification of information, and this cost must
be taken into account, because that could be a big obstacle to the widespread
adoption of such solution. Therefore, the parameter to take into consideration
for success is the ratio cost/benefit. The cost/benefit (for instance, to diminish
deception of some trust scenario), must be sufficiently high for users to adopt
the solution and to build critical mass, so to create a possible network effect.
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4 The WWW

We consider the World Wide Web in its approximation of “universal information
space” where there are certain resources that are retrieved by dereferencing a
certain URL. In other words, more technically, we just consider the Web under
the assumption that the HTTP GET method is the only one to be used1

So, we can view the WWW as a “dereference map” from
streams, with the intended meaning that if and only if, in the real
WWW, there is a machine such that retrieving (GET) the URI gives as a
result the byte stream

When we later add semantics and meaning (depending on the particular
application we use), we are essentially using an interpretation (let’s say of
such web objects, that can give us more knowledge. That is the one that can
allow, in trust scenarios, to lower deception.

Most of the times W3C sets up a standard (for example, for the Semantic
Web), is refined.

5 The Light Five W’s

It is of utmost importance to minimize the cost of representing additional infor-
mation in the WWW. This means that we should strive to obtain the information
given by the five W’s in the most economical possible way, almost “zero-cost”
if possible. Is there such a way? The answer is yes, at least for four or the five
axes:

zero-cost WHAT == the resource (at least the message-body)
zero-cost WHERE = yes, the URI of the resource (Content-Location or

Request-URI)
zero-cost WHO = yes, the URI authority (Host)
zero-cost WHEN = yes, the time when the resource was transmitted (Date)
zero-cost WHY = no.

In the following, when applicable, zero-cost W’s are understood.

6 The W1

What does it mean for a standard or for an application to be “Web”? In many
cases, such standard/application doesn’t take into account the mapping but
just takes into consideration the message-body (cf. [2]) of the image of in some
cases integrated with the information about their MIME type. Simply speaking,
this is tantamount to considering “web pages”.

Restated, such standards/applications are posing the WHAT axis equal to
such web pages.
1 In fact, this approximation gathers, at least architecturally, a good part of the

WWW, as GET is architecturally a “universal operator” (in the sense of category
theory) for most of the HTTP methods that collect information.
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This is the starting point, and we can therefore define a first kind of World
Wide Web:

The current architecture of the Semantic Web stays in the W1 (where WHAT
= message-body).

The problem is that, to build a reasonably effective Semantic Web (or in any
case, to increase the semantic content, therefore diminishing deception) can have
a very high cost.

7 W2 to W5

Another possible approach is to extend the W1 using the information provided
by the other W axes.

Therefore, (the W1) can be increasingly integrated with the zero-cost
WHERE, WHO and WHEN, giving three flavors of W2 ((WHAT, WHERE),
(WHAT, WHO), (WHAT, WHEN)), two flavors of W3 ((WHAT, WHERE,
WHO), (WHAT, WHERE, WHEN), (WHAT, WHO, WHEN)), and one W4
(WHAT, WHERE, WHO, WHEN).

8 Into Action

The W’s give a kind of temporal modal logic: WHERE == world , WHO ==
world, WHEN == time. As common to modal logics, statements expressed in
the same world can usually combine seamlessly, using the operators that the in-
terpretation provides; as WHERE specializes WHO, this means that choosing
a W2 or W3 with a WHO (and without a WHERE) will generally allow many
more inferences than choosing a W2 or W3 with a WHERE.

On the other hand, the WHEN component is troublesome, as it represents
a time instant, and so in general composition becomes practically impossible.
Therefore, in order to allow a more useful use of WHEN, we can relax the
composition rules, which is equivalent to change our interpretation of the timed
logic.

For instance, one possible choice could be to employ some assumption of local
time consistency (cf. [4]), therefore assuming that web resources stay somehow
stable within some time intervals. This changes the interpretation of WHEN from
a single instant to a time interval, allowing more inferences to take place. The
price is that the approximation given in the choice of the stable time interval will
likely make the deception increase, so there is a tradeoff. However, this tradeoff
can be mitigated by using appropriate probability distributions of the “local
stability” of a resource (therefore, passing to fuzzy/probabilistic reasoning).

Another choice is change the definition of WHEN, which is now rather sim-
plistic (Date), and add for example the information about cacheability of the
resource, and the expiration date: this gives right away a timed interval struc-
ture, which can be quite useful. The price to pay is that appropriate cache
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information can have a cost. However, the benefits are quite high, because this
information not only can help produce many more useful inferences in a W2, W3
or W4, but help in general the performance of the WWW (the primary reason
in fact why cache information is present...). So, this approach might be worth
exploiting,

Finally, of course, more sophisticated approaches are possible, where some
or all of the information in the WHERE/WHO/WHEN/WHY axes is refined
by integration with the information in This intermediate solution can be the
right way to overcome the limitations of the simplest W2, W3 and W4 solutions,
while still keeping reasonably low the cost/benefit ratio.

9 Skews

The approach that we have seen so far is based on principles, but it has to be
noted that other complementary views must be taken into consideration, when
analyzing for instance trust scenario. Problems may occur, coming from mali-
cious attempts to increase deception over time: in such cases, it is not uncommon
to use all possible means: many trust problems on the Web usually occur because
of so-called information-flow skews. A skew occurs when there is a treatment of
the information flow in the WWW that departs from the high-level standard
architecture of the Web, and that the user cannot see. There are at least three
main skews that we can categorize:

The Visual Skew
The Navigation Skew
The Protocol Skew

The Visual Skew occurs when not all the data flow goes back to the user,
and can be synthesized with the slogan

“What you see is not what you get”

In practice, this skew exploits the possibility that how a resource is rendered on
the screen/medium (and so, what the user perceives) can be much different from
what is actually in the resource.

One of the classic cases where Visual Skew shows its appearance is the so-
called search engine persuasion (sep) (cf. [3]), also sometimes known (improp-
erly) as search engine spam. Sep is the phenomenon of artificially “pumping up”
the ranking of a resource in search engines, so to get a higher position (with all
that means in terms of visibility and advertisement). Most of the techniques used
in sep just profit in various ways of the visual skew, so to apparently present to
the user a certain resource, which is quite different under the surface.

The Navigation Skew occurs when not all the WWW navigation is specified
by the user. For instance, if we click on a link (i.e., request a resource on the
WWW), we expect that we are just fetching the corresponding page. But this is
not true: for example, frames and images are automatically loaded for us. This
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apparent facility, however, leaves the door open for the navigation skew, as it
means essentially that the authors of a resource can make us click on the page
they want (!). Well-known examples of use of the navigation skew are banner
ads and pop-up windows, all employing this skew in its various flavors. But
even worst, the navigation skew makes possible applications that are potentially
quite dangerous for users, like tracking systems (a la DoubleClick and Engage).
Typically, such privacy-risky applications might employ a combination of skews
(for instance, using so-called “web bugs”, images that use the navigation skew
to send data, and the visual skew to hide, therefore resulting invisible).

The Protocol Skew occurs when the WWW protocols (e.g. HTTP) are abused
(for instance, turning a stateless connection into a connection with state). For
instance, the HTTP information flow in some cases should be from server to user
(i.e., if we request a page, it’s only the server that gives us information). But
this architectural principle is not always followed in reality, as for example many
sites tend to collect so-called “clickstream” information (what you requested,
when you did it, what is your computer internet address, etc). Again, this skew
allows to collect information “under the rug”, and can therefore become quite a
problem for the user’s privacy. Such problem can be worsened a lot when abuse of
this skew is performed via aggregation: for instance, use of dynamic links (URIs
that are generated on the fly) together with appropriate use of other clickstream
information can make such tracking easily work not just for a single click, but
for an entire session.

Therefore, every practical use of W1, W2, W3 or W4 have to take into account
the potential danger, that “light” solutions can be necessarily prone to a higher
risk in terms of possible deception
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Abstract. Reputation systems support trust formation in artificial so-
cieties by keeping track of the behavior of autonomous entities. In the
absence of any commonly trusted entity, the reputation system has to
be distributed to the autonomous entities themselves. They may coop-
erate by issuing recommendations of other entities’ trustworthiness. At
the time being, distributed reputation systems rely on plausibility for
assessing the truthfulness and consistency of such recommendations. In
this paper, we point out the limitations of such plausibility considera-
tions and present an alternative concept that is based on evidences. The
concept combines the strengths of non-repudiability and distributed rep-
utation systems. We analyze the issues that are related to the issuance
and gathering of evidences. In this regard, we identify four patterns of
how evidence-awareness overcomes the limitations of plausibility consid-
erations.

1 Introduction

The past years have witnessed an increasing interest in trust for the concep-
tion of open artificial societies. Trust is a substitute for complete information
regarding the entities that participate in such societies [1]. By this means, the be-
havior of autonomous entities may be pre-estimated. For the formation of trust,
it seems promising to also consider the experiences made by other entities [2].
Such experiences are disseminated as recommendations in the context of a repu-
tation system. The major challenge for reputation systems consists in assessing
the truthfulness of such recommendations. In this regard, a recommendation is
truthful if it corresponds to the experiences made by its issuer.

Self-organization is a central paradigm for P2P networks, ad hoc networks,
open multi-agent systems, and autonomic computing. The application of rep-
utation systems to such self-organized systems appears especially challenging.
* The work done for this paper is funded by the German Research Community (DFG)

in the context of the priority program (SPP) no. 1140. The author would like to
thank Michael Klein, Georgios Papadopoulos, Michael Christoffel, Birgitta König-
Ries, Sokshee Goh and the anonymous reviewers for their comments on this paper.

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 33–47, 2004.
© Springer-Verlag Berlin Heidelberg 2004



34 P. Obreiter

In the absence of any commonly trusted entity, the reputation system has to
be distributed to the autonomous entities themselves. Consequently, recommen-
dations cannot be gathered and correlated by a central component. Hence, an
entity may issue inconsistent recommendations, i.e., recommendations that con-
tradict each other. As a result, distributed reputation systems have to be robust
against both untruthful and inconsistent recommendations.

The existing approaches for distributed reputation systems [2,3,4,5,6,7] make
use of plausibility considerations in order to provide such robustness. This means
that the impact of a recommendation is contingent upon its plausibility which,
in turn, depends on its compatibility with prior beliefs. Such schemes are vulner-
able to misbehavior that is aimed at influencing the plausibility considerations
themselves. The introduction of objective facts would strongly increase the ef-
fectiveness of such distributed reputation systems. In this paper, we introduce
objective facts by making use of non-repudiable tokens that we call evidences.

The paper is organized as follows: In Section 2, the limitations of plausibility
considerations are pointed out. The concept of evidences is introduced in Sec-
tion 3 and their issuance is analyzed in Section 4. This builds the foundation
for pointing out how evidences overcome the limitations of plausibility consider-
ations in Section 5. We show the contribution of this paper with regard to the
related work in Section 6 before concluding it in Section 7.

2 Distributed Reputation Systems

In this section, we present a model that facilitates the concise discussion of
distributed reputation systems. We identify the requirements for such systems
and point out the limitations of plausibility considerations.

2.1 System Model

We assume a system as it is described in [8,9]. It consists of entities that may
enter into transactions at any time. Each transaction occurs between a pair of
entities (transaction peers). The autonomy of the entities implies that an entity
may defect in the course of a transaction. In this regard, defection refers to the
premature abandonment of a transaction. Take for example two entities of a P2P
network that agree on exchanging a pair of files. After having received the file of
the transaction partner, a transaction peer may defect by refusing to transmit
the promised file. The reputation system keeps track of defections in order to
caution the entities about the defectors. By this means, the reputation system
provides an incentive for adhering to one’s own promises [8].

In the absence of any central component, the reputation system is distributed
to the entities themselves. More specifically, each entity runs a local instance of
the reputation system. These instances may cooperate by exchanging recom-
mendations1. The considered system is illustrated for two entities in Figure 1.
1 Hence, this notion of recommendations also includes disrecommendations that com-

municate distrust. In the following, if we want to stress that a recommendation
communicates trust, it will be referred to as positive recommendation.
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Fig. 1. Model of a distributed reputation system

The issuer of a recommendation (recommender) communicates the trustworthi-
ness of a certain entity (recommendee) to the recipient of the recommendation.
The autonomy of the entities implies that recommendations may be untruthful.
Therefore, before taking a recommendation into account, the recipient has to
assess the truthfulness of the recommendation. In the following, an entity that
performs such assessment will be referred to as assessor. The roles of the entities
that participate in the reputation system are interrelated in Figure 2.

As a prerequisite for the operation of a distributed reputation system, the
entities have to be able to send authenticated messages. This means that the
recipient of a message knows which entity has sent it. However, this does not
mean that the recipient can prove to other entities that the message originated
from the sender [10]. For example, messages may be authenticated but repudiable
if symmetric key cryptography [11] is applied.

2.2 Requirements for the Reputation System

The reputation system should not only keep track of transactional behavior. In
addition, it has to consider untruthful recommendations which represent misbe-
havior targeted at itself. Such untruthful recommendations either overstate the
trustworthiness of an entity (praising) or they understate it (defamation) [9].
As a result, recommendational behavior has also to be tracked [12]. Apparently,
such meta-tracking can only be performed by the reputation system itself. We
conclude that the reputation system has to comply with the demand for closure
with respect to misbehavior. In this regard, the mechanism that the reputation
system introduces (i.e., the exchange of recommendations) has to protect itself
against misbehavior.

2.3 Limitations of Plausibility Considerations

Plausibility considerations are contingent upon prior beliefs. More specifically,
the considerations comprise two parts. On the one hand, a recommendation is
assessed as rather trustworthy if it is compatible to the first hand experiences
made by the assessor itself. On the other hand, the more the recommender is
trusted2 the more the recommendation is regarded as truthful. In the follow-
ing, we give an in depth analysis of the limitations from the perspective of the
recommender, the recommendee, and the assessor.

2 Such recommender trust [12] may be confined to recommendational behavior.
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Fig. 2. Roles regarding a recommendation

Fig. 3. Limitations of plausibility considerations from the recommender’s point of view

Limitations from the recommender’s point of view. In Figure 3, we illustrate the
limitations of plausibility considerations from the recommender’s point of view.

The recommender has to be aware that the credibility of the issued rec-
ommendation is contingent upon its plausibility. Hence, a correct observation
of implausible behavior (implausible fact) cannot be credibly communicated to
other entities. There are two types of such implausible facts. In the first place,
the behavior of an entity may be contradicted by its reputation. For example,
it is difficult to credibly communicate the defection of an entity that has a good
reputation. The only means for doing so is to have a good reputation oneself. As
a result, the impact of the issued recommendation depends on one’s own rep-
utation (1). This limitation restricts the issuance of credible recommendations
by entities that lack good reputation, as it is true for newcomers. The second
type of implausible facts consists of truthful self-recommendations. The plausi-
bility of a self-recommendation depends on the trust in the self-recommender.
More specifically, a self-recommendation can only be credibly communicated if
its issuer has a good reputation. However, in such a case, the other entities
would already be aware of the good conduct of the self-recommender so that the
self-recommendation becomes dispensable. Consequently, good conduct cannot
be usefully communicated by the well-behaving entity itself (2). The need for
self-recommendations arises in situations in which the entities that are aware of
the good conduct are offline and, thus, cannot recommend the respective entity.

Apart from the issuance of recommendations, there is a further limitation
regarding their dissemination. Recommendations can only be credibly passed on
by commonly trusted entities. If the system lacks such entities, the recommender
is solely in charge of the dissemination of the issued recommendation (3). The
ensuing costs represent a disincentive for issuing recommendations.
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Fig. 4. Limitations of plausibility considerations from the recommendee’s point of view

Limitations from the recommendee’s point of view. In Figure 4, the limitations
of plausibility considerations are shown from the recommendee’s point of view.

Each entity is uncertain about which recommendations regarding itself are
issued. However, it is important to know about the amount and content of such
recommendations in order to adapt one’s own behavior. In accordance with the
system model, such adaption comprises two types of behavior, i.e., transactional
and recommendational behavior. Transactional behavior should be adapted de-
pending on the worthiness of good behavior. Take for example a transaction
that is performed without any defection. A transaction peer may still defame
the other one by disrecommending it to a third entity. In such a case, the de-
famed entity might want to refrain from participating in further transactions
that are only beneficial to the defamer. Yet, the incertitude about recommen-
dations that are issued by other entities does not allow for such adaption (4).

The same applies to the adaption of recommendational behavior. Under certain
circumstances, the defamed entity has to pro-actively defend itself by disrecom-
mending the defamer. By this means, the impact of the defamation would be
decreased. Yet, the incertitude about recommendations of other entities does not
allow for such pro-active defense (5).

The limitations of plausibility considerations may result in doubts about the
effectiveness of the reputation system. In this context, effectiveness refers to the
effective pruning of untruthful recommendations and to the effective dissemi-
nation of recommendations respectively. The pruning of untruthful recommen-
dations is stipulated by the demand for closure. If there are doubts about the
effectiveness of such pruning, the entities lack incentives for good behavior (6).

In addition, it may be postulated that the system lacks protection against mis-
behavior (7). In the eye of such doubts, it does not appear incentive compatible
to participate and behave well in transactions and in the reputation system.
The same consideration applies to doubts about the effective dissemination of
recommendations (8). Even if good conduct is always honored by positive rec-



38 P. Obreiter

Fig. 5. Limitations of plausibility considerations from the assessor’s point of view

ommendations, there is no guarantee that such recommendations are available
to specific entities, e.g., future transaction partners. This occurs if the recom-
mender is offline or, due to the arising costs, it is reluctant to disseminate the
recommendation to many entities.

Limitations from the assessor’s point of view. In Figure 5, we illustrate the
limitations of plausibility considerations from the assessor’s point of view.

Upon receival of a recommendation, an entity has to assess its truthfulness
before taking it into account. Such assessment brings forth several difficulties
that might lead to an inappropriate assessment. On the one hand, plausibility
considerations may be infeasible due to the lack of background information (9).

If there are no first hand experiences with the recommendee and the recommen-
dational behavior of the recommender is unknown, the assessor cannot apply
plausibility considerations. Apparently, this limitation is especially important
for newcomers. On the other hand, plausibility considerations may be false and
result in a wrong assessment. Such wrong assessment accrues from not being
able to prune untruthful recommendations. If an assessor underestimates the
trustworthiness of a well-behaving entity due to defamations, the synergies are
not exploited since the assessor refrains from transacting with the entity (10).
The other way round, due to praising, an assessor may overestimate the trust-
worthiness of a misbehaving entity that defects in the course of a subsequent
transaction with the assessor (11). In any case, wrong assessments incur oppor-
tunity costs or costs that arise from being defected.

There is a further limitation that goes beyond the aforementioned difficulties
of assessing recommendations. The assessment result represents a recommenda-
tion. Hence, other entities would assess the trustworthiness of the assessment
result depending on its plausibility. Consequently, the assessor has to be trusted
by other entities in order to be able to credibly disseminate the assessment re-
sult to them (12). This limitation is especially important for costly assessment
methods.
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3 The Basics of the Concept

The aforementioned limitations of plausibility considerations demand for an al-
ternative concept. Therefore, in this section, we introduce a concept that allows
for the verifiability of recommendations. We take a closer look at the central
notion of this concept, i.e., evidences. In addition, we discuss the impact of
evidences on the assessment of recommendations.

Introductory example. Before proposing and discussing the concept, we illustrate
the key terms in an introductory example.

Let us assume two transaction peers that assume a provider-consumer rela-
tionship [8]. During the transaction, the provider transmits a document to the
consumer that, in turn, hands over a receipt back to provider. In this context,
the receipt represents an evidence. If the consumer subsequently defames the
provider by stating that no document has been transmitted, the provider should
be able to refute the defamation by showing the receipt. Even if the consumer
goes offline immediately after handing over the receipt, the provider may self-
recommend by stating that it has behaved well during a transaction with the
consumer. Such self-recommendation should be provable if the receipt is attached
to it.

Evidences. An evidence3 is a non-repudiable token [14] that may be arbitrarily
transferred. This means that, upon receival, an evidence may be credibly passed
on to other entities. Digital signatures [11] provide a means for the implemen-
tation of evidences. In the remainder of the paper, we assume that every entity
is able to issue evidences and to verify the validity of evidences that have been
issued by other entities4.

An evidence describes the behavior of a specific entity in a statement. In
the following, we will call the issuer of an evidence the evidencer. In addition,
the entity the behavior of which is described in the statement will be referred
to as the evidencee. For instance, in the introductory example, the receipt is
an evidence. The consumer represents the evidencer since it issues the receipt.
Furthermore, the statement of the receipt is the confirmation of the transmission.
Finally, the provider is the evidencee since the receipt describes its behavior.

Recommendations and verification. The introduction of evidences has an effect
on the reputation system. Recommendations may contain evidences and become
verifiable. In this context, verifiability refers to the ability to prove or refute a
recommendation based on a set of evidences. A recommendation only has to be
3 We are aware that the term evidence has been used differently in reputation sys-

tems. In [2,13,7], it depicts witnessed circumstances, i.e., first hand experiences and
recommendations. In contrast, this paper’s notion of evidences is based on non-
repudiability.

4 This means that the public key of the issuer of the evidence has to be available for
the verification of the evidence’s validity. A trivial solution to this problem is to
attach the certificate of the issuer’s identity and public key to the evidence.
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assessed if it is not verifiable. In this regard, the assessor does not have to resort
to plausibility considerations for every recommendation. During the process of
constructing a proof or a refutation, the assessor becomes a verifier. Nevertheless,
we retain the term assessor for reasons of clarity.

As a prerequisite for coupling recommendations and evidences, the granu-
larity of recommendations has to match the one of evidences5. For instance,
in the context of the introductory example, the provider cannot issue a prov-
able self-recommendation that states that it always behaves well. The self-
recommendation has to clearly relate to the transaction in order to match the
granularity of the evidences and, thus, to be provable.

4 Issuance of Evidences

The concept that has been presented in the previous section is based upon the
availability of evidences. Therefore, in this section, we take a closer look at the
issuance of evidences. For this purpose, different types of evidences are identified.
In addition, we point out the inherent restrictions of the issuance of evidences.

4.1 Different Types of Evidences

In the following, different types of evidences are introduced according to the
division of behavior into transactional and recommendational behavior. More
specifically, we show which types of evidences are issued during transactions and
which ones are issued in the scope of the reputation system. The necessity of
issuing evidences for both kinds of behavior is pointed out by the demand for
closure.

Issuance during transactions. The processing of a transaction typically consists
of the exchange of items. A desirable yet generally infeasible property of such
exchanges is atomicity [9]. Therefore, weaker conditions of atomicity have been
proposed, notably fairness [15]. Several exchange protocols [15,16] make use of
evidences in order to assert such fairness. In the following, we introduce differ-
ent types of evidences that are issued during the execution of such exchange
protocols. A receipt is an evidence that confirms some action of the transaction
partner. In Section 3, we have presented an exemplary exchange protocol that
applies receipts. Non-repudiable actions and bonds represent further types of ev-
idences that are handed over to the transaction partner. In this context, a bond
is a non-repudiable promise of providing a service in return [8]. An affidavit is
an evidence that attests the defection or good behavior of a transaction peer. A
third party may issue an affidavit if it is able to observe the peers’ transactional
behavior, e.g., by overhearing their communication [8]. Alternatively, some ex-
change protocols [15,16] demand for the explicit involvement of a third party in
5 Several recommendations may still be grouped into an aggregated one. For the sake

of clarity, we will refrain from considering this possibility for the remainder of this
paper.
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order to arbiter an exchange. In general, affidavits are issued in the context of
such arbitration. The application of exchange protocols is not only confined to
the processing phase of transactions. After having negotiated the terms of the
processing phase, the transaction peers may commit to the terms by entering
in a contract signing phase. This phase consists of exchanging non-repudiable
commitments (contracts).

Issuance in context of the reputation system. The introduction of recommen-
dations in Section 3 does not demand for their non-repudiability. In order to
capture recommendational behavior by evidences, a recommendation has to be
rendered non-repudiable so that it represents an evidence. For such recommen-
dations, the role of the recommendee coincides with the one of the evidencee.

From a broader point of view, receipts and affidavits may be regarded as
non repudiable recommendations. For example, a receipt is a positive recom-
mendation that is received by the recommendee. In case of defamation by the
receipt’s issuer, the recommendee is able to reveal the inconsistency of the de-
famer’s recommendations, i.e., the inconsistency between the receipt and the
defamation.

4.2 Inherent Restrictions of the Issuance

The issuance of evidences has to comply with the criterion of incentive compati-
bility. In the following, we examine the inherent restrictions that stem from this
criterion. We show that these restrictions partially compromise the availability
and truthfulness of the evidences.

Asymmetry of issuance. Each evidence causes an asymmetric relationship be-
tween the evidencer and the evidencee. Symmetric roles may only be asserted
by superposing the issuance of two separate evidences such that the evidencer
of one evidence is the evidencee of the other one and vice versa. Such superpos-
ing demands for atomicity with respect to the exchange of evidences. However,
atomicity is impracticable for exchange protocols [16]. As a result, the asymme-
try of roles cannot be overcome. The impact of this asymmetry is pointed out by
the Coordinated Attack Problem [17]. It shows that evidences cannot completely
capture transactional behavior. More specifically, behavior during the last step
of the transaction protocol cannot be captured by the issuance of a further ev-
idence. This is because the issuance of the evidence would represent a further
step which yields a contradiction. For example, if the issuance of a receipt has
to be attested, the only means for doing so consists of issuing a further receipt.
Consequently, there exists a receipt the issuance of which is not attested.

Issuance of negative evidences. There exist inherent restrictions for the issuance
of evidences that attest misbehavior (negative evidences). In the first place, the
evidencee of a negative evidence refrains from storing and disseminating it. This
is because a rational entity does not aim at convincing other entities of its mis-
behavior. Due to the same reason, an entity does not issue negative evidences
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about itself. We conclude that the dissemination of negative evidences always
involves a third party. Hence, the only types of negative evidences are affidavits
and non repudiable recommendations. In contrast to negative evidences, a pos-
itive evidence is readily stored and disseminated by the evidencee.

Untruthful evidences. In analogy to praising, an entity could issue an untruthful
evidence that attests good behavior to a colluding entity. For example, the ev-
idencer may attest good behavior in a transaction that actually has not taken
place. Based on such an evidence, the evidencee is able to issue a provable self-
recommendation. We conclude that the provability of a recommendation does
not implicate its truthfulness. Hence, the concept of evidences does not deal
with the problem of overestimation, as it is introduced in Section 2.3. We be-
lieve that the only remedy to overestimation consists in mechanisms that identify
collusions. The thorough contextualization of behavior [18] is a promising mech-
anism for this purpose. Alternatively, evidencers could be held responsible for
disappointed expectations.

In the following section, we will show that, despite the aforementioned re-
strictions, the application of evidences makes sense.

5 Overcoming the Limitations of Plausibility
Considerations

The ability to verify certain recommendations provides the foundation for over-
coming the limitations of plausibility considerations, as they are introduced in
Section 2.3. In this section, we present the benefits that arise from the applica-
tion of evidences. The benefits may be classified into four patterns. For each of
them, we examine which limitations of plausibility considerations are overcome.
In this regard, we demonstrate that virtually every limitation is overcome.

Transferability of evidences. Due to their non-repudiability, evidences may be
credibly transferred to other entities. Hence, the dissemination of evidences can
be performed by any entity. This opens up new opportunities for overcoming
the limitations of plausibility considerations. On the one hand, the effectiveness
of disseminating evidences is increased by relieving the evidencers of transfer-
ring them to every potentially interested entity. This is especially important if
entities are frequently offline and, thus, cannot provide for dissemination of the
evidences they issue. On the other hand, each entity may credibly reproduce
the statement of an evidence on behalf of the evidencer simply by transferring
it. In this respect, the evidencer loses control over which entities have access
to the evidence. Consequently, each entity has to be aware that the issuance of
inconsistent evidences may be proven and punished.

For the involved entities, the transferability of evidences translates as follows:
The recommender is able to credibly communicate implausible facts. More specif-
ically, the impact of a recommendation that is supported by evidences does not
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fully depend on the reputation of the recommender. The impact of verifiable rec-
ommendations does not depend on the recommender’s reputation at all. By this
means, an entity may self-recommend if it has gathered enough evidences that
attest good behavior. For non repudiable recommendations, the recommender
does not have to assume the costly task of disseminating the recommendation.
In such a case, the recommendee should be in charge of disseminating posi-
tive recommendations. In this respect, each entity is able to contribute to the
dissemination of positive recommendations about itself. The assessor does not
necessarily require background information in order to assess the truthfulness of
a recommendation. For instance, verifiable recommendations do not demand for
any background information. Finally, the assessor is able to credibly disseminate
the result of a verification. By this means, other entities do not have to re-assess
the recommendation.

Screening of recommendational behavior. The transferability of evidences pro-
vides a means of identifying entities that issue inconsistent evidences. Due to
the ensuing punishment in the context of the reputation system, each entity will
generally refrain from issuing inconsistent evidences. This provides a means of
anticipating recommendational behavior based on transactional behavior. In the
context of the introductory example of Section 3, such screening [19] may be
performed as follows: At the end of the exchange protocol, a transaction peer
(consumer) is supposed to issue a receipt if it is pleased with the behavior of
the transaction partner (provider). Upon receival of such receipt, the provider
knows that the consumer will refrain from defaming it since such defamation
would be inconsistent with the receipt. However, if the consumer falls short of
issuing the receipt, the provider becomes suspicious of the consumer’s motives
and could refuse to transact with it anymore. The other way round, this means
that the consumer is keen to issue the receipt6 unless it prepares to defame
later on. We conclude that the provider is able to anticipate the consumer’s
recommendational behavior.

Such anticipation facilitates the pro-active adaption of one’s own behavior.
There are two means of adapting to an anticipated defamation: On the one
hand, one refrains from further transactions with the potential defamer. On
the other hand, the impact of the anticipated defamation is further minimized
by pro-actively disrecommending the potential defamer. More specifically, such
disrecommendation states that the potential defamer has fallen short of issuing
the receipt.

Policy based restriction of defamations. The assessor verifies recommendations
according to a policy. Such a policy may define the procedure of gathering the
evidences that are relevant to the verification. For example, the policy could
demand that the recommendee is given the chance to refute negative recommen-
dation. In addition, the assessor may apply the policy that suspicious recom-
mendations are dropped without verification. For instance, a recommendation
6 From a game theoretic point of view, such receipt is a signal [19].
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Fig. 6. Evidences as a means of coupling the assessment of recommendations with the
actual underlying behavior

about transactional behavior is suspicious if it fails to enclose the contract of the
transaction.

For the involved parties, the effect of policies is as follows: The recommendee
does not have to pro-actively defend itself if it knows that assessors give the
chance to refute negative recommendations. In addition, if contract-less recom-
mendations are ignored, each entity is protected against defamations by entities
it never transacted with. The other way round, the assessor is able to prune
defamations. Hence, the underestimation of defamed entities is not as likely as
without such pruning.

Coupling of behavior and evidences. Plausibility considerations are based on the
assumption that present behavior may be deduced from past behavior. Yet, en-
tities may change their behavior or they may have been perceived incorrectly.
Consequently, present behavior may be implausible and, thus, result in false as-
sessments about it. In contrast, we have seen in Section 4.1 that the issuance of
evidences ensues from transactional and recommendational behavior. For exam-
ple, if an entity issues a non repudiable recommendation, it exhibits recommen-
dational behavior and, at the same time, provides an evidence about it. Still,
the coupling of behavior and evidences is not perfect since there are inherent
restrictions for the issuance of evidences, as shown in Section 4.2. Neverthe-
less, the partial coupling of behavior and evidences provides a sounder basis for
assessing the truthfulness of recommendations. This principle is illustrated in
Figure 6. Evidences provide a means of directly coupling actual behavior with
the assessment of potentially untruthful recommendations about it. The part of
the behavior that is not coupled with any evidences has still to be assessed by
the means of plausibility considerations.

Such coupling provides the following advantages: Each entity is able to self-
recommend if its behavior is documented with appropriate evidences. Further-
more, the sounder basis for the assessment of recommendations alleviates the
doubts about the effective pruning of untruthful recommendations. This provides
an incentive for good behavior and a protection against misbehavior. Finally, the
assessor underestimates other entities more rarely since defamations are pruned
more effectively.
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Summary. Table 1 illustrates which limitations of plausibility considerations are
overcome by the application of evidences. The limitations that are fully over-
come are identified by check marks. Due to the inherent restrictions regarding
the issuance of evidences, some limitations are only partially overcome. In such
a case, the respective check marks are parenthesized. Apparently, the overesti-
mation of praised entities is the only limitation that is not overcome at all. This
is because evidences do not allow for an effective pruning of praising. Possible
remedies of this problem have been discussed in Section 4.2.

6 Related Work and Contribution

Non-repudiability is a key concept for exchange protocols and dispute resolu-
tion in the research field of electronic commerce. If desirable properties of the
exchange cannot be directly asserted, the exchange protocols make use of evi-
dences (so-called tokens) in order to retain or recover such properties [15]. For
example, the definition of weak fairness makes explicit use of evidences by de-
manding that fairness may be recovered by presenting them. There exist several
protocols that deal with the exchange of non-repudiable tokens [20]. The valid-
ity of evidences is discussed in [10]. If there is a dispute regarding an alleged
defection, a commonly trusted third party is employed as verifier. It punishes
misbehaving entities by blacklisting them. In this regard, the verifier is a cen-
tral authority that provides a generally accepted resolution of the dispute. A
framework for such dispute resolution is proposed in [15]. The disputes are al-
ways resolvable since the exchange protocols involve a trusted third party in case
of defection. By this means, the recovery of fairness is based on a trustworthy
affidavit.

On the other hand, distributed reputation systems provide a self-organized
means of punishing misbehavior. For this purpose, each entity may issue recom-
mendations and has to assess the truthfulness of the received recommendations.
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Fig. 7. Relating evidence-aware reputation systems to existing approaches

The existing approaches for distributed reputation systems [2,3,4,5,6,7] rely on
plausibility considerations in order to perform such assessment. In this regard,
the approaches fall short of basing the assessment on verifiable facts that are
directly related to the transactional or recommendational behavior.

To our knowledge, the combination of evidence based dispute resolution
and plausibility based distributed reputation systems has not been considered
yet. Therefore, this paper does so by proposing and discussing the concept of
evidence-aware distributed reputation systems. In Figure 7, it is shown that
the proposed concept combines the strengths of two separate research fields. By
this means, the limitations of plausibility considerations and centralized dispute
resolution are overcome.

7 Conclusion

Distributed reputation systems provide a means for restricting misbehavior in
self-organized systems of autonomous entities. The existing distributed reputa-
tion systems rely on plausibility considerations for the assessment of the truth-
fulness of recommendations. In this paper, we have pointed out the limitations of
such plausibility considerations and have presented an alternative concept that
is based on evidences. The general options and restrictions for the issuance of
such evidences have been analyzed. We have identified four patterns of how the
limitations of plausibility considerations are overcome by the application of evi-
dences. In this regard, we have shown that virtually every limitation is overcome
or partly overcome. Finally, we have pointed out that our concept combines the
strengths of two separate research fields and, thus, renders distributed reputation
systems more effective.

In the future, we aim at examining the verification process and the design
space of policies in more detail. In this context, we plan to investigate whether
there is a generic means of rendering existing distributed reputation systems
evidence-aware or whether the specifics of the respective system have to be
considered for such awareness.
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Abstract. Interactions between entities unknown to each other are in-
evitable in the ambient intelligence vision of service access anytime, any-
where. Trust management through a reputation mechanism to facilitate
such interactions is recognized as a vital part of mobile ad hoc networks,
which features lack of infrastructure, autonomy, mobility and resource
scarcity of composing light-weight terminals. However, the design of a
reputation mechanism is faced by challenges of how to enforce reputa-
tion information sharing and honest recommendation elicitation. In this
paper, we present a reputation model, which incorporates two essential
dimensions, time and context, along with mechanisms supporting repu-
tation formation, evolution and propagation. By introducing the notion
of recommendation reputation, our reputation mechanism shows effec-
tiveness in distinguishing truth-telling and lying agents, obtaining true
reputation of an agent, and ensuring reliability against attacks of defame
and collusion.

1 Introduction

The pervasiveness of lightweight terminals (e.g., handhelds, PDAs and cell
phones) with integrated communication capabilities facilitates the ambient in-
telligence vision of service access anytime, anywhere. This necessitates interac-
tions between terminals belonging to different authorities, which are marginally
known or completely unknown to each other. Trust management to enable such
interactions has thus been recognized as a vital part of mobile ad hoc networks
(MANET), which features lack of infrastructure, openness, node mobility, and
resource scarcity (e.g., network, energy and storage space) of composing light-
weight terminals.

In closed networks, trust establishment is managed by an authentication
mechanism that assigns roles to agents. By agent, we mean a software entity
working for and representing a node in MANET; each agent also has some reach-
able neighbor agents named peers. In an open environment such as MANET,
fixed role assignment has to be be replaced by dynamic decisions. An important
factor affecting the decision making is an agent’s reputation.

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 48–62, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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Reputation assessment requires knowledge, information and evidence about
the evaluated agent, which can be derived from an agent’s own experiences.
However, openness implies significant opportunities of meeting with strangers
an agent has never encountered before. Furthermore, more accurate estimation
of an agent’s reputation becomes possible with sharing of reputation information
among peers. Reputation mechanism has been widely used and implemented in
electronic market places [1,2] and online communities [3]. For example, visitors at
“amazon.com” or eBay usually read previous customers’ reviews and feedbacks
before deciding whether to make transactions.

However, the design of a reputation mechanism is faced by a number of chal-
lenges, including: (i) the “free-rider” problem, i.e., agents do not share reputation
information with peers; and (ii) the honest elicitation problem, i.e., agents may
report false reputation information. There are multiple reasons for agents to be
reluctant to report evaluations or to do so honestly [1]. Agents may withhold
positive evaluations if a seller’s capacity is limited, e.g., wise parents are reluc-
tant to reveal the names of their favorite baby-sitters. Agents may be reluctant
to give positive recommendations because it lifts the reputation of the evalu-
ated agent, which is a potential competitor. Agents may wish to be considered
“nice”, or be afraid of retaliation for negative feedbacks. And last but not least,
the reputation information agents provide only benefits other peers.

Therefore, it is necessary to build a reputation mechanism to enforce both
active reputation information sharing and truthful recommendation elicitation,
which are necessary for a reputation system to operate effectively [4]. Our target
reputation mechanism aims to defend against the following three kinds of attacks:

Inactivity: This refers to agents’ free-ride activities by not sharing reputation
information with peers.
Defame: This refers to agents’ activities of propagating a victim’s reputation
that is lowered on purpose.
Collusion: This refers to agents’ activities of propagating good reputation to
promote each other.

Hence, the desired properties of a reputation system for MANET are:

Valid: The system is effective in the sense that agents are able to distinguish
honest from dishonest agents through the reputation system.
Distributed: The system should not assume access to any trustworthy entity
(e.g., Certificate Authority), or centralized storage of reputation values.
Robust: The system is robust to the attacks listed above.
Timely: The system should be dynamic and be able to reflect the trustwor-
thiness of an entity in an up-to-date manner.
Resource-saving: The reputation system should take into account the limited
computation power and storage space of each terminal in MANET.

1.

2.

3.
4.

5.

Existing reputation systems either do not address the aforementioned incen-
tive problems (e.g., [5,6]), or depend on some (centralized) trustworthy entity
(e.g.,[1,7]). Our approach, which is targeted at mobile ad hoc networks, does
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not depend on any trustworthy entity or any centralized reputation storage, and
possesses the aforementioned desired properties. Our contribution includes: (1)
a reputation model that incorporates two dimensions, time and context, which
captures reputation’s time-sensitivity and context-dependence; (2) a simple yet
effective reputation mechanism that enforces active and truthful reputation in-
formation sharing; (3) validation of the effectiveness and robustness of the pro-
posed reputation mechanism via simulation tests. Our work targets service pro-
vision among agents in MANET. The service notion here is general1, referring to
not only services like Web services [8], packet forwarding services [6,5], but also
activities like providing information (e.g., providing cuisine recipes) in online
discussion forums.

In the following, Section 2 gives definitions and properties of reputation. Sec-
tion 3 describes our reputation model, together with related mechanism support-
ing reputation formation, evolution and propagation. Section 4 presents results
of simulation tests. Section 5 surveys related work. Finally, the paper finishes
with conclusion and future work.

2 Reputation

Reputation is always associated, and often confused with trust. Therefore, in
order to have a precise view of reputation, it is necessary to grasp the meaning
of trust. Trust is a complex concept relating to belief in the honesty, truthful-
ness, competence, reliability, etc., of the trusted person or service [2]. Precisely
defined, “...trust (or, symmetrically, distrust) is a particular level of the sub-
jective probability with which an agent assesses that another agent or group of
agents will perform a particular action, both before he can monitor such action
(or independently of his capacity ever to be able to monitor it) and in a context
in which it affects his own action” [9]. Trust towards an agent can been seen
as a prediction on that agent’s future action. An important factor affecting the
prediction is then the reputation of the agent.

2.1 Defining Reputation

Mui et al. define reputation as “perception that an agent creates through past
actions about its intentions and norms” [10]. This definition is precise except
that it does not reflect the fact that reputation of an agent is created from the
point of view of other agents. An agent can affect its own reputation by acting
honestly or the other way, but it is unable to decide its reputation. To emphasize
the “passive” property of reputation, we define reputation as follows:

Reputation of an agent is a perception regarding its behavior norms,
which is held by other agents, based on experiences and observation2 of
its past actions.

1 Similar to the notion of resource in resource discovery
As explained later, observation here refers to indirect observation through peers’
recommendations.

2
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The reputation assessment of an evaluated agent by an evaluator agent re-
quires collecting related evidences beforehand. The sources of reputation include:
(i) The evaluator’s own interaction experiences with the evaluated agent; if the
evaluator has first-hand experience of interacting with the evaluated agent, the
interaction histories can serve as a strong reference for reputation evaluation.
(ii) Recommendation from peers who have interacted with the evaluated agent
before; note that recommendations of recommending agents are based on the
agents’ own experiences only, and do not include recommendations obtained
from peers. This is necessary to prevent double counting that leads to rumors.

The node mobility and openness of MANET augment the opportunities for
nodes to interact with nodes they never encountered before. This increases the
agents’ reliance on the latter source of reputation (i.e., recommendations from
peers).

2.2 Properties of Reputation

Trust is widely deemed subjective [11,12]. Reputation, a perception of the trust-
worthiness of an agent based on experiences and recommendations, is also subjec-
tive [10] – because the same behavior can cause different impressions on different
agents. It implies that one agent is likely to have different reputations in the view
of different peers. We denote as the reputation of the agent from the
point of view of agent We represent reputation with a numeric value in the
range [–1.. + 1]. The value of reputation ranges from completely untrustworthy
(–1) to completely trustworthy (+1). The larger the value is, the trustworthier
the agent is. One value in the range that is worth mentioning is ignorance, which
describes the reputation of agents about whom the evaluator has no knowledge.
Ignorance bears the value 03. Also we define very trustworthy (0.8), trustworthy
(0.2), untrustworthy (–0.2) and very untrustworthy (–0.8). These labels do not
stand for the only possible values of reputation. Instead, they are used to attach
semantic meanings to numeric values. For example, if an agent’s reputation value
is 0.5, it is then considered to be between very trustworthy and trustworthy.

Reputation is also context-dependent [13,14]. For example, David enjoys a
reputation of being a very talented painter, but he may not have as high repu-
tation as a cook. So context is an important dimension for reputation.

Reputation is also dynamic – disreputable agents should be able to improve
their reputations by acting honest; reputable agents’ reputation should get lower
if they become deceitful. Dynamics of reputation is also reflected by its time-
liness: reputation is aggregate in the time scale by taking into account recent
behavior and past histories. Hence, time is also a necessary dimension for repu-
tation.

In the next section, we present our reputation model to depict the aforemen-
tioned properties together with associated mechanism of reputation formation,
evolution and propagation.
3 As pointed out by [12,10] and discussed at the end of this paper, this assignment

does not differentiate new comers from agents whose 0 reputation value results from
previous behaviors.
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3 Reputation Model

To build a reliable reputation mechanism that enforces reputation information
sharing and honest recommendation elicitation, our model includes the following
elements:

Separate reputation for expertise (providing good service) and reputation for
helpfulness (providing fair recommendation), respectively denoted as service
reputation (SRep) and recommendation reputation (RRep).
Agents derive the SRep of another agent according to their experiences
(SExp) and recommendations (Rec) of peers whom they consider trustwor-
thy in service recommendation; the trustworthier a peer is, the more weight
its recommendations are assigned.
Reputations are both timely (i.e., evolve with time) and dynamic (i.e., adjust
with behaviors); especially, recommenders’ RRep are adjusted according to
the SRep value of the recommended agent.
Agents exchange reputation information, but only with peers they consider
helpful (i.e., with good RRep ).

1.

2.

3.

4.

The above elements motivate truthful recommendations because untruthful
and inactive recommendations lead to low RRep and thus loss of peers’ rec-
ommendations; peers’ recommendations are an important knowledge source for
evaluating an agent’s SRep, especially a stranger’s SRep.

3.1 Reputation Definition

Given reputation’s properties of being time-sensitive and context-dependent, an
accurate reputation model needs to capture the two dimensions by integrating
them seamlessly into reputation’s definition, formation, evolution and propaga-
tion.

Time-sensitive Reputation. Reputation builds with time. A reputation at
time can be very different from the reputation at another time With respect
to the time dimension, we denote reputation of agent in the view of agent at
time as Reputation is aggregate in the sense that it integrates peers’
recommendations and the evaluator’s own experiences, which are also aggregate.
The weights assigned to recent behavior and past histories decide how fast the
reputation builds up. For example, if recent behavior is assigned a very high
weight, an agent’s reputation tears down very fast after a few misbehaviors. We
assign more weight to recency, as suggested by the results of psychological studies
in [15] and empirical studies of ebay feedback mechanism [16], by adopting a
parameter named fading factor

Value of falls into range [0..1]: the lower value has, the more quickly his-
tories are forgotten. When equals 0, histories are completely forgotten; while
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when equals 1, the oldest history is forever remembered. This formula will be
substantiated in the evolution of reputation (§3.3).

The representation of reputation assumes a single value with a timestamp
stating the time of formation. More information is available if more history
records (e.g., the last 10 reputation values) are kept. However, it consumes more
space. Our representation with a single timestamped value saves storage space,
which is a scarce resource for light-weight terminals, while still reflecting the
time-sensitivity of reputation.

Context-dependent Reputation. As reputation is context-dependent, it
is necessary to integrate context as a dimension into reputation. As stated,

in context C can be derived by information (i.e., experience and
other peers’ recommendation) in the context of C4. But, there are cases when
there is no or not enough information in the context of C, but there are plenty in
a related context of It is good practice to be able to derive reputation from
these related evidences. But, this is challenged by the question of how to capture
the relevance of two contexts. This can be measured by the distance between two
contexts, which is a quantitative parameter for describing the relation between
the two contexts.

Context itself is a multi-dimensioned concept, it can include factors such as,
importance and utility of a service [12] (e.g., transactions dealing with 10 euros
vs. transactions of 10 thousand euros), service category (driving a car vs. flying
a plane), and so on. We limit the context to service category in our work, which
leads to the question: how to measure the distance given two service categories?
For example, assuming an agent provides excellent service in providing cuisine
recipes, but we need to know whether it is also as good in giving diet tips. The
question becomes how far it is between providing cuisine recipes and giving diet
tips.

The comparison of services can done in a syntactic way, e.g., comparison of
interfaces, attributes and so on; or in a semantic way. The former is managed by
comparing service signatures. The latter is currently undertaken by the Semantic
Web activity of W3C5, which proposes languages for service description such as
Resource Description Framework (RDF), and Web Ontology Language (WOL).
The DARPA Agent Markup Language (DAML), an extension of XML and RDF,
is able to provide sophisticated classification and property definition of resources.
We thus make use of an ontology tree of services using DAML-S6, with each node
in the tree representing a type of service. Each node is a subcategory (subclass)
of its parent node. To save space, we assume each agent is able to obtain a
part of the ontology tree that defines the services it is interested in. Given two
nodes in the tree, the distance of the two nodes is defined as the least number
of intermediate nodes for one node to traverse to another node. For example, in
Fig. 1, service s1 and s2 has a distance of 3.
4

5

6

For simplicity, we don’t discuss context-dependent recommendation reputation here.
http://www.w3.org/2001/sw/
http: //www. daml.org/services/
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Fig. 1. A service ontology tree

Thus, reputation on context C can be calculated as:

Similar to (1), is a fading factor reflecting an agent’s reliance on context-
related reputations. When equals 0, it means the agent does not consider
context-related reputations; while when equals 1, the agent takes into account
all context-related reputations, all of which have the same impact factor no
matter how related or unrelated they are.

In the following, we denote SRep of agent held by agent at time as
instead of for simplicity of denotation, except during

discussions of context-dependent reputations. However, it always applies that
reputation in a certain context can be derived from reputation in other related
contexts according to Equation (2). Table 1 summarizes the notations we have
introduced so far.

Having integrated time and context dimensions into our reputation model,
we explore the related mechanism supporting reputation formation, evolution
and propagation.
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3.2 Reputation Formation

Reputation formation is implemented by the following components running on
each node: an experience manager, a recommendation manager and a reputation
manager.

Experience Manager

The experience manager is in charge of recording the previous experiences
of service provision with other peers. The records include the service category
(i.e., context C), the timestamp of last and an aggregate value
of experience (i.e., The aggregation process of experience value
will be further explored in Sec. 3.3.

Recommendation Manager

The recommendation manager implements three functions: (1) storing rec-
ommendations from other peers, (2) exchanging reputation information with
other peers, and (3) managing a table of RReps of recommenders.

Recommendations from peers regarding an agent’s reputation need to be
combined together by some means. Dynamic Weight Majority (DWM) [17] is a
learning algorithm for tracking concept drift, which predicts using a weighted-
majority vote of “experts”, and dynamically creates and deletes experts in re-
sponse to changes in performance. Our approach tracks “an agent’s reputation”
by consulting recommendations (votes) from peers (experts), and dynamically
changes their recommendation reputation according to their prediction accu-
racy. We do not delete peers from the recommender list, however, but we ignore
a peer’s recommendation if its RRep falls below some threshold value.

Reputation Manager

The reputation manager administers and calculates the SRep of a peer, tak-
ing into account inputs from both experience manager and recommendation
manager. Reputation manager assigns different weights to experiences and rec-
ommendations, namely, greater weight for its own experience and less weight
for recommendations from peers. This is due to the reason that agents tend
to rely on their own experience more than on other peers’ recommendation, as
suggested by experimental studies of Kollock [18].

Consider agent has recommendations regarding agent from a group of
peers P; the peers considered untrustworthy in service recommendation (i.e.,
with low RRep) have been excluded from P. We get the following formula for
SRep evaluation:

where is a parameter that reflects the agent’s degree of reliance on its own
experience. As discussed above, usually
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3.3 Reputation Evolution

After every interaction, agents can give a score of satisfaction for the interaction.
The score of satisfaction for a service in real world is so subjective that it can
depend on factors such as provided service quality, service quality expectation,
environment (place, weather) and even mood. In order to evaluate subjective
degree of satisfaction, we apply a method of quantifying degree of satisfaction
based on the Quality of Service (QoS)7 an agent receives from another agent
Given dimensions of QoS (e.g., availability, service latency) which
agent cares about, states in its request in which is the value
(either minimum or maximum) for dimension As a result of the service, the
quality of service that receives is represented by in which is the
value for dimension The degree of satisfaction of this interaction
can thus be obtained by:

where is a function to calculate one-dimensioned degree of satisfaction
with respect to requested and obtained QoS. It can take the following forms:

when dimension is quantitative and stronger with bigger
values, for example, availability8.

when dimension is quantitative and stronger with smaller
values, for example, latency.

when dimension is qualitative and bears boolean
values, for example, confidentiality9,
for dimensions whose value space is literals (e.g., level of service can have
values of deterministic, predictive and best-effort), literals can be ordered
from weak to strong and assign numeric values accordingly10.

1.

2.

3.

4.

In the above equation, refers to relative importance of a dimension to an agent
(e.g., availability may be more important than latency to an agent) as defined
in [19].

Experience Update
With the newest interaction, agents can update their experience value with

each other. Similar to (1), updating of agent experience of agent at time
(denoted as as is as follows:

where is the timestamp of last experience formation.
7

8

9

10

If the provided service does not meet functionality requirement, it is considered
completely unsatisfactory.
Normalization is necessary here because does not fall into [–1,1], one normal-
ization way is to define a perfect value (i.e., 1), e.g., five times the requested value.
All values higher than perfect is considered perfect.

represents XOR function, i.e., if x equals y, and 1 otherwise.
For example, weakest value is mapped to 1, the second weakest to 2, and so on.
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Reputation Update

With a new interaction, agent can then update the reputation value of the
other according to (3), taking into account the newly updated experience.

Recommendation Update

Reputation varies with time. Hence, an agent’s recommendation of another
agent’s trustworthiness also varies with time. It is thus possible for an agent to
receive recommendation from the same peer regarding agent (i.e.,
again. It is necessary for agent to update with the new recommended
value. Note that we do not apply (1) here because recommendations from peers
(which is supposed to be based on their SRep) already take into account the
past behaviors.

Recommendation Reputation Update

With a new experience available, agent can update the RRep of the rec-
ommender who has recommended the newly interacted peer

Let us denote the difference between the newest experience value and the
recommended value being For an honest peer
we have As stated above, reputation is subjective, but we
argue that it is not arbitrary, i.e., although same kind of behavior may be of
different experience to different agents, we do not expect the experience to be
very contrastive. Therefore, similar to each agent’s definition of threshold of trust
and distrust, we propose definition of a threshold of recommendation tolerance
for each agent, which defines the maximal tolerance of agent for recommendation
bias (denoted in the following). The value of dif f reflects the accuracy of
recommendations, which needs to be normalized:

Then the recommendation reputation is updated as follows:

It can be seen that with false recommendation (i.e., negative diff), the RRep
tears down with time. In order to make it possible for a disreputable agent’s
RRep to improve, we supplement the equation with an update method when

is already below i.e., where
is an agent-defined reputation threshold value for being considered trustworthy
in service recommendation, and is a small positive value.

With our reputation evaluation as shown above, it is possible that an honest
recommender whose “taste” is very different from the evaluator agent (i.e.,

is mistaken as a dishonest agent. This does not affect our model’s
validity because those agents’ recommendations are of little value to agent
anyway. The power of our reputation system to deter inactivity lies in the dy-
namics of agents’ behavior (e.g., trustworthy agents become deceitful) . If an
agent never recommends (i.e., never exchanges reputation information with other
peers), its RRep will remain as ignorance. Although ignorance bears the value
of 0, it is highly possible that many agents are reluctant to exchange reputation
information with agents whose RRep bears the value of 0 (it is not considered
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trustworthy either way). If an inactive agent did recommend but stays lazy af-
ter, it is likely that its recommended agents change their behavior, which makes
its recommendation inaccurate and its RRep low. Therefore, the only way to
maintain decent RRep is to recommend actively and honestly.

Reputation Propagation

For every some period11, the recommendation manager tries to contact peers
– preferably the agents with good RRep – for reputation information exchange.
In the mean time, if a recommendation manager receives a recommendation ex-
change request from a peer, it will first check the requester’s RRep. The exchange
proceeds only if the requester’s RRep is above the agent-defined threshold value.

4 Reputation Mechanism Evaluation

In order to evaluate the effectiveness of our reputation mechanism to help agents
distinguish honest and dishonest agents, and interact with unfamiliar agents, we
carry out three sets of simulation tests.

Experiment Setting

Our experiment is set up with 100 agents including:

Agents A: it includes 30 agents which are trustworthy in both service provi-
sion and recommendation.
Agents B: it includes 30 agents which are trustworthy in service provision
but untrustworthy in recommendation.
Agents C: it includes 40 agents which are untrustworthy in both service
provision and recommendation.

1.

2.

3.

We track agents’ reputation in nRound rounds. For each round,
agents are randomly selected to interact with each other (before the interaction
happens, they evaluate each other’s SRep to decide whether to have the inter-
action); and agents are randomly picked to exchange recommendation
(similarly, they evaluate each other’s RRec to decide whether to exchange).

RRec vs. SRec

The first experiment aims to show the advantages of having separate rep-
utation for service provision and service recommendation. We set nRound =
100, nInt = 30, and set nRec to 5, 10, 15,..,50. We are interested in the num-
ber of resulting mistakes during the interactions. A mistake occurs when one
agent misjudges another agent and mistakenly interacts with an untrustworthy
agent or avoids a trustworthy agent. To simulate the openness of the network,
every agent evaluates another peer only by the recommendations obtained from

11 The length of period depends on the agent’s recent interactions. For example, if the
agent meets strangers frequently in the recent period, it implies that it has to rely
more on recommendations from peers. The need for reputation information from
peers becomes stronger and the length is decreased accordingly.
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its peers (otherwise most of the interactions are between agents who have en-
countered each other before). Figure 2 shows the different number of mistakes
occurred with or without using RRep in the last 50 rounds12.

We can see from the figure that, with increasing exchanges of reputation
information, mistakes are decreasing for both cases. However, mistakes are less
with the use of RRep, due to the impact of 30 agents (Agents B) which are honest
in service provision but deceitful in recommendation. And with full exchange of
reputation information (i.e., nRec=50, which means in each round, each agent
exchanges reputation information with another agent), the number of mistakes
decrease from 507 to 172 out of a total of 3000 interactions.

Fig. 2. Mistakes with and without RRep

Defense against Dynamic Behaviors

The second experiment aims to show the robustness of our reputation mech-
anism against dynamic behaviors of agents (e.g., some honest agents become
deceitful). It exhibits the power of our mechanism to incentivize active reputa-
tion information exchange.

nRound is set to 500. In order to simulate the behavior dynamics, it is set
that at round 50, agents B become honest in service recommendation and agents
A become inactive and do not exchange reputation information with peers. We
benchmark the average RRep of agents A, which indicates the trustworthiness in
service recommendation of agents A in the view of their peers. Figure 3 shows the
evolution of the average RReps of agents A when they are active and inactive.
Although the average RRep of agents A declines in both cases after agents B
change their behaviors at time 50, it can be seen that if agents A stay active
exchanging reputation information with other peers, their average RRep picks
up after some time; otherwise, their average RRep keeps dropping.

Defense against Dishonest Recommendation

The third experiment aims to show the robustness of our reputation mech-
anism against dishonest recommendations. It shows our mechanism’s capability
to incentivize honest recommendation.
12 In the initial phase, agents have no information of each other. Thus we only consider

the last 50 rounds when each agent has built up a knowledge base for reputation
evaluation.
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Fig. 3. Changes of RRep with active
and inactive without exchange

Fig. 4. Changes of RRep with higher
and lower trustworthiness of RRep

The experiment set includes 500 rounds (i.e., nRound = 500). At round 100,
agents B become trustworthy in service recommendation. Similar to the above
experiment set, we benchmark agents B’s average RRep. It can be seen from
Fig. 4 that agents B have established good service recommendation reputation
by round 300. Similarly, suppose at round 100, agents A become deceitful in
service recommendation (other agents stay unchanged). Figure 4 shows that the
average RRep of agents A falls below 0 by round 250. This proves the dynamics
of reputation in our model: reputable recommenders’ RReps tear down if they
recommend falsely and vice versa.

5 Related Work

Marsh [12] is among the first to present a formal trust model, incorporating
properties of trust from psychology and sociology. It is well-founded yet complex
model; it does not model reputation in the trust model. Mui, et al, [14] review
the existing work on reputation across diverse disciplines and give a typology of
reputation, classified by the source of reputation. Our reputation model incor-
porates two types of reputation: interaction derived reputation and propagated
reputation.

Many reputation systems do not differentiate the reputation of service pro-
vision and recommendation [3,20,5], or assume the truthfulness of recommenda-
tions [6]. Some systems allow only positive recommendations [6] or only negative
recommendations [5].

Abdul-Rahman and Hailes [21] present a trust model, incorporating direct
trust based on interaction experiences and recommender trust, which is similar
to our recommendation reputation. False recommendation are dealt by record-
ing the difference between the recommended value and the experienced value.
The difference is then applied to obtain a “true” value. The result is, however,
uncertain when the difference is not fixed but varied. Additionally, their work
does not provide incentives to give recommendations or punishment for those
giving false information.
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Pretty Good Privacy (PGP) [22] proposes a Web of Trust decentralized au-
thentication scheme, by associating a public key (i.e., a recommender) with its
trustworthiness of recommending name-public key binding. Agents can validate
an unknown name-public key binding, or peers’ credentials [23], through aggre-
gate trust of recommendation (e.g., if a binding is recommended by a completely
trusted key, it is considered valid). However, the degree of trustworthiness is
static and assigned by users subjectively. Thus, it does not apply to dynamic
scenarios. Reputation in our work evolves with behavior and time.

Jurca and Faltings [7] propose an incentive-compatible reputation system by
introducing special broker agents named R-agents, which sell reputation infor-
mation to and buy reputation information from agents. The payoff for an agent
selling reputation information to an R-agent depends on whether its provided
information coincides with the future reports on the same agent. The effective-
ness of the proposed mechanism lies greatly on the integrity of R-agents, which
assumely always exist in the system. In addition, collusion is not considered.
Our mechanism defends against both collusion and defame attack by associat-
ing a reputation with each agent’s recommendation behavior. Dishonest recom-
menders suffer low recommendation reputation, and thus their recommendations
are either excluded or considered very trivial (i.e., assigned a small weight).

6 Conclusion and Future Work

In this paper, we have presented an enhanced reputation mechanism for mobile
ad hoc networks by modeling reputation with two important dimensions, time
and context, and incorporating reputation formation, evolution and propagation.
Our scheme is distributed, effective and storage-saving without reliance on any
trustworthy party or centralized storage.

Besides looking into incentive counterpart in sociology and psychology, our
future work also includes a more formal analysis of context. As discussed, context
is a multiple-facet notion, and can depend on many factors, whether subjective
or objective.

We notice the problem of scalability issue with our approach. Although our
mechanism does take care of the storage problem, it may still overload nodes
given large distributed networks of tens of thousands of terminals. An intuitive
approach is to incorporate a caching scheme with some replacement algorithm.
However, discarding reputation information can be costly and requires careful
tradeoff consideration.

Like most reputation systems, another unaddressed issue is changing of iden-
tities. Most online reputation systems protect privacy and each agent’s identity
is normally a pseudonym. It causes problems because pseudonym can be changed
easily [3,10]. When a user ends up having a reputation lower than that of a new
comer, the user is tempted to discard her initial identity and start from the be-
ginning. This suggests the necessity of special treatments of new users. We plan
to incorporate defense against this kind of attack in our future work.
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Abstract. In this paper, we introduce a framework for providing incen-
tives for honest participation in global-scale distributed trust manage-
ment infrastructures. Our system can improve the quality of information
supplied by these systems by reducing free-riding and encouraging hon-
esty. Our approach is twofold: (1) we provide rewards for participants
that advertise their experiences to others, and (2) impose the credible
threat of halting the rewards, for a substantial amount of time, for partic-
ipants who consistently provide suspicious feedback. For this purpose we
develop an honesty metric which can indicate the accuracy of feedback.

1 Introduction

Peer-to-peer systems, on-line auction sites and public computing platforms often
employ trust management systems to allow users to share their experiences about
the performance of other users in such settings [1,2]. However, the success of these
trust management systems depends heavily on the willingness of users to provide
feedback. These systems have no mechanisms to encourage users to participate
by submitting honest information. Providing rewards is effective way to improve
feedback, according to the widely recognised principle in economics which states
that people respond to incentives.

Some of the most popular trust management systems in use currently operate
without the promise of rewards for providing feedback, such as the eBay auction
site or the used goods trading facility provided by the Amazon marketplace.
Our view is that under these conditions the users who participate in the trust
management scheme by submitting information about their interactions with
others are, in fact, pursuing “hidden” rewards, often with unwanted effects. For
instance, in the eBay case, there is strong empirical evidence to suggest that
buyers and sellers advertise positive feedback regarding each other, seeking to
increase in their reputation via mutual compliments [17]. In this case, the reward
implicitly offered by the system is the possibility of getting a positive review
about oneself.

Also, people who have had particularly bad experiences will be normally
more inclined to advertise their experiences as a form of revenge against the

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 63–77, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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user that did not provide the desired service. Such hidden rewards bias the
feedback system; users who have had average experiences with other users and
are not aiming at increasing their reputation or seeking revenge against a bad
service provider will have little reason to provide feedback. An explicit reward
system has the advantage of attracting those users across the board.

Moreover, in other settings with different parameters, such as public com-
puting environments, the inherent incentives for participation are very limited –
as discussed later in the paper. In such cases, a component that will provide ex-
plicit incentives for participants to submit feedback about their experiences with
others is crucial. However, incentives should not be provided for users that are
likely to be dishonest or submit information that has little relevance to reality.

In this paper we introduce Pinocchio; a system which rewards participants
that provide feedback that is likely to be accurate, while having mechanisms
for protecting itself against dishonest participants. In Section 2, we define the
environment in which Pinocchio is designed to operate. In Section 3, we describe
how it is possible to spot cheats and use this knowledge to influence participation,
and Section 5 summarises our conclusions.

2 Example Settings

To understand the operation of Pinocchio, it is important to set the scene in
which our system is designed to operate. We will state the general parameters
of the environment in which Pinocchio can fit, and then outline a few realistic
examples of such environments in the area of trust management architectures
operating with global public computing systems. The list of example settings is
by no means exhaustive; there are several other similar environments in which
our system could function.

2.1 Environmental Parameters

There is a group of participants that provide services to each other. Whether
these participants are organised as peers or as clients and servers makes little dif-
ference. The participants are tied to semi-permanent identities – their identities
can change but it is a costly operation and cannot happen very often. Obtaining
an identity is a result of a registration process they had to go through in order
to join the group. Participants are authenticated. We cannot make assumptions
about the duration of each interaction between participants, but we expect par-
ticipants to have a long-term presence in the system, even if they do not use the
services provided by other participants or provide services themselves.

Participants are owned and administered by a number of independent or-
ganisations, and therefore are autonomous, in the sense that there is no central
control or strict coordination on the services that these will provide. It can be
assumed that some authority has the ultimate right to eject a participant from
the platform in cases of serious offences, but the standard of service that each
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participant will deliver in each interaction is left to its discretion and coopera-
tiveness. Also, each participant can valuate the services that other participants
provide independently and subjectively, without any control on the correctness
of its opinion. We term such systems federated. We outline a few typical examples
of such systems in Section 2.2.

A number of analogies of federated systems can be drawn from the human
society; restaurants are administered by different people, provide very diverse
qualities of service, and there is little central control on the quality of the food
that they provide, apart from making sure that they comply with the basic
regulations of food hygiene. There is no control on how tasty the food will be,
or on the size of portions. Accordingly, there is no control on the opinions that
customers can voice. Each customer is allowed to express any opinion about any
restaurant, even if she has never visited it.

A trust management system, as described in Section 2.3, is in place to allow
participants to share their experiences about interactions with others – that is,
to support facility similar to gossipping in the human society. Pinocchio intends
to use opinions submitted by participants to the trust management system in
order to automatically reward users who report information that is likely to be
accurate.

2.2 Global Public Computing Systems

PlanetLab [16] is a global overlay network targeted to support the deployment
and evaluation of large-scale distributed applications and services. Resource
reservations – such as CPU time or memory space – are made through resource
brokers that provide the tickets that users can submit to the servers to obtain re-
sources. However, PlanetLab nodes are owned by several different organisations
and administered by an even larger number of people. Whether a ticket will be
honoured is in each node’s discretion. While most nodes will behave as expected,
some nodes may not honour slice reservations, and others may fail frequently.
It is not hard to see that all nodes may not provide the same level of service. A
similar setting is that of Grid computing systems [10].

The XenoServer Open Platform is building a global public infrastructure
for distributed computing developing [12]. Clients can deploy untrusted tasks
on servers that participate in the platform, and ultimately get charged for the
resources their tasks consume. Servers are again owned and administered by
a diverse set of organisational entities. The fact that users pay for the services
promised by the servers – clients and servers agree on the resources to be provided
by the server and the payment to be made by the user beforehand – makes the
need for encouraging accurate feedback even more compelling. Some servers may
overcharge clients or not deliver the expected service, and on the other side some
clients may refuse to pay or abuse the resources given to them.
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2.3 Distributed Trust Management

The overall experience of using the system can be improved if each participant
shares her experiences about aspects of the level of services provided by the
participants she interacts with. This is done by making quantitative statements
about the level of services received. For instance, participant A rates B as 70%
regarding property M.

Participants can share their experiences from interactions with other users by
subscribing to a trust management infrastructure that is in place. Participants
can make their opinions public by advertising them to the trust management
infrastructure in the form of statements, and obtain information about others’
opinions by querying the system. It is assumed that all supported queries have
fairly similar complexity. The trust management system can be imagined as a
pool, exporting unified interfaces for storing and retrieving statements.

A real-world system that follows the above properties is XenoTrust [9,8], the
system we are developing to allow reputation dissemination in the XenoServer
Open Platform. XenoTrust will act as a pool of statements, and export interfaces
for submitting statements and querying the system to retrieve and combine them.

We assume that the trust management infrastructure will be able to charge
for its services, in some sort of currency. One straightforward example where
this would be possible is the XenoServer Open Platform, which encompasses
charging and pricing mechanisms. Also, Grid computing projects have recently
launched research on providing such functionality [11].

One of the problems that we seek to address is the common free-riding prob-
lem experienced in most open infrastructures [3], where in this case free-riding
refers to the behaviour of participants who submit queries to the trust manage-
ment system but who do not contribute to the system’s knowledge base. The
usefulness and reliability of the trust management scheme itself depends heavily
on the amount of reputation feedback it receives from its participants. If few
participants choose to advertise reputation statements, information in it will
be significantly less accurate. Thus a policy that rewards active participation
benefits the system.

However, rewarding participation will also provide an incentive for providing
inaccurate information. Giving an honest account of a participant’s experience
takes more time than just feeding random reputation statements back to the
system. If both approaches result to the same reward, our incentive for active
participation becomes an incentive for inaccurate feedback.

To anticipate the above issues, we propose Pinocchio, a consultant component
that can be attached to trust management infrastructures, designated to provide
advice on who to reward, as shown in Figure 1, by applying an honesty metric
to spot dishonest advertisements.

3 The Pinocchio Framework

Our approach for improving the quality of information in the trust management
system is twofold; we encourage users to submit statements, reporting their
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Fig. 1. Pinocchio in the envisaged trust management context

experiences about their interactions with other users, by providing a reward for
each submitted statement. At the same time, to protect the reward system from
users who may submit inaccurate or random statements to obtain rewards we use
a probabilistic honesty metric to support spotting dishonest users and deprive
them of their rewards.

This metric allows weeding out dishonest providers of information, but its
main purpose is to prevent it, by the simple advertisement of its existence.
Assuming that agents act on self-interest, they will not cheat if perception of
risk of exposure and punishment for misbehaviour increases the cost of cheating
sufficiently so that it outweighs its benefit.

Section 3.1 establishes a pricing and reward model and Section 3.2 shows
how cheats can be detected.

3.1 Reward Model

Participants that have subscribed to the trust management scheme can adver-
tise their experiences – in the form of statements – and perform queries that
combine, weigh and retrieve statements, in order to obtain information about
others’ experiences. Each query will incur a fixed cost to the participant, as we
expect that the complexity of evaluating individual queries will not vary signifi-
cantly. To create incentives for participants to provide information regarding the
performance of others, the trust management system will provide a reward for
each statement submitted, provided that the user submitting it is deemed to be
honest.

The trust management system will set up a credit balance for each partic-
ipant, which will be credited with a reward for each statement advertised and
debited for each query made by that user. The trust management system can
set a maximum limit to the amount of credit given as rewards to a participant
per minute.

If a participant’s credit balance is positive, she can use it to get a discount on
queries she will make in the future. There is no way to cash the credit for money.
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Fig. 2. Honesty and dishonesty thresholds, and probationary period

While the credit provides a tangible incentive to users to participate and submit
information to the system, the system does not specifically reimburse the users
with monetary repayments. We believe that this feature makes attacks against
our system less attractive, as discussed in 3.3.

When Pinocchio determines, using the honesty metric described in the next
section, that a participant has been dishonest, the behaviour of the system
changes. If the honesty metric rises above a dishonesty threshold, then the trust
management system will be advised not to reward statements advertised by this
participant any more. If her behaviour reverses, with subsequent information
being regarded as honest, then once her nose length metric falls below an hon-
esty threshold and stays below that threshold until the probationary period is
completed, the system will resume accumulating credits for the client.

We consider it necessary to have hysteresis in setting the dishonesty and
honesty thresholds, as well as the adjustable probationary period, to ensure that
participants cannot oscillate, with small amplitude, around a single threshold for
their own gain. The probationary period can be doubled each time a participant
is estimated to be dishonest, to be long enough to discourage participants from
being dishonest several times, but not be too harsh and disappoint first-time
cheaters.

An example is shown in Figure 2, where a participant, initially rewarded for
every statement she provides, is deemed dishonest at point A. At that point the
system stops providing rewards. Once the participant’s nose length falls below
the honesty threshold – at point B –, she enters a first probationary period,
during which she has to remain honest in order to start receiving rewards again.
However, her nose length rises above the honesty threshold during that period.
Thus, after the end of the first probationary period she enters a second one
of double length, starting at point C. The participant is only considered honest
again at point D, after demonstrating honest behaviour for as long as the second
probationary period required.
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3.2 Honesty METRIC

The metric is based on an intuitive process used by human beings on an everyday
basis. To illustrate it, let’s introduce Joe. He has not tried out every single make
of automobile in the market, but he interacts with his friends and colleagues and
hears their opinions about the different brands. He builds in his head a first-level
probabilistic model that tells him how likely it is that someone will be pleased
by cars made by different brands. For instance, suppose most of the people he
interacts with like cars made by ABC and dislike cars made by DEF. If his
friend, Adam, buys an ABC and tells Joe he is disappointed, this surprises him,
as in his probabilistic model the chance of an ABC being considered low-quality
is low.

Joe makes similar intuitive estimates of probabilities for many different car
brands. On the basis of these, he also constructs a second-level probabilistic
model, built on top of the first, to judge the people he normally interacts with.
If Adam always gives Joe opinions that seem bizarre, such as valuing DEF as
great and ABC as poor, Joe may stop taking Adam’s opinions into account.
On the other extreme, there is Miss Sheep, whose opinions always agree with
the average opinion about everything. Again, Miss Sheep may lose Joe’s respect,
because he thinks she does not offer him any new or useful information. Joe finds
Mr Goody, who often follows the general opinion but sometimes contradicts it,
a useful source of advice.

This is an instinctive self-defence mechanism present in the way humans
operate, but not in existing trust management systems. Our approach follows the
intuitive process that Joe uses. We build a first-level model that maps opinions
to probabilities. In that model, “ABC is poor quality” would be mapped to low
probability. The second-level model will look at the history of a participant to
estimate how good he is at assessing car manufacturers in general, and whether
he may be dishonest – like Adam – or always following the stream – like Ms
Sheep. The translation of the very general observations of Joe’s behaviour into
mathematical models are detailed in the following section.

Our view is that augmenting trust management systems with a component
that will be able to suggest which users are worth rewarding is necessary, al-
though not sufficient, to improve the integrity of a trust management system.
The main goal of our metric is to protect the reward system against a very spe-
cific threat, which is users that take the easiest route to the reward – sending
random opinions instead of genuine ones.

Naturally, this threat may occur simultaneously with others; Pinocchio does
not intend to protect against conspiracies among participants or bad mouthing.
These could be addressed at the trust management system level or by other
external consultant components, and there already exist tools that can deal
with them, such as [7]. Such conspiracies are not expected to be affected by the
existence of a small reward for accurate information providing.

Mathematical Model. In this section, we propose a probabilistic model that
balances the need to get an accurate assessment of the honesty of information
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providers against limited computational resources. We devise an estimator of
the probability of each participant being dishonest.

Our model fundamentally treats the perceptions that participants have about
a certain subject as discrete random variables. A single interaction may give
rise to many different subjects for opinions – for instance, beauty, safety and
reliability of ABC cars or expediency of service and quality of product provided
by a server.

All of these subjects are collected in a set of random variables R. When a
user interacts with a participant X, she observes one sample from all random
variables associated with X – i.e. all of X’s properties. The user then reports the
observed values for each of those random variables, by assigning scores to each
property of X.

After collecting a sizable number of observations of each element of R, we
fit a probability distribution to each of them. As in Bayesian theory, if we have
little information about a variable – because few opinions have been collected
about a certain subject –, the distribution will be closer to uniform and will
have less weight in our final metric. The collection of the assumed probability
distributions for all of our random variables forms a database that will be used
to check on each user’s credibility.

We introduce a new set S of random variables, whose elements are

where stands for estimated probability. This is the probability that a score
about property of user is accurate.

For example, suppose user Bob assigns a score of 0.9 to the performance of
user X. Pinocchio will consult the estimate of the probability distribution for
the performance of user X, and get an estimate of the probability for a score of
0.9, say 10% probability. So ln(0.10) would be one instantiation, associated with
Bob, of

At this point we have two values associated with Bob and the “performance
of x” subject. The first one is the grade given by Bob, 0.9. The other one is the
log-probability – ln(0.10) – with which a score of 0.9 would be reported for X’s
performance. We are interested in the second value. For every opinion expressed
by Bob, we’ll have such a log-probability.

The data associated with Bob is limited to a small subset of S, as he quite
likely did not provide information on every single participant in the system. So
we define a subset of S, of all elements of S instantiated by Bob. We can
further cut this set down by excluding elements of B where data is very sparse,
such as where few users have expressed opinions about a particular participant.

Let us assume for the moment that all the variables in B are independent.
We can then sum all of them to get a new random variable:
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This is the log of the probability that our model assigns to a user submitting a
particular set of statements about the participants and properties in B. A natu-
ral intuition would be to say that the higher the probability our R-distributions
assign to Bob’s statements, the stronger the evidence for these being true obser-
vations from our random variables. We would then choose as our estimator.

This is not the best estimator, though. In an intuitive way, a typical honest
user, when voicing his opinion about several properties of several participants,
will in many cases be close to the average opinion in the community, and some-
times far from it. So this naive method would heavily punish honest users that
frequently happen to disagree with the community.

Because is defined as a sum of random variables, we know from the Cen-
tral Limit Theorem 1 that if the set B is large enough, it will have a distribution
close to Gaussian. So we can proceed to estimate its mean and variance via,
for instance, Monte Carlo sampling. Our estimator for the honesty of the user,
Bob’s Noselength statements would be then how much the observed instance of

deviates from its mean, in terms of standard deviations:
where

and are our estimates for mean and standard deviations of and
is the observed sample.

An attentive reader could accuse us of an apparent contradiction. How can
our most likely sequences, the ones with a high score, be somehow con-
sidered less probable by Nose length? For exposition, let us imagine that in a
foreign country, on every single day there is a 10% probability of raining. Every
day Bob observes if it rained or not and take notes over a year. The single most
likely sequence of events is no rain at all. But the expected number of days of
rain is 365 × 0.1 = 36.5, and a report of zeros days of rain in the whole year
would be very suspicious. In our analogy, a “rainy day” would correspond to
some statement that is given a low R-probability and we would prefer to see
Bob reporting roughly “36.5 rainy days” rather than zero.

Simulation. To illustrate this idea, we created 20 discrete random variables
with random probability distributions to simulate the behaviour of the variables
in set B. We simulated 50 thousand different users, all of them giving a set
of 20 opinions, according to our underlying probability distributions. Using our
previous knowledge of the distributions, we computed Nose length. Figure 3
shows that our simulated Noselength behaves like a Gaussian random variable.

In the figure, we show the nose lengths corresponding to sets of statements
made by honest users, produced from the true R distributions. The nose lengths
of these users cluster together very close to the average (zero), and all of them
within a small number of standard deviations from the mean, varying between
minus seven and plus three.

¹ Although the random variables are not identically distributed, the CLT still applies
as they are bounded (see for instance [5] )
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Fig. 3. Simulation of the behaviour of Noselength. The circles are a histogram obtained
by Monte Carlo sampling. The continuous line is a Gaussian fitted to it. Points to the
right of the x axis are those with high probability according to the R variables

Points to the right of the cluster of circles shown in the figure – deviation
from the mean more than plus three – would correspond to sets of statements

where every single statement is very close to the mean of the other users
opinion – behaviour similar to Miss Sheep’s. After a certain point, our estimator
judges them “too good to be true”.

The nose lengths of users whose sets of statements were generated without
regard to the true distributions would be larger than seven, and fall way to
the left of the circles, This would correspond to “lazy” users that try to obtain
the reward by submitting random numbers instead of their true opinions. We
simulated these users by assuming a uniform distribution of answers – that
they users would be as likely to attribute a “1” as a “10” to any property. In
50 thousand simulations, every time the “dishonest” answers got Nose length
values between 50 and 300, totally disjoint from the “honest” set. But these are
overly optimistic results due to the fact that our R distributions are known and
include some regions of very low probability.

Discussion. The accepted sets of statements cluster together in a small area of
the range of completely random responses would be unlikely to fall in this
area, and to successfully emulate an acceptable sequence. If we knew the true
distributions and the malicious user did not, this probability in most cases – if
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the true distributions are distant from a uniform distribution – would be very
small.

As we do not have access to the true probability distributions, we expect to
use a Maximum Likelihood estimator of these distributions. Any such estima-
tor will have wide error bars if data is sparse, so we propose only including in
set B distributions with a sizable amount of data. Conversely, we cannot judge
Bob before he provides a reasonable amount of information on several partici-
pants/criteria. And because our data is highly subjective, we propose using the
estimator described above to cut off information from users only after a relatively
high threshold, so that people with unusual opinions aren’t punished.

An alternative to this estimator would be to estimate the probability distri-
bution of directly from Monte Carlo methods or by using convolution over
the individual R distributions. The former would have to involve careful line
fitting in zones of low probability and the later would have to follow a sensible
approach of quantising over some common x-axis.

We assumed earlier that all properties give rise to independent distributions,
but in some cases this may not be so. The same ideas still hold, with the difference
that a joint probability distribution for those two would be computed and its
log incorporated in the sum of logs

An additional limitation is the fact the data available is very subjective,
because the same performance can lead to different evaluations from different
participants.

Regarding a practical implementation of our model, small adjustments may
easily be made, depending on the requirements of the particular setting; for
instance, in a fast changing environment ageing of feedback should be used.

3.3 Statement Engineering

One can anticipate that some participants may try to deceive the system by
submitting statements that appear to be honest but are not accurate, just to
accumulate credit by collecting rewards. Is there something to prevent a par-
ticipant from querying the system to find the current views of others on Bob’s
performance, and then issue statements that are consistent with that view? Al-
ternatively, suppose that a participant asks the system about ABC cars’ relia-
bility. The participant is told that the average reliability rating is 90%. If she
buys an ABC car that turns out to be broken, why should she report what she
sees rather than just 90%?

That is exactly the behaviour that the system is designed to detect. Honest
participants will normally agree with others but sometimes disagree, and – as
shown in the previous section – our estimator takes that into account. If a par-
ticipant’s opinions are always consistent with the average – possibly as a result
of him querying the system and then submitting an opinion based on the result
–, our estimator will mark her as dishonest.

Other users may try to maximise their rewards by being as close to dishonest
as possible, but without crossing the threshold, thus submitting as few honest
statements as possible to remain marginally not dishonest. For instance, one
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may find that for every three honest statements she submits she can add another
seven random ones without her nose length crossing the dishonesty threshold.
However, participants do not have access to their nose length or to the algorithm
based on which it is computed, or even to the thresholds themselves – these are
all held in Pinocchio. No immediate information about how close or far they are
from being regarded as dishonest is available to them.

Although it may be theoretically feasible to build intelligent software that
will learn the behaviour of Pinocchio through a lengthy trial and error process –
for instance, by incrementing the proportion of random statements until found
dishonest, and repeating several times –, we believe that the cost of such an at-
tack would significantly outweigh its potential benefit. The probationary period
is doubled every time a participant is found to be dishonest, so after a few errors
the punishment for each new error will be heavy. Also, as the value of the nose
length for a participant depends not only on the opinions of that participant,
but on the opinions of other participants as well, the system’s behaviour may be
less predictable.

At the same time, the system does not provide any monetary payments to
the users. Rewards can only be cashed for discounts on future queries, and users
who are not genuinely interested in obtaining useful information from the system
– and more likely to be interested in obtaining short-term benefits by attacking
it – will probably not be very interested in non-monetary rewards.

4 Research Context

To devise a viable rewards model we studied examples present in existing dis-
tributed systems [4,1,2] and auction sites, such as the amazon.co.uk marketplace
and eBay.

Providing incentives for participation is a fairly general research avenue, not
necessarily coupled with trust management. Recent studies have focused on pro-
viding incentives for cooperation between nodes in wireless ad hoc networks [6],
rewarding users who participate in ad hoc routing by allowing them to generate
more traffic.

Existing trust management systems operate mainly in three categories of
settings: traditional anonymous and pseudonymous peer to peer systems, on-line
auction systems and platforms for public distributed computing.

Peer to peer systems. In traditional peer to peer systems, free-riding is widely
observed [13,3], as the fact that participants are anonymous or pseudonymous,
and in any case not tied to a real-world identity, operates as a disincentive for
active participation. While trust management systems for peer to peer infras-
tructures have been devised [14], we expect that similar free-riding behaviour
would be observed in these systems as well. Users may try to obtain as much
information as they can about others, without submitting any new information
themselves. Users can escape bad reputations by creating new identities, and
also operations are very frequent, therefore providing performance ratings for
each one can be significant hassle for a user.
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On-line auction sites. Auction systems differ considerably; participants in
auction systems have semi-permanent identities, as they are usually somehow
tied to a real-world identity – for instance, a credit card. This means that they
are not indefinitely able to escape bad reputations easily by creating new iden-
tities. Participants care about their reputations more because these are more
permanent, and often submit positive feedback about others because they ex-
pect reciprocity [15]. The incentive for submitting negative feedback is often a
feeling of revenge.

Transactions in auction systems happen in much longer timescales than in
peer to peer systems. A purchase of an item can take a few days until it is
delivered, while an average download would rarely take more than a few hours.
Also, interactions in on-line auction sites happen a lot less frequently; users
download files from KaZaA much more often than buying a sandwich maker
from eBay. Moreover, the process of purchasing items from auction systems is
highly manual, and participants are identifiable. The overall relative overhead
of rating a seller in eBay and similar environments is significantly smaller than
the one for rating a KaZaA node after a file download.

Additionally, the difference between the level of service that a user expects
and the level of service that she actually gets after an interaction plays a signif-
icant role in her decision to provide feedback or not. On-line auction sites are
inherently risky environments, and clients normally are aware of the risks and
are prepared to receive bad service. When the service turns up to be better than
expected – which happens often because expectations are low –, clients provide
feedback. Clients would provide feedback even for average service, just because
it is far better than what they had expected. This provides another insight to
why eBay users provide feedback so often.

We believe that the high participation observed in the eBay ratings scheme
as [17] can be explained by the reasons mentioned above. Semi-permanent repu-
tations lead to reciprocal behaviour, submitting opinions incurs a much smaller
overhead, and clients are happy enough about an interaction to report it more
often, as the level of their expectations is low.

Public computing systems. We have outlined some public computing set-
tings in Section 2.2. Participants – peers, or users and servers – are identifiable,
and their identities are not subject to very frequent changes. In public comput-
ing systems, as in on-line auction sites, users and servers are registered with
an infrastructural authority, and this registration often requires binding them
with real, legal identities or other forms of semi-permanent identification – for
instance, credit cards.

In public computing systems, users take good service for granted. Computing
resources are regarded as a utility by the users, and the expectations are bound
to be high. An analogy can be drawn with other utilities; customers would expect
to have electricity at home at any time and electricity providers always expect
that customers will pay. The customer will almost exclusively report negative
experiences and vary rarely positive ones. In another example, how often does a
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regular guest of high-end hotels provide spontaneous positive comments about
the experienced quality of service unless it fails to meet his expectations?

One of the consequences is that trust management systems for public com-
puting platforms can not rely on the high participation observed in the eBay
ratings scheme and expect spontaneous feedback and Pollyanna-style behaviour.
Quite the contrary, as interactions happen frequently and in short timescales –
as in peer to peer systems – and the level of expectations is high. There are few
inherent incentives for participants to submit feedback. We believe that devising
a system to provide explicit incentives for honest participation is crucial for the
quality of information held in the trust management system.

5 Conclusion

In this paper we have examined a system for providing incentives for active
and honest participation of components in trust management schemes. We pro-
pose Pinocchio, a module that has an advisory role, complementary to trust
management systems. We suggest rewarding the publication of information and
charging for the retrieval, and show that it is possible to provide a credible threat
of spotting dishonest behaviour.

Pinocchio is a system that is general enough to co-operate with a large num-
ber of trust management schemes in advising when feedback should be rewarded.
We have focused more on trust management settings operating in global pub-
lic computing, but our techniques are generic enough to be applied in other
environments.

As an initial experimental setting, we envisage implementing and evaluat-
ing Pinocchio as a consultant component attached to XenoTrust [8], the trust
management architecture we are developing in the context of our global public
computing project, the XenoServer Open Platform [12].
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Abstract. This paper tackles the following problem: how to decide
whether data are trustworthy when their originator wants to remain
anonymous? More and more documents are available digitally and it is
necessary to have information about their author in order to evaluate
the accuracy of those data. Digital signatures and identity certificates
are generally used for this purpose. However, trust is not always about
identity. In addition authors often want to remain anonymous in order to
protect their privacy. This makes common signature schemes unsuitable.
We suggest an extension of group signatures where some anonymous per-
son can sign a document as a friend of Alice, as a French citizen, or as
someone that was in Paris in December, without revealing any identity.
We refer to such scheme as history-based signatures.

1 Introduction

Verifying the reliability of a piece of information without revealing the identity
of its source is becoming an important privacy requirement. Anybody can easily
broadcast inaccurate or even deliberately deceptive information like in the case
of what is referred as urban legends or hoaxes. Author authentication thanks to
the signature of that very document seems a natural way to check whether the
author can be trusted and thus to determine whether the document is accurate
or misleading. Furthermore, protecting the privacy of signers is necessary. When
people are exchanging ideas in a public forum, anonymity may be a require-
ment in order to be able to state some disturbing fact or even simply not to be
traced based on their opinions. When users have a way to attach comments to
surrounding physical objects [10] (e.g. painting in a museum) the chance that
statistics be made on their interests might simply refrain them from commenting
at all.
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There are number of cases like pervasive computing or ad-hoc networks in
which infrastructure is lacking: neither a public key infrastructure nor a web
of trust is available which renders identity-based authentication impossible [13].
Even with an infrastructure, authenticating the author is often not sufficient and
more information on the context, in which the document was created, is required.
For instance, beginning of this year the mass media announced that a senior
radio reporter in Swaziland pretending to be reporting live from the war front in
Iraq had never left his country and was broadcasting from a broom closet. This
case shows that the context (being in some place) is sometimes more important
than the role or the identity of the author (being who he pretends to be). Group
signature schemes [5] make one step forward towards such new requirements
by assuring the anonymity of the signer when revealing some information on
his relationships, i.e. group membership. This paper extends this concept using
attributes embedded within each signature in order to enable the evaluation of
trust information on any signed document without revealing the identity of the
author.

Various attributes can be relevant to evaluate trust. When some clear hier-
archy exists among entities, a public key infrastructure [8] is sufficient to define
trust relationships. A web of trust [9] allows non-hierarchical trust relations sim-
ilar to those formed in human communities. However, using a model based on
human notions of trust is not straightforward. Three main sources of information
are generally proposed to evaluate trust [7]: personal observations of the entity’s
behavior, recommendations from trusted third parties, and reputation of an en-
tity. However, other sources of information exist: sometimes, the physical context
is also taken into account in the trust evaluation [14,11]. In a simple example,
any person present in a room can be authorized to turn on the light. In this
paper, we add the notion of proof of context, which certifies that some entity
has been to some location at some time. It provides evidence for trustworthiness
based on contextual parameters such as location and history.

This paper suggests a new signature scheme that takes those sources of trust
into account. The scheme ensures anonymity and untraceability of signers. When
signing, authors choose which part of their history will be shown to readers. For
instance, a report relating some event can be signed by an employee who was
there when this event occurred; an e-mail can be signed by an inhabitant of a
given district of a town; or an article could be signed by a member of a trade
union who attended a given demonstration. Like this, the signature is not based
anymore on the identity of the signer but rather on his history. Such a history is
defined as a set of the context (time and location), group memberships (reporter,
trade unionist), and recommendations (defined by Bob as a trusted party). The
signer chooses the degree of accuracy of the details he wants to disclose, e.g.
someone that can prove that he was in Paris on the of January could
choose to sign a document as someone who was in France in January.

The remaining of the paper is organized as follows: section 2 presents the
requirements and some related work. Section 3 describes the group signature
scheme that is modified in Section 4 to define a history-based signature scheme.
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Section 5 introduces a mechanism to code context and relation so that these can
only be modified in a controlled way. Finally, Section 6 evaluates the security of
this scheme.

2 Problem Statement

This section gives an overview of the interactions necessary to build a provable
history and to use this for history-based signatures. Related work is discussed
with respect to the feasibility of a provable history scheme.

2.1 Principle

Users anonymously collect evidence of their activity and store it as a provable
history. In Figure 1, a user gets a proof that he has been at a location. To ensure
non-transferability of evidences, they are implemented as credentials attached to
a valuable secret. Credentials can define group membership, location-and-time
stamps, recommendations, etc.

Fig. 1. Getting history items

When signing a document, the author chooses some credentials in his history,
modifies them, and signs the document with those credentials. In Figure 2, a user
is able to prove that he was at a location at time that he is said reliable by
some entity Z, that he is a member of group G, and that he has a given name
and address (electronic id card). He chooses to sign the document as someone
that was at location at time The signature does not reveal more information
on the signer and it is even not possible to link two signatures of the same signer.
To ensure untraceability, it is necessary to avoid being too precise: it is indeed
easier to identify a person that signed as having been in a given room at a precise
time than to recognize this person based on the knowledge that he was in the
building at some time.

Credentials have to fulfill the following requirements to build a provable yet
anonymous history:
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Fig. 2. History-based signature

Non-transferability: credentials can only be used by the owner of some valu-
able secret (equivalent to the private key in public key infrastructures). This
secret is critical and thus will not be transferred to another entity. As a
result, credentials cannot be transferred.
Anonymity: use of history-based credentials should not reveal the identity
of the author.
Untraceability: it is not possible to link different documents signed by a same
person even when the same credential is used.

2.2 Related Work

Some existing work [4,2] already allow for privacy-preserving attribute verifica-
tion. However, the target of those works is anonymous attribute certificates and
untraceable access control. Credentials defined in [4] rely on pseudonyms and
thus it is necessary to know the verifier before starting the challenge-response
protocol. Credentials defined in [2] do not ensure non-transferability and have
to be used only once to ensure untraceability. The one-time property of these
credentials also does not suit multiple interactions as required by our scenario.

Using information on the user’s context to evaluate trust or define rights is
not new: [6] proposes a generalization of the role-based access control paradigm
taking into account contextual information. Location verification techniques
range from ultrasound-based challenge response [14] to distance bounding pro-
tocols [3], which forbid Mafia fraud attacks and thus defeat collusion of insiders.
In this paper we assume that the location stamper implements one of those
techniques to verify the presence of entities before delivering a proof of location.

3 Basic Mechanisms

This section presents the first group signature of Camenisch [5] that will be
modified in the sequel of this paper in order to define a history-based signature
scheme.

We define the following elements: where and are two large primes;
is a ring of integers modulo

is a multiplicative group; is a cyclic group of order
is a generator of this group G; is an element of the multiplicative

group; and is a security parameter (see [5] for more details).
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3.1 Interactive Proof of Knowledge

A proof of knowledge (PK) allows an entity to prove the knowledge of some
secret without revealing this secret. For instance, the prover P claims to know
the double discrete logarithm of to the bases and The verifier V tests if
P indeed knows This is denoted

P sends a witness to where is a random value and V returns
a random challenge bit Finally P sends a response (if
or (if The verifier checks that

This protocol has to be run times where is a security parameter.

3.2 Signature Based on a Proof of Knowledge

A signature based on a proof of knowledge (or signature of knowledge) of a
double discrete logarithm of to the bases and on message with security
parameter is denoted It is a non-interactive version of
the protocol depicted in Section 3.1. The signature is an tuple
satisfying the equation:

It is computed as following:

1.
2.

3.

3.3 Camenisch’s Group Signature

The group signature scheme in [5] is based on two signatures of knowledge:
one that proves the signer knows some secret and another one that proves this
secret is certified by the group manager. The scheme relies on the hardness
of computing discrete logarithm, double discrete logarithm and root of the
discrete logarithm.

The public key of a group is where is chosen so that
where The private key of the manager is

where  When Alice joins the group, i.e. becomes a member,
she uses her secret to compute a membership key where
and A sends to the group manager, proves that she knows and
receives a group certificate  corresponding to her secret In order

For generate random
Set and compute

Set
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to sign a message A chooses and computes
and two signatures:

is a signature of knowledge of a double discrete logarithm that can be
computed when knowing some secret Similarly, is a signature of knowledge
of an root of the discrete logarithm that can be computed using the certificate

The group signature of message is
The verifier checks that and are valid signatures of Both signatures

together mean that and thus The
verifier knows that the signer holds a certified secret However, the verifier
cannot get any information on In other words, the identity of the signer is
preserved: this is a group signature.

4 Solution: History-Based Signature Scheme

History-based signature is an extension of the group signature scheme described
in Section 3. Alice (A) is the signer. She collects some credentials to subsequently
prove some history. For instance, A holds credentials to prove that she has been
in some place. When A is traveling or visiting partners, she collects location
stamps. A has credentials to prove some membership, e.g. employee of a company,
member of ieee computer society, partner of some project, member of a golf club,
citizen of some state, client of some bank, customer of some airline. A can show
some recommendations: when she collaborates with other entities, she receives
credentials. All those credentials define her provable history. Each credential can
be used as a proof during a challenge-response protocol or as an attribute of a
signature.

4.1 Certification by a CA or Group Manager

To initiate the system, each entity has to get some certificate proving that he/she
has a valid secret, i.e. a secret linked to his/her identity. This part is similar to
the join protocol of the Camenisch’s scheme. However, we use a modified version
because a coalition attack exists against the initial scheme [1,12].

In Table 1, A generates some secret with the help of a CA or group manager
B. Moreover, A receives a certificate on this secret
Now, A is certified and can act anonymously as a member of group or as an entity
certified by a given CA in order to get credentials and build a provable history.

4.2 Obtaining Context Proofs or Recommendations

Once certified, A can visit different entities that will provide proofs of location,
proofs of interaction, recommendations, etc. A provable history is a set of such
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proofs. Table 2 shows how A can get a credential from C. The identity of A
is not known but C verifies that this entity is certified by some known CA
or Group manager. It is always necessary to have some trust relationship with
previous signers when providing credentials or when verifying history. In this
example, C has to trust B otherwise the previous protocol has to be done once
more. However, when an entity D needs to verify the signature of A on some
document, D only has to know C.

Two proofs of knowledge are done in step 2.3). The first one proves that
is based on some secret. The second shows that this secret has been certified by
B. Indeed, and thus It means
that A knows that is a certification of which is also the discrete
logarithm of to the base In other words, has been computed from the
same secret

In step 2.4) A receives a new credential from C
that will be used to prove some history. as well as are elements of
prevents the transferability of credentials, and is different for each credential to
forbid a user from combining multiple credentials (see Section 6). The attribute
value, be it a location or a recommendation, is defined using a technique that
comes from electronic cash: where S is a set that defines the
amount or any attribute. Construction of is given in Section 5. Two other
credentials can be provided: is a certification of the
secret that can replace To avoid a potential attack (see Section 6), we
add
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4.3 Using History for Signing

This section shows how Alice can sign a document as the holder of a set of
credentials. A knows a secret the certification of this secret and
some credential that is part of her history Using these credentials, she
can compute a signature on some message A generates a random number

and computes:

The signature of message is The
signatures of knowledge and prove that the signer knows

 The signatures of knowledge and prove that
the signer knows  To avoid some potential attack
(see Section 6), we added to prove the knowledge of and
prove that was generated by

When credentials from different entities (e.g. B and C) have to be used
together, it is necessary that A generate a random number and
compute and and are modified as follows:
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and prove that the signer knows
and proves that and are linked to the same secret

is a signature based on a proof of equality of two double dis-
crete logarithms (see Appendix A). The new signature of message is

5 Encoding Attribute Values

In Section 4, the user receives and signs with to hide part of the
attributes when signing. This section presents a flexible mechanism for atteibute
encoding that allows the user to choose the granularity of attributes.

A straightforward solution to define attributes with various levels of granu-
larity would be based on multiple credentials. For instance, a location stamper
would provide credentials defining room, building, quarter, town, state, etc. The
holder would thus be able to choose the granularity of the proof of location. Un-
fortunately, this requires too much credentials when transversal attributes have
different granularities (longitude, latitude, time, etc.).

5.1 Principle

Each authority that delivers certificates (time stamper, location stamper, group
manager, etc.) has a public key: a RSA modulo and a set of small primes

where The meaning of each
is public as well. Each authority also has a private key: and
where and

A signature where S is a set and
can then be transformed into a signature where

is a subset of S and The the attribute value is coded as a set
S corresponding to its bits equal to one. This signature based on set S can be
reduced to any subset

Thus, an entity that received some credential is able to compute
and to sign a document with this new credential.

This technique ensures that part of the signed attributes can be modified.
For instance, the attribute value is equivalent to the binary string

and can be encoded as S = {4,3,1}, i.e. and bits set to
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one. Knowing the following transfor-
mations are possible: and thus

Any bit equal to one can be replaced by a zero (by
using but any bit equal to zero cannot be replaced by a one (because is
private).

5.2 Possible Codes

Choosing different ways to encode data enables to define which transformations
of the attribute values are authorized:

more-or-equal: values are encoded so that they can only be reduced. For
instance, Because bits equal to one can
be replaced by zeros, it can be transformed into
less-or-equal: values are encoded so that they can only be increased. For
instance, It can be transformed into

unary more-or-equal: the problem with binary encoding is that they cannot
be reduced to any value. For instance, can be shown as 7, 6, 5, 4, 3,
2, 1, or 0 but can only be shown as 6, 4, 2, or 0. This limitation can
be solved by using a binary representation of unary:

can be shown as The
overhead is important bits data is encoded with bits) and thus unary
has to be restricted to small values.
unary less-or-equal: unary representation a similar approach can be used for
less-or-equal too: can be trans-
formed in
frozen: values are encoded so that they cannot be changed. In this case, the
number of bits have to be larger: bits becomes bits. For
instance, The
checksum represents the number of bits equal to zero, any modification
of the value increase the number of zero but the checksum can only be
decreased. It is not possible to change frozen values.
blocks: data are cut into blocks. Each block is encoded with one of the pre-
vious schemes.

5.3 Example: Location-and-Time Stamper

This section describes how the previous encoding schemes can be used. Let us
define a location and time stamper (LTS) that certifies that some entity has
been in a given place at a given time. The proof can be provided by a cell-
phone operator that locates subscribers, by a beacon in a building, or even by
using some distance bounding protocol. A LTS can define logical location (e.g.
continent, country, department, town, quarter, building, room) or geographic
location (longitude, latitude). We only focus on the latter case because it does
not require the definition of a complex data structure.
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A location-and-time stamper company can deploy a network of public ter-
minals and sensors. When Alice plugs her smart card in a terminal or when
she passes a wireless sensor, she receives a location-and-time stamp with the
following attributes: time (UTC, date) and location (latitude, longitude). Table
3 shows an example of the attributes that could be delivered by some LTS in
Eurecom Institute.

It can be represented by four attributes [180432, 24112003, 436265,
-0070470] that can be divided into frozen blocks:

the meaning of each block is publicly known: LTS de-
fines his public key as and a set of For instance, is the least significant bit
of the time in seconds (0-59 : 6 bits), is the most significant bit of the time
in seconds, is the LSB of checksum of time in seconds, etc. If a location and
time stamper provides the following credential to Alice:

she can sign a document
with a subset of this credential.

i.e. the document is
signed by someone that was in the building someday around six o’clock. Or

i.e. someone who was in
the South of France the of November.

Hidden attributes are different than zero values Indeed, XXX  is
represented as and is not equal to 000 that is defined as Thus
it is not possible to convert 09:08:30 into 09:00:30. The only way to suppress
minutes is to remove seconds as well: 09:XX:XX. This value does not mean that
some action occurred at nine o’clock but that it occurred between nine and ten
o’clock.

Similarly, a company can qualify customers as Platinum, Gold, or Silver; a
state can provide digital Id cards to citizen to certify gender, name; a company
can provide credentials that define role, access rights; and a partner can define
recommendations. In all those cases, the ability of selecting which attribute is
displayed is very important to protect privacy when enabling trust evaluation.
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6 Security Evaluation

The security of the scheme is based on the assumptions that the discrete loga-
rithm, the double discrete logarithm and the roots of discrete logarithm problems
are hard. In addition it is based on the security of Schnorr and RSA signature
schemes and on the additional assumption of [5] that computing membership
certificates is hard.

Our proposal is based on the group signature scheme of [5], whose join pro-
tocol is subject to a collusion attack [1]. Modifications suggested in [12] and
that prevent this attack have been taken into account (see Table 1). Even with
this modification, there is no proof that the scheme is secure. The security does,
however, rest on a well-defined number-theoretic conjecture.

6.1 Unforgeability of Signature

The signature produced by the above protocol is not forgeable. Specifically, only
an entity having received a given credential could have issued this signature.
This holds because, in the random oracle model, proves that the signer
knows his secret, proves that the signer knows a credential’s secret, and

proves that the signer knows a credential corresponding to both secrets.
That is, and respectively show that

and therefore:

Whereby integers and are known by the signer. On the other hand,
proves that

for some    that the signer knows. Under the hardness assumption on the unforge-
ability of credentials, this can only happen if the signer received a credential.

6.2 Unforgeability and Integrity of Credentials

In order to code attribute values, a set of different and are used with
the same modulo However, the common modulus attack does not apply here
because each is kept secret and each modulo is known by a single entity
as with the standard RSA. Because there are multiple valid signatures for a
given message, this scheme seems to make easier brute force attacks that aim at
creating a valid signature for a given message: an attacker can choose a message

and a random and compute a signature  If and
are defined for there are valid The probability



90 L. Bussard, R. Molva, and Y. Roudier

that a random be acceptable is times higher than with standard RSA
where However, even if the number of possible signatures for a given
message increases, it is necessary to find out the set S corresponding to the
randomly chosen signature. In other words, the attacker has to test whether

There are possible sets to check and
thus the security of this scheme is equivalent to RSA.

In some cases, the signature scheme can allow combining attributes of two
credentials in order to create a new one: naive credentials and

could be used to create where If states that
Alice was present from 8 a.m. to 10 a.m. and states that she was present from
4 p.m. to 6 p.m., it is necessary to forbid that Alice could create a stating
that she was present from 8 a.m. to 6 p.m. To avoid this attack, a unique secret
is associated to each credential. Hence cannot be combined with

6.3 Non-transferability of History

Even when the signature of a message cannot be forged, a desirable goal is
to be able to assure that it is not possible to find another message with the
same signature. Violation of this property with our protocol would require the
generation of two pairs and so that In order
to prevent transferability based on such generation of equivalent pairs,
and were included in the protocol. Computing from a credential
based on would thus require computing which is
equivalent to solving the discrete logarithm problem. Our protocol thus assures
that the credential received as a proof of context or as a recommendation cannot
be transferred. A proof that the generation of equivalent pairs is equivalent to a
difficult problem (e.g. the discrete logarithm problem) would allow for important
simplifications of the history-based signature scheme.

7 Conclusions and Future Work

This paper introduces a history-based signature scheme that makes it possible
to sign data with one’s history. In this scheme, signers collect credentials (proof
of location, recommendation, etc.) in order to build a provable history. This
scheme preserves the privacy of authors and makes a large variety of attributes
possible for defining trust: recommendations, contextual proofs, reputation, and
even hierarchical relationships.

This scheme can be useful in different situations. For instance, any visitor
of a pervasive computing museum could be allowed to attach digital comments
to painting and to read comments of previous visitors. Notes could be signed
by an art critic that visited the museum one week ago. In this example, we
assume that the critic received some credential to prove that he is an expert
(e.g. electronic diploma when completing study) and that he can prove that he
visited the gallery. Each visitor will filter the numerous notes according to some
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parameters defining trustworthiness, i.e. art critic, location, or recommended by
the museum. The authors of note have a guarantee that they cannot be traced.
In another situation, the signature of an article written by a journalist could
require one credential to prove that the author was where the event occurred
and another credential to prove that he is a reporter.

There are two main limitations to this scheme. First, it is well-known that
signatures based on the proof of knowledge of a double discrete logarithm are
not efficient in terms of computational complexity. It could be interesting to
study other approaches to define more efficient history-based signatures. Second,
the deployment of the scheme is easy when some authorities (CA, TTP, group
manager, LTS, etc.) provide proofs of context and recommendations and some
users collect those credentials in order to sign. Peer-to-peer frameworks where
each entity acts as a signer and as a credential provider would require the binding
of members’ secrets with the group manager’s keys.
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A Signature Based on a Proof of Equality of Double
Discrete Logarithms

Section 4.3 uses a signature based on a proof of equality of two double discrete
logarithms(SPKEQLOGLOG).

where is a security parameter. The signature is an tuple
satisfying the equation

where

The signature can be computed as following:

1.

2.
3.

4.

For generate random where

For for set
Compute

Set

The verification works as following:

if

if

It is not possible to reduce modulo because the order of is
different than the order of
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Abstract. Both privacy and trust relate to knowledge about an entity. However,
there is an inherent conflict between trust and privacy: the more knowledge a
first entity knows about a second entity, the more accurate should be the
trustworthiness assessment; the more knowledge is known about this second
entity, the less privacy is left to this entity. This conflict needs to be addressed
because both trust and privacy are essential elements for a smart working world.
The solution should allow the benefit of adjunct trust when entities interact
without too much privacy loss. We propose to achieve the right trade-off
between trust and privacy by ensuring minimal trade of privacy for the required
trust. We demonstrate how transactions made under different pseudonyms can
be linked and careful disclosure of such links fulfils this right trade-off.

1 Introduction

Privacy can be seen as a fundamental human right “to be left alone” [2] or a basic
need (according to Maslow’s hierarchy of needs [12]) for a private sphere protected
against others. Regardless of the definition, different mechanisms have been proposed
to protect the privacy of people in the online world. The most common mechanisms
are either legislative or technological, depending on whether privacy is seen a right
which should be protected by law or a need which should be supported by the devices
that are used to access the online world. In this paper we focus on the technological
aspects of privacy protection, especially techniques to control the dissemination of
personal information.
Information becomes personal when it can be linked back to an individual or when it,
in some way, allows two individuals to be linked together. This means that control of
the dissemination of personal information can be exercised through preventing, or at
least limiting, linkability of information to individuals. This is illustrated in Fig. ,
where a user Alice performs some transactions with another user Bob (neither Alice
nor Bob needs to be actual users, but could be clients, servers or part of the computing
infrastructure).
In Fig. 1, Alice performs two transactions and with Bob. In order to protect the
privacy of Alice1, it is important that Bob, or anyone who eavesdrops on their

1 The rights/needs to privacy of Alice and Bob are symmetrical, so it may be equally important
to prevent Alice from knowing that the two transactions were performed with the same
entity.

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 93–107, 2004.
© Springer-Verlag Berlin Heidelberg 2004

2
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Fig. 1. Linkability of transactions

communication, is unable to link either transaction or directly to Alice’s real-
world identity. However, it is equally important to prevent Bob from linking the two
transactions to each other, since this would allow him to compile a comprehensive
profile of the other party, which could eventually identify Alice. Moreover, the
violation of Alice’s privacy would be increased dramatically if any future transaction

can be linked to Alice, since this would allow Bob to link the full profile to Alice
and not just However, trust is based on knowledge about the other party [7], which
directly contradicts the prevention of linkability of information to users, so perfect
privacy protection, i.e., preventing actions to be linked to users, prevents the
formation, evolution and exploitation of trust in the online world.
In the human world, trust exists between two interacting entities and is very useful
when there is uncertainty in result of the interaction. The requested entity uses the
level of trust2 in the requesting entity as a mean to cope with uncertainty, to engage in
an action in spite of the risk of a harmful outcome. Trust can be seen as a complex
predictor of the entity’s future behaviour based on past evidence. In the literature,
divergent trust definitions are proposed but it is argued that they can fit together [13].
Interactions with uncertain result between entities also happen in the online world. So,
it would be useful to rely on trust in the online world as well. The goal of a
computational trust/risk-based security framework (TSF) is to provide trust in the
online world. Researchers are working both theoretically and practically towards the
latter goal. Others have shown how trust can be formalized as a computational
concept [7, 11]. The aim of the SECURE project [1, 14] is an advanced TSF formally
grounded and usable. The basic components of a TSF (depicted in Figure 2) should
expose a decision-making component that is called when a requested entity has to
decide what action should be taken due to a request made by another entity, the
requesting entity.

In order to take this decision, two sub-components are used:
a trust engine that can dynamically assess the trustworthiness of the requesting
entity based on pieces of evidence (e.g., observation or recommendation [19])
a risk engine that can dynamically evaluate the risk involved in the interaction and
choose the action that would maintain the appropriate cost/benefit

In the background, another component is in charge of gathering evidence (e.g.,
recommendations, comparisons between expected outcomes of the chosen actions and
real outcomes...) This evidence is used to update risk and trust information. Thus,
trust and risk follow a managed life-cycle. In the remainder of the paper, we use TSF
in its broad sense: any TSF can be used (even though the TSF being developed in the
SECURE project is an example of an advanced TSF).

2 In this paper, we use the following terms as synonyms: level of trust and trustworthiness. In a
TSF, they are represented as a trust value. This is different than trust, which is the concept.
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Fig. 2. High-level view of a TSF

Recalling the process of trust formation makes apparent the fact that privacy is at
stake in trust-based systems. In order to be able to trust another entity, the first step is
to establish the level of trust in that entity, which is the result of an analysis of the
existing knowledge and evidence. Thus, trust relies on profiling, where more
information is better, because it allows the likely behaviour of the other entity to be
more accurately predicted. Any link with the real-world identity of the user changes
this information into sensitive personally identifiable information (PII). From a
privacy point of view, a first technological line of defence may be to use virtual
identities – pseudonyms (mapping to principals in SECURE). The ordinary definition
of a pseudonym is “a fictitious name used when the person performs a particular
social role”3. Ian Goldberg underlined that any transaction engaged by a person
reveals meta-content, especially information about the identity of the person. He
defined “the nymity of a transaction to be the amount of information about the
identity of the participants that is revealed” and gave a continuum, called the “Nymity
Slider”, with different levels of nymity: verynimity (e.g., government id), persistent
pseudonymity (e.g., pen names), linkable anonymity (e.g., prepaid phone cards),
unlinkable anonymity (e.g., anonymous remailers). He also pointed out that it makes
sense to associate reputation with persistent pseudonyms. In a TSF, the minimum
requirement is a local reference for the formation of trust, which is in turn managed
by other components in the TSF. According to the privacy protection principle of
“collection limitation” [10], data collection should be strictly restricted to mandatory
required data for the purpose of the collection.
Our requirement is to establish the trustworthiness of entities and not their real-world
identity. This is why pseudonymity, the level of indirection between trust and the real-
world entity, is necessary. Transaction pseudonyms [8] (i.e., a pseudonym used for
only one transaction) and anonymity cannot be effectively used because they do not
allow linkability between transactions as required when building trust. In the
following, we consider a model where linkability of different transactions with a
specific pseudonym is achieved by using the APER [15] Entity Recognition (ER)
scheme for transactions between the two principals. There are two roles distinguished
in APER, the recogniser and the claimant (though any party can take on any role).
The approach is for the claimant to send claims, i.e., digitally signed messages, and
for the recogniser to be able to recognise the claimant on the basis of correctly signed
claims. A principal, i.e., a pseudonym, is an APER claimant who is recognised using
a digital signature and who sends APER claims. When an entity makes a request,

3 Definition from WordNet Dictionary:
http://www.hyperdictionary.com/search.aspx?define=pseudonym
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which requires a trusting decision from another entity, the requesting entity sends an
APER claim that tells the requested entity which pseudonym is claimed. So,
transactions are linked through asymmetric key digital signature validation (which
provides a level of confidence in recognition called APERLevel1) using the same key.
The requested entity can refer to a specific pseudonym (e.g., in order to get
recommendations about a specific pseudonym) by specifying the public key (Pub)
claimed by the requesting pseudonym.
The next section describes a scenario where it makes sense to trade privacy for trust.
A model for privacy/trust trade is given in Section 3. This model is applied at the
level of virtual identities in Section 4. Section 5 surveys related work and we draw
conclusions.

2 Scenario

As an example, the following figure depicts the scenario where Alice plans to spend
her holidays in SunnyVillage. Normally Alice works and lives in RainyTown. She
will take the plane and relax for two weeks in this village where she has never been
but that some of her friends recommended.

Fig. 3. Alice’s smart world

She will have to pay to enjoy some of her leisure activities, which could be enhanced
if collaboration with other local entities is allowed. We assume that Alice uses an e-
purse. So, an e-purse is associated with public key (Pub) / private key (Pri) pairs: a
Pub becoming a pseudonym for Alice. An e-purse has also an embedded TSF, which
takes care of trust decision-making and management. Similarly, a vendor’s cashier-
machine can be recognised with a Pub and run a TSF. For example, exchange of
Alice’s trustworthiness in being a good payer in the neighbourhood would let her pay
without being asked real-world credentials (e.g., a passport); credit may also become
viable. Vendors would also benefit from trust calculation adjunct. The video shop of
SunnyVillage, having to deal with passing customers, would be reassured to take a
lower risk if payment with electronic coins is combined with the level of trust in the
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customer. Nevertheless, Alice also wishes to be left alone and have different social
profiles in different places. Alice has indeed two pseudonyms automatically selected
according to location: one in RainyTown (PubAliceRainyTown) and one in
SunnyVillage (PubAliceSunnyVillage). This offers better protection for her privacy
than having one pseudonym. Even though the video club holding spans both domains,
SunnyVillage’s video club cannot obviously link PubAliceRainyTown and
PubAliceSunnyVillage by comparing keys known by RainyTown’s video club. The
latter would not be true with a unique Pub for Alice’s e-purse.
However, trust, as with privacy, is dynamic and evolving interaction after interaction.
Privacy is a constant interaction where information flows between parties [5, 17].
Privacy expectations vary [5, 17] and depend on context [8]. We have demonstrated a
prototype where privacy disclosure policies can be based on context [17], especially
location. Depending on what people can get based on their trustworthiness, they may
be willing to disclose more of their private data in order to increase trust. There is a
need for contextual privacy/trust trade. Let us assume that the trustworthiness of
people for being good payers is managed by the TSF of the vendor’s cashier-machine.
Recalling the scenario in Fig. , if Alice arrives in Sunny Village’s video club for the
first time, her e-purse will exhibit PubAliceSunnyVillage when she wants to pay for
the large video display that she wants to rent. Since no direct observation, i.e., a
previous experience with PubAliceSunnyVillage, is available, PubVC2 (the
SunnyVillage video club cashier’s Pub) will ask for recommendations from its
neighbors (e.g., PubBaker). However, Alice’s trust obtained through
recommendations is not enough to commit the renting transaction. Alice really wants
the display, so she is now disposed to give up some of her privacy in order to exhibit
enough trust. In fact, SunnyVillage’s video club is held by a holding of video clubs,
which has a video club in RainyTown. The following example of contextual
privacy/trust trade is started. The list of Pubs owned by the holding is sent to Alice’s
e-purse, which finds that PubVC1 of RainyTown’s video club is a known entity. Alice
has noticed that she could link PubAliceRainyTown and PubAliceSunnyVillage in
order to reach the necessary level of trust. Although Alice now knows that what she
has done in RainyTown is potentially exposed to both areas, i.e., RainyTown and
SunnyVillage, she agrees to present herself as the owner of both keys (i.e.,
pseudonyms).

3 Privacy/Trust Trade Model

We start by an informal summary of the model. When true knowledge4 about an
entity increases:

The evaluation of its trustworthiness is more accurate and if this entity is indeed
truly trustworthy, its trustworthiness increases5.

4 By true knowledge, we mean knowledge which cannot be refuted (i.e., it cannot be a lie,
noise information or revised).

5 We do not mean that the trustworthiness increases in all possible trust dimensions (but at
least it increases in the dimension where the knowledge is useful/relevant, e.g., propensity to
be a good payer).



98 J.-M. Seigneur and C.D. Jensen

Its privacy decreases and it is almost a one-way function6 because privacy recovery
is hard to achieve [16].

Knowledge is composed of evidence. A piece of evidence ev may be any statement
about some entity(ies), especially: a transaction tr, an observation7 obs (i.e., evaluated
outcome of a transaction [6]), a recommendation rec (i.e., locally discounted8

observation of a recommending external entity)... The nymity of evidence is the
amount of information about the identity of the entity that is revealed. The
trustworthiness assessment impact, called tai of evidence, is the amount of
information that can be used for assessing the trustworthiness of the entity, which is
represented as a trust value.
There are different levels of nymity. So we assume that there is a partial order
between nymity levels, called Privacy Asset Order (PAO). The Nymity Slider is one
example of such ordering. We present another example of PAO below:

Fig. 4. Privacy Asset Order example

Similarly, evidence may be more or less useful for trustworthiness assessment. So we
assume that there is a partial order between tai levels, called Trustworthiness
Assessment Impact Order (TAIO). An example of TAIO is:

A piece of evidence of PII nymity is more likely to have a strong positive impact tai,
especially when it is assumed that the real-world identity can be sued. However, one
non-PII evidence may have low positive impact and another one strong positive
impact.
We provide a mechanism that can link n pieces of evidence for i=1,...,n and
represented by:

6 On Goldberg’s Nymity Slider, it is “easy to change the transaction to have a higher position
on the slider” and “extremely difficult to move a transaction down the slider (towards
unlinkable anonymity)” [4].

7 It is sometime difficult to find out when the observation should be made because it is not
clear whether the action is finished or not. It may be solved by having a kind of dynamic
observation, i.e., a piece of evidence which varies through time as well.

8 By discounted, we mean that the trustworthiness of the recommender is taken into account.
The final value, which is used locally, may be different than the recommended one. For
example, a recommender with trust value of 0.6 on a [0,1] scale giving a recommendation of
0.8 provides the discounted trust value: 0.6*0.8.
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Fig. 5. Trustworthiness Assessment Impact Order example

The result of link is a new piece of evidence with a new tai level as well as a new
nymity level. Sometimes, linking of evidence is implicit (i.e., the requesting entity
cannot keep secret that two pieces of evidence are linked) and it is redundant to make
it explicit (i.e., the requesting entity discloses to other entities that two pieces of
evidence are indeed linked). For example, if two events and are implicitly
linked, then explicitly linking and is equivalent to explicitly linking
and
It is needed to recognise entities and it is useful to know what piece of evidence is
linked to a specific entity for the recognition of entities. An APER virtual identity vi
(i.e., pseudonym) is recognised by a public key Pub, which can be seen as evidence.
However, presenting a public-key is meaningless until you link it to the current (or a
previous) transaction by signing something with it, i.e., providing linkability. In our
case, after the first transaction, the requested entity links the transaction with the
pseudonym Then, after the second transaction, the requested entity
does: and so on. Thus, the pseudonym links a set of pieces of
evidence together. If each transaction is non-PII/low positive impact and Pub
considered as non-PII/no impact, the resulting evidence is: two low positive impacts
from a tai point of view and three non-PII from a nymity point of view.
If not enough evidence is available under the chosen pseudonym, evidence not linked
to this pseudonym may improve trustworthiness and allow the requesting entity to be
granted the request. The entity may be willing to disclose further evidence to the
requested entity in spite of potential increased privacy loss. So, a protocol for
disclosing to the requested entity that some evidence can be linked is needed. We
present such a protocol, called the privacy/trust trade process (depicted in Fig. 6). In
this process, the requested entity makes the decision that not enough evidence is
available for granting and this fact should be disclosed to the requesting entity. So,
after step 2, the requesting entity knows the tai of evidence that should be obtained.

In step 2.1, different potential evidence can be envisaged to be linked by the
requesting entity. The choice of evidence should be based on the following principle:

The Minimal Linkability principle: No more evidence than needed should be linked.

The latter principle is a variant of the “Need-To-Know” principle. One of the reasons
is that more trust implies more knowledge given out, thus less chance for privacy.
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Fig. 6. Privacy/trust trade sequence diagram

Some thresholds should be set concerning the acceptable evidence that should be
disclosed in step 3. Without such thresholds, an attacker may ask to retrieve all
evidence (i.e., knowledge), which is what we want to prevent by using pseudonyms.
If the user must confirm that some evidence can be linked, more care has to be taken
into account. It is known that users can easily agree to sell privacy in stressed
circumstances without thinking of the consequences [18], which are often irrevocable
since privacy recovery is hard [16]. Alice, in order to get quick access to the large
video display, may regret to present her full profile to the video club due to this small
benefit compared to life-long spam messages. One way to prevent such abuse may be
the existence of a broker where reasonable trades are listed (this also reduces
interoperability issues). In practice, it may require an exchange of messages with
trusted third parties to decide whether the trade is fair (within the current market
price) or not. We propose to introduce another partial order to cope with such abusive
trade attack. The utility of a transaction is represented on a utility partial order (UO).
An example UO may be:

Fig. 7. Utility Order example

During a trade process, tai, nymity and utility must be balanced. Alice under the
pseudonym Pub requests Bob to grant the transaction of utility u from Alice’s
point of view. In step 1.1, if Pub had done two previous transactions and with
Bob, Bob’s TSF checks if the trustworthiness given by this previous evidence is
enough to grant In this case, the trustworthiness assessment is not concluding, so
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the TSF computes the z tai of evidence missing, called tai gap. Alice’s TSF is noticed
that z tai of evidence is missing.

In step 2.1, Alice’s TSF does the following 2-step algorithm, called link selection
engagement (liseng) algorithm:

1.

2.

Search link of evidence expected to fill the tai gap but minimizing nymity: As
an example, we assume that the TSF cannot guarantee that all recommenders
of Pub can exhaustively be found and queried in a timely manner. All
transactions directly done between Alice and Bob should have been taken
into account by Bob’s TSF. However, Alice has done 2 transactions with
Charles, and We assume that these two transactions may not have
been recommended by Charles to Bob in the first round. We end up with one
set9: link Pub). Alice has done transactions with other people than
Charles and Bob but and fills the tai gap and adding more transactions
would increase nymity.
Check that nymity of the selected link of evidence is reasonable compared to
the utility: if yes engage in further trade steps; else abort the trade. We
assume that each utility level is associated with a maximum nymity
threshold. This check corresponds to a cost/benefit analysis. So, the risk
engine of the TSF should be responsible for carrying out this analysis. The
tai gap message may be treated as a request from the requested entity to the
requesting entity. If the trustworthiness of the requesting entity in keeping
private information for personal use only is available, it is possible to have
finer PAO. A level may be: Pll-information kept for personal use. For
example, this level happens when users subscribe to privacy policies
specifying that their private information will not be disclosed to third parties.
The consequence of detecting breached privacy policies is lower
trustworthiness. In this case, the check also uses the trust engine as in the
standard decision-making process of a TSF.

A difficult aspect of the liseng algorithm is to take into account the sequencing of
interactions. Pieces of evidence revealed before the current interaction can impact the
selection as well as future pieces of evidence due to the combination of pieces of
evidence. For example, for two candidates and with same tai but different
nymity in the scope of this specific interaction, should be
chosen. However, if a future interaction links with

the choice becomes more difficult.
By allowing any entity to make recommendations we directly support a change of
identity, where evidence can be transferred and linked to the new identity through a
recommendation, without explicitly linking the two identities. This limits the extent of
the profile that can be built for a given virtual identity, thereby reducing the violation
of privacy resulting from a single transaction being linked to the real-world identity of
a user. So, in step 3, a list of pseudonyms owned by the requesting entity could be
sent back as potential new recommenders. If the requested entity has not already used

9 There are two choices to retrieve the recommendations and associated with and
either Alice’s TSF contacts Charles to get the signed recommendations and passes them

back to Alice, or Bob’s TSF contacts Charles to get the signed recommendations.
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these pseudonyms as recommenders, it would do so. However, the tai of evidence
provided by these entities would be discounted by the recommendation process. This
is why it may be more beneficial to make the link between some pseudonyms explicit
as explained in the next section.

4 Linking Evidence on Multiple Virtual Identities

In the above privacy/trust trade model, we said that a virtual identity vi is a set of
linked pieces of evidence, indeed vi is the result of linking evidence with its own
nymity and tai. In our example implementation, evidence is linked through digital
signature validation. In this case, it is possible to link virtual identities as it is possible
to link any other piece of evidence. For example, we may have

with being all n transactions linked to Pub. It is
worth noticing that we also implicitly link all m transactions linked to

In our payment scenario [17], customers are given the possibility to generate
pseudonyms on demand in order to protect their privacy. However, due to the
resulting division of evidence between virtual entities, it takes more time for these
virtual entities to reach the same trustworthiness than for a unique virtual identity. So,
customers can link virtual identities during trust calculation in the privacy/trust trade
process (depicted in Fig. 6).
This new prospect for linking evidence allows us to envisage new linked evidence in
step 2.1 of Fig. 6). So, in step 3, a list of pseudonyms owned by the requesting entity
could be sent back as potential new evidence of the form:
with known by the requesting entity for all i. In step 1 of the liseng algorithm
(using the example we presented in Section 3 when describing this algorithm),
another choice may be to use two transactions, and that Alice under the
pseudonym Pub’ did with Bob: the resulting link can be specified with more or less
explicit linked evidence depending on what can be implicitly linked. For example, if
the TSF does not guarantee that all transactions done under a specific pseudonym can
be available in a timely manner (especially for recommendations), the explicit link
should be longer: If any transaction is guaranteed to be known
by all entities10, it would be sufficient with a link of this type: link(Pub’, Pub).
Anyway, the first choice that we had, has low nymity because the
implicit link appears somewhere in clear and can be established if other legitimate
means are used. From a tai point of view, both give the same tai if each transaction
gives the same tai and linking two keys is not acknowledged further. However,

has potentially high nymity (it is intuitively higher than
because Pub’ could be used in another context and/or in the future

whilst still being linked). Then, the link between two virtual identities is permanent
and cannot be easily undone (e.g., as explained at the end of this section, when we
link two keys, we use the fact that an entity cryptographically shows the ownership of
both private keys of the two pseudonyms). It is important to note that transactions are

10 It is a strong assumption to guarantee global propagation of information. This assumption is
not realistic in most scenarios (e.g., when random disconnection is possible).
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often temporary, while linking transaction and/or virtual identities is permanent. This
must be taken into account when estimating the utility of a given transaction.
We emphasize that care should be taken when linked evidence on multiple virtual
identities is assessed. The most important requirement is to avoid counting the same
evidence twice when it is presented as part of two different pseudonyms or
overcounting overlapping evidence. In some cases, passing recommendations in the
form of a simple trust value, instead of all supporting information11, does not fulfil the
later requirement. Assessing evidence may require analysis and comparison of each
piece of evidence to other pieces of evidence. For example, let us assume that we
have the relation depicted in Fig. 8 and two trust values and

Fig. 8. Example relation between observations and trust values

If , whatever value is, we cannot compute the combined trust value
without knowing the number of good observations, which is at a level of evidence
deeper than the level of trust values. In fact, assessing linked evidence requires great
care and implementations may vary depending on the complexity of trust-lifecycle
[19] and trust dynamics [6]. When recommendations are used, previous self-
recommendations (i.e., recommendations from virtual identities belonging to the same
entity) are also not easy to take into account. If this is part of a low cost mechanism
for introducing new pseudonyms, it may be correct to simply discard the
recommendations in the calculation. Another choice might be to consider such
recommendations as evidence of untrustworthiness. Let and be two
pseudonyms of the same entity. At the first interaction with the requested entity, is
used as a recommender for due to the recommendation So, the entity has
now for trustworthiness assessment of At the second interaction,

discloses Logically, the tai of needs to be revised, e.g., by
discarding in the tai of the resulting evidence.
We shortly propose our view for a group of entities. A group may consist of a number
of entities, the exact number of entities being unknown as well as the virtual identities
of the entities part of this group. In this case, it is valid to assume that trust should be
formed and built as if the group of entities would be indeed one conceptual virtual
identity. For example, if a group signature scheme is used to sign and send messages

11 We agree that only passing the trust value may improve performance and may be better from
a privacy point of view than all evidence information but it may also decrease
interoperability as highlighted here, may show how another entity computes trust from
evidence which may help to mount attacks and may reveal feelings towards other entities
which may not be welcome.
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on behalf of the entire team. In addition to the fact that powerful entity recognition
could discern entities from such conceptual virtual identity, we see another case
where a different approach would be welcome, especially when collaboration is from
many-to-one entities. If two or more already known virtual identities make a specific
request under an explicit group (i.e., the different members are known), the group
should not be considered as a completely new virtual identity for several reasons (e.g.,
past history may show untrustworthiness or it may simply be unfair and inefficient to
rebuild trust from scratch). Thus, a mechanism is needed to assess evidence from
many virtual identities.
Combining levels of trust in entities is also very important when the ER process is
used. The outcome of ER [15] can be a set of n principals p (i.e., virtual entity or
pseudonym) associated with a level of confidence in recognition lcr:

The previous example occurs when an APER claim is signed by two keys12 and both
signatures are valid. It may be because both keys are indeed pseudonyms for the same
entity or two entities decided to form a group and sign the claim as one entity.
However, we envision that ER can be more proactive and uses evidence not directly
provided by the requesting entities to compute a probability distribution of recognised
entities. A range of methods can be used to compute this distribution (e.g., using
fuzzy logic or Bayes). A person among n persons enters a building which is equipped
with a biometric ER scheme. The outcome of recognition demonstrates hesitation
between two persons: and are recognized at 45% and 55% respectively. So, all
other principals are given 0%. We have:

If the level of trust in an entity is given by a value between [0,1], let say that is 0.5
and is 0.6. We then apply our simplest end-to-end trust model [15]:

End-to-end trust = aFunctionOf(Confidence In Recognition, Level of Trust In Entity)
End-to-end trust = Level Of Confidence * Level of Trust In Entity
End-to-end trust = 0.45 * 0.5 + 0.55 * 0.6

Once again, we assess evidence on different entities and care should be taken during
the assessment.
Finally, we propose the following implementation13 to carry out the privacy/trust trade
process when pseudonyms are linked. Let be the requesting entity and the
requested entity, they exchange APER claims with special keywords in Ctxt:

1:
2:
3:

In step 2, HINT is optional and may contain hints for optimizing the liseng on the
requesting entity’s side. In fact, it may say which recommenders have been used for

12 We restrain from using other technical trust clues (e.g., key length and algorithm).
13 We use the notation: X is the special keyword used in the Ctxt of a claim, p is a principal;

means that an APER Claim is sent from to means that X is
signed by several private keys, e.g., Pri.
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the first round of the trustworthiness assessment. It would then be known that it is
useless to send back a link for the same recommenders. In our scenario, the HINT
consists of a list of other pseudonyms (video clubs) owned by the video club holding
company. Then, the liseng should try to link evidence to these pseudonyms. In step 3,
the LINK lists other Pubs that are linked to and the claim must be signed by the Pri
of each listed Pub. For example, in Alice’s scenario, we have:

1:
2:
3:

[GRANTX(“rent large video display”)] PubAliceSunny Village
[TAIGAP(“strong positive impact”),HINT(“PubVC1”)]PubVC2
[LINK(“PubAliceSunnyVillage,PubAliceRainyTown”)]PubAliceSunny

Village,PubAliceRainyTown

Concerning the liseng, the provided hint allows the requesting entity’s TSF to search
straightaway evidence that can be linked to PubVC1 and find the link with
PubAliceRainyTown.

5 Related Work

Although automated trust negotiation (ATN) [20] is argued to establish trust between
strangers, the approach considerably differs from the TSF’s approach described in
Section 1 (e.g., as used in SECURE). The method consists of iteratively disclosing
digital credentials between two entities. Through this sequence of bilateral credential
disclosures, trust is incrementally founded. The notion of trust formation and
assessment based on past experience does not explicitly appear in ATN. However, the
notion of negotiation underlined the importance of the Minimal Linkability principle
and that care should be taken when more trust is asked before choosing to disclose
linked evidence. In ATN, revocation is based on certificate revocation whereas in
TSF-like approach the trustworthiness may be decreased without the use of
certificates. In fact, certificates could be seen as another type of evidence and
included in the list of evidence of our privacy/trust model. Revocation implies that a
piece of evidence based on a credential also varies over time. It is beyond the scope of
the paper to fully study credentials but the following points are worth mentioning.
First of all, credentials can be redundant. The issue appears when virtual identities are
combined. Patient ID could be linked with another credential (e.g., Driver License) as
well as Employee ID. However, when Patient ID is linked to Employee ID, the logic
would be that Driver License should be counted once. Winslett encourages more work
on the issue of multiple virtual identities and this paper is a contribution on this topic.
Also, ATN is known to have not fully resolved privacy issues [21]. In our approach, it
is possible to use pseudonyms and to stop using a specific pseudonym. This has the
effect to break too much evidence accumulation.
Another type of evidence that can be used in our privacy/trust trade model is
reputation. By reputation, we mean that a piece of evidence on the trustworthiness of
another entity is given by a supposed large number of entities but unknown. Again, it
is not clear how reputation should be combined if the goal is to avoid overcounting
overlapping evidence.
Wagella et al. [19] use trustworthiness of an information receiver to make the
decision on whether private information should be disclosed or not, which is another
way to envisage the relation between trust and privacy. However, as highlighted in
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this paper, it may be difficult to evaluate trustworthiness in first place without enough
evidence linked with the receiving entity.
The work on modelling unlinkability [9] and pseudonymity [4, 8] is valuable towards
founding privacy/trust trade. Previous work on pseudonym credential system should
be useful to formally prove (in future work) that an entity really owns different
private keys. The Sybil attack [3], which challenges the use of recommendations, is
also worth keeping in mind when providing means to create virtual identities at will
without centralized authority.

6 Conclusion

There is an inherent conflict between trust and privacy because both depend on
knowledge about an entity but in the opposite ways. Although trust allows us to
accept risk and engage in actions with a potential harmful outcome, a computational
TSF must take into account that humans need (or have the right to) privacy. Trust is
based on knowledge about the other entity: the more evidence about past behaviour is
known, the better the prediction of future behaviour will be. This is why we propose
to use pseudonymity as a level of indirection, which allows the formation of trust
without exposing the real-world identity.
However, depending on what benefits can be reaped through trustworthiness, people
may be willing to trade part of their privacy for increased trustworthiness: hence,
contextual privacy/trust trade is needed. We propose a model for privacy/trust trade
based on linkability of pieces of evidence. If insufficient evidence is available under
the chosen pseudonym, more evidence may be linked to this pseudonym in order to
improve trustworthiness and grant the request. We present a protocol for explicitly
disclosing to the requested entity that some evidence can be linked. Some thresholds
should be set concerning the acceptable evidence that should be disclosed. This is
why we introduce the liseng algorithm to ensure that the Minimal Linkability
principle is taken into account. During a trade process, tai, nymity and utility must be
balanced.
We then explain that it may be more beneficial to make the link between some
pseudonyms explicit (e.g., to avoid discounted evidence or reduce the time to reach
trustworthiness due to division of evidence between virtual identities). We show how
we implemented this on top of the APER scheme.
We emphasize that care should be taken when linked evidence on multiple virtual
identities is assessed, especially when pseudonyms are linked during the privacy
trade/process but also when groups and the outcome of entity recognition result in a
set of possible principals (as defined in ER).
As levels of privacy asset, trust assessment impact and utility are key metrics to carry
out minimal linkability, we are trying to enhance the trade in our prototype with real
metrics on privacy loss and trust gain extracted from localized payment transactions.

Acknowledgments. This work is sponsored by the European Union, which funds the
IST-2001-32486 SECURE project and the IST-2001-34910 iTrust Working Group.
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Abstract. Previous studies have been suggestive of the fact that rep-
utation ratings may be provided in a strategic manner for reasons of
reciprocation and retaliation, and therefore may not properly reflect the
trustworthiness of rated parties. It thus appears that supporting privacy
of feedback providers could improve the quality of their ratings. We ar-
gue that supporting perfect privacy in decentralized reputation systems
is impossible, but as an alternative present three probabilistic schemes
that support partial privacy. On the basis of these schemes, we offer
three protocols that allow ratings to be privately provided with high
probability in decentralized additive reputation systems.

1 Introduction

In recent years, reputation systems have emerged as a way to reduce the risk
entailed in interactions among total strangers in electronic marketplaces. Such
systems collect and aggregate feedback about past behavior of participants in
electronic transactions, so as to derive reputation scores assumed to predict likely
future behavior.

Centralized reputation systems, such as the system in use by the electronic
auction site eBay [1], collect and store reputation ratings from feedback providers
in a centralized reputation database. These ratings are then processed to pro-
duce a publicly available reputation measure that can be obtained by querying
the database. In eBay, for example, both buyers and sellers participating in a
transaction may provide one of three possible feedbacks: positive (+1), neutral
(0), and negative (-1). The reputation score of a user is simply the sum of his
accumulated ratings over a period of six months.

Decentralized reputation systems, on the other hand, do not make use of a
central repository to collect and report reputation ratings [2]. In this type of
system, participants help one another with the provision of reputation ratings
in order to evaluate the trustworthiness of potential transaction partners. Each
participant is responsible for his own local repository of reputation through the
collection and propagation of feedback when needed.

One concern about reputation systems (which has received relatively little
attention in the trust and reputation management literature), is that of feedback

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 108–119, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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providers’ privacy. An empirical study conducted by Resnick et al. [3] on data
sets extracted from eBay’s reputation system reported a high correlation between
buyer and seller ratings. Moreover, more than 99% of the feedback provided was
positive.

This might be due to the fact that mutually satisfying transactions are simply
the (overwhelming) norm. However, it might also be the case that when feedback
providers’ identities are publicly known, reputation ratings can be provided in
a strategic manner for reasons of reciprocation and retaliation, not properly
reflecting the trustworthiness of the rated parties. For example, a user may
have an incentive to provide a high rating because he expects the user he rates
to reciprocate, and provide a high rating for either the current interaction or
possible future ones.

This type of strategic manipulation in the process of feedback provision is
likely to occur also in decentralized reputation systems. There too, agents pro-
viding feedback would like to ensure that the ratings they provide cannot be
abused by malicious agents in a way that can affect them negatively in the fu-
ture. An example of such malicious behavior might occur if individual ratings
were first reported to the rated agent, who can then retaliate or reciprocate on
his turn (when he is given an opportunity to rate the feedback providers).

The logic of anonymous feedback to a reputation system is thus analogous
to the logic of anonymous voting in a political system. It potentially encourages
truthfulness by guaranteeing secrecy and freedom from explicit or implicit influ-
ence. Although this freedom might be exploited by dishonest feedback providers,
who tend to report exaggerated feedbacks, it seems highly beneficial for honest
ones, protecting the latter from being influenced by strategic manipulation issues
as described above.

1.1 Structure of Paper

The rest of the paper is organized as follows. Section 2 describes the problem
setting with which we are dealing, while Section 3 presents the notion of De-
centralized Additive Reputation Systems and gives an example of one — the
Beta Reputation system. Section 4 proves an impossibility result and suggests
methods of partially circumventing it. Section 5 then suggests three protocols
achieving probabilistic privacy in decentralized additive reputation systems. Sec-
tion 6 surveys related work, and Section 7 concludes by summarizing our results
and suggesting directions for future research.

2 Problem Setting

We assume that each user in the system is represented by an agent, which per-
forms necessary computations and communication activities with other agents,
on behalf of the user. We also assume authenticated, secure channels between
every two users. Such channels can be achieved via standard technologies such
as SSL (Secure Sockets Layer).
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We are concerned with the following problem: a querying agent has to
decide whether to interact with a potential partner, the target agent
has incomplete information about It either has no prior knowledge about

past behavior at all, since both agents do not have a common history of
interactions, or its experience with is too limited or outdated, so that it
cannot derive a meaningful reputation measure regarding the trustworthiness of
the target agent.

In a decentralized reputation system, consults a group of agents, or wit-
nesses, considered to have a reputation score regarding
One way to obtain such a set of witnesses is through a series of referrals from
agents residing in the same social network of (see [2] for further details about
how to obtain such a set of witnesses). We denote the reputation rating of wit-
ness by Although is generally represented by a vector of finite dimension
(measuring reputation over different contexts of interest), we will assume with-
out loss of generality throughout the paper that is a scalar. We are interested
in a method assuring that whenever feedbacks received from the witnesses are
combined in an additive manner, their privacy is properly maintained, i.e., feed-
backs are not revealed to any other agent in the system, nor to possible third
parties.

We divide agents participating in the feedback provision process into two
types: curious but non-malicious agents (which we call “curious agents”) and
malicious agents. Curious agents follow the protocol; that is, curious witnesses
provide honest feedback about the target agent, and do not try to interfere with
the correct flow of the protocol in order to change or corrupt the result obtained
at the end of the process (the combined reputation rating). The main concern
about such agents is that they might try to reveal reputation ratings in different
ways, including collusion with other agents.

Malicious agents, on the other hand, might try to actually tamper with the
protocols, provide dishonest feedback in order to bias the combined reputation
rating according to their interests, or even render the resulting rating unusable.

In our scenario, the querying agent can act only as a curious agent. Clearly,
it would not be in its interest to interfere with the rating calculation in any way.
An example of a querying agent acting curiously would be if the target agent
itself masquerades as a querying agent in order to reveal the reputation ratings
of witnesses.

3 Decentralized Additive Reputation Systems

We here define Decentralized Additive Reputation Systems, and follow with an
example of such a reputation system, the Beta Reputation system.1

Definition 1. Reputation System R is said to be a Decentralized Additive Rep-
utation System if it satisfies two requirements:
1 Our approach in this paper is broadly applicable to Decentralized Additive Rep-

utation Systems, but we specifically present the Beta Reputation system as one
example.
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1.

2.

Feedback collection, combination, and propagation are implemented in a de-
centralized way.
Combination of feedbacks provided by agents is calculated in an additive man-
ner.

The Beta Reputation system presented in [4] and described in the next sub-
section is an example of a reputation system satisfying both requirements. eBay’s
reputation system, on the other hand, satisfies only the second requirement, i.e.,
it is additive but centralized.

3.1 The Beta Reputation System

The Beta Reputation system is based on the beta-family of probability density
functions which are typically used to represent a posteriori probability distribu-
tions of binary events. The beta functions are continuous functions of the form

which can be expressed as:

where is the gamma function, a generalization of the factorial function to real
values, and       if  b < 1. The
expectation of the beta distribution can be shown to be:

Given a binary stochastic process with two possible outcomes the prob-
ability of observing in the future as a function of past observations of
instances of and instances of is given by: where

and The expectation can now be written as:

Letting be a positive outcome of an interaction between two agents and be
a negative one from the point of view of the rating agent, and could be seen
as the degree of satisfaction and dissatisfaction respectively. Since the agent’s
satisfaction after a transaction is not necessarily binary, is represented
as a pair of continuous values. The expectation value is then defined to be the
reputation rating about the target agent:

Let be the target agent and let and be two agents that interacted
with in the past. Let be reputation rating about and let

be the reputation rating of The combined reputation value is
then obtained by calculating:
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and plugging the results into (4), to obtain This additive property
of the Beta Reputation system, which is both commutative and associative, could
be generalized to any number of agents.

4 Witness Selection

An inherent problem with decentralized reputation systems is the collusion of
witnesses along with a dishonest (either curious or malicious) querying

agent in order to reveal the reputation information of an honest witness. The
querying agent can choose dishonest agents and a single honest agent. If
the function calculating reputation is reversible, then there is no protocol that
can anonymously calculate reputation. This yields the following lemma:

Lemma 1. For a reversible reputation function F that accepts witnesses and
outputs a reputation, if there are dishonest witnesses, there is no protocol
that deterministically anonymously calculates reputation.

Proof. For any protocol there might be dishonest witnesses and one honest
one. If the querying agent is malicious then he can create such a set deter-
ministically. Thus, collusion between the dishonest agents would expose the
reputation score of the honest witness.

To circumvent this inherent limitation, we look at probabilistic methods of
ensuring that there is a large number of honest witnesses.

Lemma 2. Let N > 1 be the number of potential witnesses and let
be the number of witnesses participating in the process. Let be

the number of dishonest agents in N. If honest agents are uniformly distributed
over N, then there exists a witness selection scheme that guarantees at least two
honest witnesses with probability greater than

Proof. Consider the following witness selection scheme: chooses the first wit-
ness Each witness chosen, with probability chooses another witness
to participate in the feedback collection process and with probability does
not invite additional witnesses. At some point, an honest witness is chosen.
Let be the first honest witness to be chosen. If dishonest witnesses were
chosen before then chooses another honest witness with probability

Similar witness selection schemes can be implemented using protocols for
leader selection resilient to linear size coalitions, such as the one described in [5].
Witness selection is equivalent to leader selection; thus, witnesses are selected
by activations of the leader selection protocol. It is also possible to use the
same instance of the protocol to select more than one witness.

Sometimes it is not enough to ensure that there is a large number of honest
witnesses in the group; we might also need to make sure that there is a predefined
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proportion between the size of the group and the number of honest witnesses
in it, as in the case of Section 5.3. This is achieved by the following lemma,
provided that is honest.

Lemma 3. Let N > 0 be the number of potential witnesses and let
be the number of witnesses participating in the process. Let be the number
of dishonest agents in N. If honest agents are uniformly distributed over N,
then there exists a witness selection scheme that guarantees at least
honest witnesses in the group of witnesses participating in the process, with high
probability.

Proof. Consider the following witness selection scheme: chooses the first wit-
ness At this point, the size of the group of witnesses participating in the
process is 2. Given a group of size the agents in the group collectively flip
a weighted coin in order to decide whether to extend the group. With proba-
bility they choose at random another agent from N to join the group,
and with probability they stop. The expected number of coin tosses until the
group stops is At each coin toss, the probability of choosing an honest witness
to join the group is greater than thus, the expected number of honest
witnesses in the group is greater than If we denote
then by Chernoff bounds (see for example [6]), the probability that the number
of honest witnesses is substantially smaller than namely is less than

This type of collective coin flipping scheme can be implemented as follows:
the agents agree on value Every agent chooses at random and
independently bits, and sends them to the other agents in the group.
Each agent calculates If the agents stop, otherwise
the agents continue. The decision about which new witness is to join the group
could be rendered random in a similar way. Note that if at least one honest
witness is present, then the value of is guaranteed to be random. This scheme
requires messages among the agents.

5 Privacy in Decentralized Additive Reputation Systems

In this section, we present three different protocols achieving privacy in Decen-
tralized Additive Reputation Systems. The basic idea behind the protocols is to
consider the feedback provided by each witness to be his private information, or
secret. The sum of secrets represents the combined reputation rating, and should
be constructed without revealing the secrets.

5.1 Towards Achieving Privacy

One protocol achieving privacy in the presence of curious but non-malicious
agents is the following:



114 E. Pavlov, J.S. Rosenschein, and Z. Topol

1.

2.
3.

4.

Initialization Step: the querying agent, orders the agents in a circle:
and sends each witness the identity of

his successor in the circle, i.e., witness is sent the identity of
chooses at random and sends it to

Upon reception of from his predecessor in the circle, each agent
calculates where is the reputation score of about the

target agent, and sends it to his successor in the circle.
Upon reception of the feedback from subtracts from it and plugs
the result into the additive reputation system engine, that calculates the
combined reputation rating.

Lemma 4. If agents do not collude, then at the end of the protocol the querying
agent obtains the sum of the feedbacks, such that feedbacks are not revealed to
any of the agents.

Proof. Every witness adds in stage 3 his reputation rating to the number he
previously received from his predecessor in the circle, so sends to the
sum Therefore, in stage 4, when subtracts from this sum his
random number he obtains the sum of the feedbacks. The random number

that contributes at stage 2 masks the feedback provided by as it is
different from zero, so doesn’t reveal it. From this point in the protocol, no
agent can guess any of the feedbacks provided by his predecessors.

If we consider transmissions of between two adjacent agents in the circle
as a single message, we can see that in this scheme messages are passed
among the agents.

A prominent drawback of this approach is its lack of resilience to collusion
among agents. Two witnesses, and separated by
a single link in the circle, namely could collude against and reveal its
private information, i.e., his feedback, by subtracting the rating transmitted by

from the one transmitted to
In the following subsections we will provide a way to overcome this vulner-

ability through the description of two protocols resilient to collusion of up to
witnesses with high probability.

5.2 Privacy through Secret Splitting

In this subsection, we present a simple protocol that provides privacy for curious
agents, yet is resilient with high probability to collusion of up to agents, if
witnesses are selected as described in the first witness selection scheme proposed
in Section 4.

1. Initialization Step: sends to the witnesses the details of all
agents participating in the process, i.e., identities of the witnesses and
itself, and chooses at random.
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2.

3.

4.

Each of the agents participating in the protocol splits its secret, i.e.,
its reputation score, into shares in the following way: agent chooses
random numbers and calculates He keeps

and sends to the other agents, such that each agent receives
share
Each agent calculates and sends to the querying
agent.
The querying agent calculates, upon reception of from the
witnesses, and provides to the reputation engine.

Lemma 5. If the agents participating in the protocol are curious, then at the
end of the last stage, the querying agent obtains the sum of the feedbacks, such
that feedbacks are not revealed to any of the agents with probability greater than

Proof. At stage 2 of the protocol, each agent distributes random shares, but
keeps in private a share that along with the distributed shares uniquely defines
his secret. At stage 3, each agent sums his private share along with random
numbers he receives from the other agents, masking his private share, such that
when he sends this sum to the querying agent, his private share cannot be
revealed, unless the other witnesses and the querying agent form a coalition
against him. The latter case occurs with probability less than
if agents are self-ordered as suggested in the first witness selection scheme in
Section 4. At stage 4, the querying agent calculates:

and thus
obtains the sum of feedbacks.

This protocol requires messages among the agents participating in
the process, as opposed to messages in the protocol from the previous
subsection. On the other hand, the current protocol is resilient against collusion
of up to agents with high probability.

This protocol works well in the presence of curious agents, but malicious
agents can tamper with it in various ways. A simple yet effective attack is the
provision of reputation ratings out of range, such that the resulting reputation
score is affected in an extreme way or is even rendered unusable. For example, if
the reputation ratings should be positive integers in the range [1, 100] and there
are 5 witnesses, one of the witnesses providing a reputation rating of 500 renders
the resulting sum greater than 500, hence unusable. The following subsection
presents another protocol that ensures that the provided reputation ratings lie
within a predefined range.

5.3 Achieving Privacy Using Verifiable Secret Sharing

In this subsection, we suggest a protocol that achieves privacy in Decentralized
Additive Reputation Systems, resilient with high probability to collusion of up to

curious agents participating in the process, and supports validity checking of
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the feedback provided. We use the Pederson Verifiable Secret Sharing scheme [7],
which is based on Shamir Secret Sharing [8] and a discrete-log commitment
method, in a manner similar to what is described in [9]. Both the Shamir Secret
Sharing scheme and the discrete logarithm commitment are homomorphic in
nature, making them suitable building blocks to use with additive reputation
systems.

One of the properties of the Shamir Secret Sharing scheme is its resilience
to up to malicious agents. Thus, the presence of more than such agents
might be problematic for an honest querying-agent. If witnesses are selected as
described in the second witness selection scheme proposed in Section 4 and if

then with high probability, there are less than malicious agents.
For the purpose of this protocol, we assume that the reputation rating pro-

vided by is an integer in the group of prime order The protocol is
as follows:

1.

2.

3.

4.

5.

Initialization Step: selects a group of a large prime order with
generators and where is hard to find. He sends to the witnesses

and and the details of all agents participating in the
process, i.e., the witnesses and itself.
Witness chooses two polynomials of degree

and The witness then sets as
The other coefficients of the polynomials are chosen at random uniformly

from
sends to each agent from the set

the point on his polynomials, i.e., and
along with commitments on the coefficients of its polynomials of the

form:
Witness upon reception of

and calculates
and sends and

to calculates and
Upon reception of and obtains the reputa-
tion rating, where in the following manner: it computes

where is the Lagrange polynomial at 0, and in this case
could be expressed by:

At the end of the last stage of the protocol, holds the sum of the reputation
ratings provided, as required. At stages 4 and 5, agents can verify that the shares
they received from the other agents are valid using the homomorphic property
of the commitments received at the end of stage 3. Complaints about invalid
shares may be resolved by the accused agent sending the disputed point on the
polynomial to since cannot use it to reconstruct his secret.

For stage 3 we need a practical zero knowledge proof for the validity of
the reputation ratings to be conducted between the witnesses and the querying
agent; such a proof is provided, e.g., by [9].

and
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This protocol requires messages to be passed among the agents (due
to the witness selection scheme) and does not reveal the reputation ratings of
the witnesses involved since no less than different points on a polynomial
of degree are required for interpolation. It also requires linear work on the part
of the agents.

6 Related Work

Much research concerning trust and reputation management has been conducted
in recent years. Researchers have suggested different models of trust and rep-
utation, both for centralized and decentralized systems. Most of the work on
decentralized reputation systems, including [10,11,12], focus on efficient algo-
rithms for distributed storage, collection and aggregation of feedbacks, but not
on manipulative feedback provision.

Bin and Singh [2] propose a distributed reputation management system,
where trust is modelled based on the Dempster-Shafer theory of evidence. In [13],
they suggest a method for detection of deceptive feedback provision in their sys-
tem, by applying a weighted majority algorithm adapted to belief functions. It
is not clear, however, that their suggested scheme is efficient against wide-scale
reciprocation and retaliation in the feedback provision process.

Dellarocas suggests in [14] a collaborative filtering-based method to deal with
the problem of unfair ratings in reputation systems. His method is applicable
to centralized reputation systems. It is not clear whether this method could be
efficiently applied in the decentralized case.

There has been little work on privacy and anonymity concerns related to
reputation management systems. Ismail et al. [15,16] propose a security archi-
tecture based on electronic cash technology and designated verifier proofs. Their
suggested architecture is targeted at centralized reputation systems and does
not seem suitable for decentralized systems, on which we focus our attention.

Kinateder and Pearson [17] suggest a privacy-enhanced peer-to-peer reputa-
tion system on top of a Trusted Computing Platform (TCP); see [18] for more
details on TCP. The platform’s functionality along with the use of pseudony-
mous identities allow the platform to prove that it is a trusted platform, yet to
conceal the real identity of the feedback provider. A possible privacy-breach in
the IP layer is handled by the use of MIX cascades or anonymous web-posting.
As opposed to our scheme, this approach is dependent on a specific platform,
which is currently arousing controversy in the computing community. Further
details on this issue can be found in [19].

7 Conclusions and Future Work

Decentralized reputation systems do not make use of a central repository to
collect and report reputation ratings; participants help one another with the
provision of reputation ratings in order to evaluate the trustworthiness of poten-
tial transaction partners. This kind of reputation system is a natural match for
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many kinds of distributed environments, including popular peer-to-peer systems.
Systems are being used not only for content sharing (e.g., KaZaA, Gnutella), but
for social and business interactions (e.g., Friendster, LinkedIn), classified adver-
tising (e.g., Tribe Networks), and ecommerce (CraigsList), and while not all of
these have a peer-to-peer architecture, they are all potentially modelled by peer-
to-peer alternatives. Reliable distributed reputation systems in these settings
would provide an important service to these communities.

Additive Reputation systems are those in which the combination of feedbacks
provided by agents is calculated in an additive manner. They are a particular
class of reputation systems with the attractive property of simplicity in the
calculation of results.

In this paper, we have shown that there are limits to supporting perfect
privacy in decentralized reputation systems. In particular, a scenario where
dishonest witnesses collude with the querying agent to reveal the reputation
rating of the remaining honest witness demonstrates that perfect privacy is not
feasible. As an alternative, we have suggested a probabilistic scheme for witness
selection to ensure that such a scenario occurs with small probability.

We have offered three protocols that allow ratings to be privately provided
in decentralized additive reputation systems. The first protocol is not resilient
against collusion of agents, yet is linear in communication and simple to imple-
ment, and might be used when dishonest witnesses are not an issue. The other
two protocols are based on our probabilistic witness selection scheme, and are
thus probabilistically resistant to collusion of up to witnesses. The second
protocol achieves privacy through secret splitting and requires messages
among the agents. Its main drawback is its inability to ensure that ratings are
provided correctly within the predefined range. The third protocol, based on
Pederson Verifiable Secret Sharing, makes use of zero knowledge proofs to cir-
cumvent this vulnerability. It requires messages among the agents and
some computation on the part of the agents, compared to the second protocol.

In future work, we plan to study schemes and protocols achieving privacy in
the general case, i.e., in decentralized reputation systems which are not necessar-
ily additive. In addition, we plan to study other approaches to improve the feed-
back provided in reputation systems, such as through the design of mechanisms
inducing agents to reveal their honest feedback. The combination of privacy and
complementary mechanisms promoting truthful feedback revelation will make
reputation systems more robust than ever. We believe that such reputation sys-
tems would provide solid ground for ecommerce to prosper.
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Abstract. Trust management seems a promising approach for dealing
with security concerns in collaborative applications in a global computing
environment. However, the characteristics of this environment require a
move from reliable identification to mechanisms for the recognition of
entities. Furthermore, they require explicit reasoning about the risks of
interactions, and a notion of uncertainty in the underlying trust model.
From our experience of engineering collaborative applications in such an
environment, we found that the relationship between trust and risk is a
fundamental issue. In this paper, as an initial step towards an engineer-
ing approach for the development of trust based collaborative applica-
tions, we focus on the relationship between trust and risk, and explore
alternative views of this relationship. We also exemplify how particu-
lar views can be exploited in two particular application scenarios. This
paper builds upon our previous work in developing a general model for
trust based collaborations.

1 Introduction

Global computing is characterised by large numbers of roaming entities and the
absence of a globally available fixed infrastructure [11]. In such an environment
entities meet and need to collaborate with little known or even unknown entities.
Entering any kind of collaboration requires entities to make security decisions
about the type and level of access to their resources they provide to collabo-
rators. In traditional environments with clearly defined administrative bound-
aries and limited entity movement security decisions are usually delegated to a
centralised administrative authority [13,15,16]. In the global computing environ-
ment no single entity can play this role and as a result traditional techniques
that statically determine the access rights of entities are not an option. Entities
are required to make their own security decisions. Moreover, the absence of a
globally available security infrastructure means that these decisions need to be
made autonomously. The sheer number of roaming entities means, however, that
it is not feasible to gather and maintain information about all of them. Conse-
quently, in the global computing environment decisions have to be made in the
absence of complete knowledge of the operating environment.

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 120–134, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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Autonomous decision making with partial information is something that hu-
mans have to deal with on a day-to-day basis. To help them with the complexity
of such a task humans have developed the notion of trust [9]. Although trust
is an elusive concept, a number of definitions have been proposed and it is our
belief that it can be modelled in adequate detail to facilitate security decision
making in global computing. This belief is shared by others, as is demonstrated
by research in Trust Management systems [1,2,3,5,12,14,17,21,22].

The purpose of this paper is to give a high level description of our experiences
of trying to engineer trusting collaborations in a global computing environment.
Rather than suggest a unified model of trust and risk, we show how applications
can be engineered by combining two models. Our experience emanates from
engineering two scenarios, a smart space with sensitive location information and
an electronic purse. A central issue in both scenarios is modelling the relationship
between trust and risk, which is the main focus of this paper. Section 2 gives
a brief insight into trust and risk for global computing, prior to outlining the
scenarios in section 3. The relationship between trust and risk is discussed in
section 4, before examining the modelling and exploitation of the relationship in
the two scenarios in section 5. Section 6 concludes the paper.

2 Trust and Risk in Global Computing

In recent years, research in Trust Management has moved away from what was
essentially credential based distributed policy management [2,3,12,14,17]. These
approaches fail to address fundamental characteristics of trust such as what
trust is made of and consequently the related issue of how trust can be formed.
Furthermore they provide only limited support for the evolution of trust between
entities in the form of credential revocation. As a result, early trust management
systems lack support for autonomous decision-making and the dynamism in trust
evolution necessary for global computing.

Novel approaches have been proposed to address these weaknesses [1,5,21,22]
by modelling explicitly the trustworthiness of entities and supporting its forma-
tion and evolution based on information gathered through personal interactions.
A key difference in these approaches is the shift from attempting to provide
absolute protection against potential dangers, to accepting that dangers are an
intrinsic part of any global computing system. Such dangers necessitate explicit
reasoning about risk. Trust is therefore used as a mechanism for managing risk
and learning from past interactions in order to reduce risk exposure. This fun-
damental change is reflected in the shift in discussion from security decisions to
trusting decisions.

However, even these approaches have certain weaknesses in light of the char-
acteristics of global computing. First, they assume a global identification system
for entities. This is a very strong assumption to make in the context of global
computing. Schemes based on entity recognition, an extension of authentication,
have been proposed to remove this assumption. We do not examine this point
any further in this paper, but refer the interested reader to [18]. Second, in the
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few cases where risk is explicitly considered [6,10], the relationship between trust
and risk is not satisfactorily addressed. Trust and risk are intrinsically related
in the sense that there is no need for a trusting decision unless there is risk in-
volved. Any model of trust and risk should reflect this relationship. Third, very
few of these approaches model explicitly uncertainty, a consequence of decision
making in the absence of complete information.

Consequently, in a global computing setting, it is necessary to model trust in a
manner that allows comparisons within a domain of trust values in terms of both
which value expresses “more trust” and which expresses “more certainty”. This
model should also be able to represent complete uncertainty for the case where
interactions with completely unknown or unrecognised entities are possible. The
manner in which trust is updated based on evidence must also take this into
account, as evidence which indicates different trends in behaviour emerging may
make us less certain about our opinion rather than merely changing in terms
of trustworthiness. An example of such a trust model has been provided by the
SECURE project [4]. Note that this model allows the definition of application
specific trust domains, provided they have certain properties.

Moreover, in terms of risk, we consider actions, which have a set of possible
results or outcomes. Each outcome has an associated risk, defined as the likeli-
hood of an outcome occurring and the cost or benefit of this outcome if it occurs.
The overall risk of an action is a combination of the risks of all its outcomes.

3 Overview of Scenarios

In this section we will introduce the two scenarios, focussing on the specific
aspects of trust based interactions of relevance to the previous discussion. We
simplify the scenarios and outcomes due to space constraints. Both scenarios
use intervals as trust values, and as such enable uncertainty comparisons using
the set or interval inclusion operator. Thus interval is more uncertain than
interval if the corresponding sets

3.1 Smart Space Scenario

In the smart space scenario, we consider the case of a smart environment
equipped with sensors in rooms and offices to enable the collection of data such
as the location of the smart space inhabitants. In this particular scenario, there
exists a context information server (CIS) that collects, stores and interprets
user contextual information, such as location. Users can request the information
that the CIS collects for other users. The way information is exchanged between
users classifies them as information owners, those whose contextual information
is managed by the CIS, or information receivers, those who would like to use the
managed contextual information. In particular, we consider the case of a CIS
that is able to track certain users, the information owners, as they move within
the smart space. Any user can play the role of information receiver, requesting
from the CIS location information about other users with the intention to meet
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them. Note that for simplicity, we consider that all trust reasoning is performed
by the central CIS for the domain, but in line with global computing, each infor-
mation owner may possess a device which manages their own trust information,
with the domain adopting some form of distributed context management. How-
ever, this would complicate the scenario greatly, thus it is outside the scope of
this paper.

The concern in such systems is about the privacy of their users, due to the
vast amounts of personal information collected. Users concerned about their pri-
vate information are likely to refuse participation in such systems. At the same
time, information owners may be willing to disclose their contextual information
if this disclosure is potentially beneficial. Accordingly, for any context informa-
tion system to be acceptable to the users, it must provide mechanisms for the
fine-grained control of access to their personal contextual information. In this
scenario, trust-risk based access control constitutes this mechanism.

Fig. 1. A user requests location information from the context information server.

As depicted in Figure 1, first, the information receiver sends a request to
the CIS for location information regarding a particular information owner. We
assume that all users are registered with the system, and as a result, the identifi-
cation by the CIS of both the information receiver and the information owner is
trivial. On receipt of the request the CIS needs to decide whether to permit the
tracking of the information owner, based on trust-risk evaluation. If the CIS de-
cides to provide the requested information it starts sending location notifications
to the information receiver. This will cease either when the allocated tracking
time expires or when the sensors detect the information receiver and information
owner in proximity of 1 meter to each other, indicating that the purpose of the
request has been fulfilled, i.e. a meeting between the information receiver and
the information owner is taking place. Moreover, the CIS sends messages to the
information owners when the allocated meeting time is due to expire.

Here, we take the approach of defining a set of basic trust values
(FD,D,N,T,FT) representing fully distrusted, distrusted, neutral, trusted and fully
trusted. From this, we follow the constructive approach described in [4] to con-
struct intervals for the actual trust values. For example [FD,N] means that we
know this principal is either FD, D or N, but are uncertain which exact value is
the case.
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A trust value, coupled with parameters (for specific groups of users) reflecting
the information owner’s willingness to trade privacy for a potentially beneficial
meeting, allows reasoning about the risk of information disclosure for a decision.

3.2 E-purse Scenario

The e-purse scenario involves the use of an electronic purse when a user interacts
with a bus company. The purpose of the e-purse is to hold a relatively small
amount of e-cash (in this scenario the e-purse is limited to 100 euro) that the
owner can use as if it were real cash for buying bus tickets (see figure 2).

Fig. 2. E-purse scenario interaction.

Users can refill their e-purse by contacting their bank provided that there
is enough cash in their account. There are three different principals involved in
this scenario: the user (owner) of the e-purse, the bus company and the bank.
We focus on modelling the interaction between the bus company and the user,
where users want to purchase tickets using their e-purse.

E-cash is based on a protocol that although it protects user anonymity dur-
ing normal transactions, enables identification of guilty parties in fraudulent
transactions. Although there are some guarantees of fraud compensation by the
bank, we assume that the bank requires that the bus company takes measures
to reduce the incidents of fraud (e.g. some kind of financial penalty for a high
percentage of fraudulent transactions). In the extreme case it could even pass
the whole cost of the fraudulent transactions to the bus company. Therefore,
every time the bus company accepts e-cash in a transaction it takes the risk of
losing money due to fraud. For the bus company to decide how to respond to a
purchasing request, it needs to determine the trustworthiness of the user. Prin-
cipals can assign different levels of trust to different users based on the available
information, to allow a decision to consider the risk that transactions involving
the user entail. The trust values in this case are intervals from 0 to 100 in line
with the maximum amount of e-cash. The question for the bus company is: given
this trust value, what is the cut off point for accepting e-cash for the ticket?
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4 Relationship of Trust and Risk

This section discusses the relationship between trust and risk, aiming to high-
light considerations for developers rather than propose a definitive approach. We
assume that an entity, the decision maker, receives a request for an interaction
from another entity, the requester. We assume a model where before each inter-
action the decision maker has to make a trusting decision, termed the decision
process. This process is based on the combined reasoning about the trustwor-
thiness of the requester and the risk of the interaction (see figure 3). After a
decision to proceed with an interaction has been taken, the decision maker has
to evaluate this decision in terms of both trust and risk. We term these feedback
process, trust evaluation and risk evaluation respectively.

Fig. 3. Relationship of Trust and Risk in Decisions and Evaluation

4.1 Trust and Risk in Decision Making

In general, there are two alternative views of the relationship between trust and
risk. On one hand, we can view risk “driving” trust. According to this view, risk
reflects how vulnerable we are in a particular situation, or in other words how
likely is our current situation to lead to an accident, combined with the severity or
cost of the accident. In this case, our aim is to protect ourselves by only exposing
serious vulnerabilities to highly trusted collaborators. In this context the trusting
decision we have to make can be expressed as: in a particular situation or a
particular action which entails a level of risk how trustworthy should a
principal be in order to be allowed to enter situation or carry out action In
this view the level of risk determines the level of required trustworthiness, i.e.
risk drives the decision making.

On the other hand, we can view trust “driving” risk. According to this view,
trust reflects the likelihood of a principal behaving well in a particular situation.
In this case, our aim is to protect ourselves by only collaborating with principals
that are likely to behave well and as a result an interaction with them is not very
risky. In this context the trusting decision we have to make can be expressed
as: in a particular situation or a particular action involving a particular
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principal how much risk are we willing to accept by allowing principal to
enter situation or carry out action In this view the level of trustworthiness
determines the level of perceived risk, i.e. trust drives the decision making.

It seems to be the case that the former view is more natural in a safety critical
systems setting, while the latter in a financial systems setting. Supposing that
costs and benefits are quantifiable, the latter view seems more appropriate. For
this reason we concentrate on it for the remainder of the paper. Looking at this
decision making process, combined with the adopted view of risk, it is clear
that the decision-maker requires the ability to associate each principal to a risk
profile, described by the combination of the risks of individual outcomes of an
interaction. This profile can also be seen as a profile of how good or bad the
behaviour of a principal is expected to be in the context of the requested action.
In this sense, the trust values can be viewed as classifiers of principals, where
principals are classified according to their expected behaviour in a number of
groups, one for each trust value. This has significant benefits for the scalability
of the decision making process. It allows the decision-maker to keep a relatively
small number of risk profiles, which is independent of the number of principals in
the system. This is particularly important in a global computing setting, where
the number of principals is expected to be particularly high.

This approach dictates a very close relation between trust values and risk
profiles. In fact, every trust value must be associated to a single risk profile.
Additionally, two different trust values should be associated to different risk
profiles. This approach requires that the mapping between trust values and risk
profiles is not only a function but an injective or one-to-one function. As a result
of this, the number of trust values and consequently risk profiles is dependent
on the required granularity of the decision making process. The larger the num-
ber of trust values the more able the decision-maker is to discern variations in
the expected behaviour of principals, allowing finer differentiation on the way
principals are treated. However, there is a tradeoff between the granularity and
the complexity of the decision making process. Finer differentiation in the treat-
ment of principals requires a more complicated process. Therefore,in most cases
we would expect a relatively small number of risk profiles.

4.2 Trust and Risk in Evaluation of Decisions

In a global computing environment characterised by the lack of complete in-
formation about principals, their classification into similarly behaving groups
cannot be final. As additional information about the behaviour of individual
principals becomes available the classification needs to be re-evaluated. The re-
sults of this process may be twofold. It may either lead to the re-classification
of the principal into a different group whose associated risk profile is a more
accurate predictor of the principal’s behaviour. Or, it may even lead to a recon-
figuration of the classification scheme by updating the risk profiles associated
to each group. In this context, the two aspects of evaluation process can be
captured by the following questions:
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Has each principal been classified to the correct group, i.e. is the trust value
for each principal correct?
Is the risk profile associated to each group correct, i.e. is the risk profile for
each trust value correct?

The former aspect of the evaluation process can be associated to the feedback
of evidence from completed collaborations. We refer to this aspect of the process
as trust evaluation. Moreover, it becomes clear that a second form of feedback
is necessary to represent the latter aspect of evaluation. We refer to this aspect
of the process as risk evaluation. In the remainder of this paper, we focus on
the dynamic aspects of trust (i.e. trust evaluation). Within this context, we can
view the feedback collected from the multiple cases of an action as a profile of
observed behaviour for the requester with respect to the action. Likelihood in
this profile represents the proportion of the total occurrences where an outcome
occurred. Then, we could rephrase the above trust evaluation question as follows:

Which of the risk profiles predicts principal behaviour reflecting most closely
the observed behaviour?

Being able to use the answer to this question to determine the appropriate
trust value for the user requires an even stronger relationship between trust
values and risk profiles. Not only should we be able given any trust value to
select a risk profile, but we should also be able given any risk profile to select
a trust value. This requirement implies that mapping from trust values to risk
profiles should also be surjective or onto function. As a result, this function must
be a bijection.

4.3 Structure of the Risk Domain for Decision Making and Trust

Evaluation

So far in the discussion of the relationship between trust and risk, we have
ignored the structure of the trust value domain. According to the discussion in
section 2 this domain must allow the comparison of values in terms of “more
trust” and “more uncertainty”. This, in combination with the fact that both the
decision making and trust evaluation processes require a very close relationship
between trust values and risk profiles, implies that the set of the risk profiles
should reflect the structure to the trust domain.

In the case of comparison in terms of trust (represented by the operator),
if we consider two trust values with respective risk profiles such that

then must represent less risk than Given that risk consists of both
likelihood and cost, two views can be taken. One view is that outcomes with
lower costs and/or higher benefits are more likely in profile than in profile

There is also the alternative view, according to which it also means that
if the corresponding outcomes are equally likely then their associated costs are
lower in profile than in profile Therefore, we can take the general view
that the trustworthiness of a principal can affect both the likelihood and/or the
associated costs of the outcomes.
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In the case of comparison of uncertainty of trust values, and the effect of this
on risk, there are three alternatives:

1.

2.

3.

Ignore the uncertainty dimension of the trust values in both the decision
making and trust evaluation processes. In this approach, if the trustworthi-
ness of two principals differs only in terms of certainty then both principals
will be treated the same. At the same time, the trust evaluation process will
only affect the trust dimension of the trust values leaving the uncertainty as-
pects either completely unaffected or managed through external procedures.
Consider the uncertainty dimension of the trust values only in the decision
making process and not in the trust evaluation process. Following this ap-
proach the risk profiles reflect only the trust dimension of the trust values.
As a result, the decision making process cannot rely exclusively on the risk
profiles. Instead it also requires the trust values themselves in order to con-
sider their information dimension. At the same time, the trust evaluation
process still only affects the trust dimension of the trust values. Similarly
to the first approach, this leaves the uncertainty aspects either completely
unaffected or managed through external procedures.
Introduce a notion of uncertainty to the risk model, which will allow con-
sideration of both trust dimensions in both processes. In this approach in
contrast to the second one, the risk profiles reflect both trust dimensions. As
a result, the decision making process can rely exclusively on the risk profiles,
rather than requiring trust information to facilitate reasoning about uncer-
tainty. At the same time, the trust evaluation process considers and affects
both trust dimensions. For example, as a result of the trust evaluation pro-
cess the new trust value may be different only in terms of uncertainty and
not in terms of trustworthiness.

The first approach is the least desirable of the three since it does not fully
utilise the structure of the trust domain in both processes. The second approach
is a half way between the other two. On one hand, it does not ignore the un-
certainty of the trust values during decision making as the first one does. On
the other hand, it still considers the uncertainty aspect as external to the trust
evaluation process. As a result is still does not fully utilise the structure of the
trust domain in the trust evaluation process. The third approach fully utilises
the structure provided of the trust domain in both process. Moreover, it requires
that the risk profiles reflect relationships between the respective trust values both
in terms of trustworthiness and uncertainty. This requires a risk model which is
able to capture uncertainty.

From the three approaches we consider the third one as the most desirable,
mainly because of the requirements it places on the risk model. We believe
that a risk model incorporating uncertainty is more in tune with the global
computing setting that is characterised by high degrees of uncertainty about the
collaborators. Consequently, we focus the discussion on the third approach in
section 4.4.
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4.4 Uncertainty in Risk Modelling

Our aim in this section is not to describe a full model for uncertain risks. It is
more to suggest ways in which uncertainty may be designed into a risk model,
bearing in mind the definition in section 2, where we pointed out that risk is the
combination of the likelihood of an outcome occurring and the cost it incurs.

We can introduce uncertainty by considering risk ranges instead of specific
risk values, in a constructive approach similar to that used for constructing
intervals from basic trust values in [4], and also demonstrated in the smart space
scenario. A risk range can be seen as either a set containing a number of distinct
risk values or a notion of ordering on the risk values as an interval containing
all the values between an upper and a lower bound. In either case, the higher
the number of included risk values the more uncertain we are about the risk. As
the number of included risk values is reduced our certainty about risk increases
reaching complete certainty at the point when we have a specific risk value. In
other words, we can compare risk ranges in terms of uncertainty using the set or
interval inclusion operator. Thus a risk range is more uncertain than risk
range if the corresponding sets

Regarding the exact meaning of a risk range we could consider it to be that all
the included risk values are equally likely while all other risk values are considered
totally unlikely. This is the same as the intervals of trust in the scenarios, i.e.
considering all included trust values as equally likely. In this way we can now
easily reflect the full structure of the trust domain on the risk domain. We can
see the certainty dimension of the trust domain as defining an inverse uncertainty
dimension on the risk domain.

Following this approach results in some changes in the decision making and
the trust evaluation processes. In the decision making process instead of consid-
ering a single risk profile for a principal we will have to consider a range of likely
profiles. Any decision taken must acknowledge this fact. Furthermore, the trust
evaluation process will have to decide on the appropriateness of the current trust
value not only in terms of trustworthiness but also in terms of uncertainty. In
terms of uncertainty the issues are whether any of the risk profiles of the range
can be safely excluded (uncertainty reduction) or if additional profiles need to
be included (uncertainty increase).

Taking into consideration the above discussion, we can define two special
cases:

The case where the uncertainty is limited to the costs of the outcomes while
their likelihoods are certain. The smart space scenario is an example of this
case.
The case where the uncertainty is limited to the likelihoods of the outcomes
while their costs are certain. The e-purse scenario is an example of this case.

5 Engineering Trust and Risk in the Scenarios

In this section we elaborate on how the discussion in section 4 affects decision
making and trust evaluation in the scenarios. This discussion builds upon our



130 C. English, S. Terzis, and W. Wagealla

previous work on the dynamic evolution of trust [8,7,20,19]. In this work, the
observations made after an interaction are evaluated in terms of their attraction,
which represents the influence they exert on the current trust value The
interested reader can find more details of these and other trust evolutionary
concerns in [19].

5.1 Case 1: Smart Space Scenario

This scenario represents the case where the uncertainty is limited to the costs of
the outcomes while their likelihoods are certain. More specifically, we consider
a single interaction, a request for location information, that has a single certain
outcome, loss of user privacy, with a range of costs and benefits determined by
the cost or benefit of meeting with the information receiver (requester). To facili-
tate risk assessment, information owners specify a privacy policy that determines
under which circumstances the CIS should disclose their location information.
The privacy policies sets boundaries on the acceptable expected costs/benefits
of interactions, expressed as limits on both the tracking and meeting duration.
Different privacy policies can be defined for different groups of users, and can
be configured in terms of Maximum tracking duration units, (mtdu), Maximum
meeting duration units, (mmdu), Value of time, (vt) for the information owner,
and Privacy sensitivity level, (psl), which determines the degree to which infor-
mation owners are concerned about their privacy.

Making a decision. The requester’s trustworthiness determines the likelihood
of the various costs/benefits. We assume a mapping from the basic trust values
(FD,D,N,T,FT), to probability distributions of costs, representing the range of
likely costs for each trust value. As there is only one outcome (loss of privacy),
this probability distribution represents the risk profile. The associated risk pro-
files of the trust value intervals are constructed by considering the corresponding
risk profiles of the included basic trust values as equally likely, averaging the re-
spective distributions. To simplify this construction, the range of cost/benefit is
divided into 5 intervals and the value on top of each column represents the like-
lihood of this interval of cost/benefit. For example, the constructed risk profile
for the interval [FD,N] is the average of the distributions for [FD,FD], [D,D] and
[N,N] and is depicted in figure 4(a).

To make a decision, the CIS knows the identity and group of the requester
from the interaction request, and can select the corresponding privacy policy.
This, coupled with the risk profile for the requester, enables the decision making
process. Access policies are described as functions that given the risk profile
determine how many units of tracking and meeting duration should be provided
to the requester. These policies in fact describe the risk that the information
owner is willing to take. For example, if the risk profile predicts high benefits
from an interaction, then the access control policy will assign more units for
both tracking duration and meeting duration, up to a limit defined by privacy
policy.
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Fig. 4. An example risk profile and observed behaviour profile

Trust evaluation. In order to determine the range of possible costs/benefits
for each outcome, we calculate first the maximum costs/benefits, again using the
privacy policy factors. In calculating the total maximum benefit, we only consider
the maximum benefit of a meeting since there is no direct benefit from tracking.
When a meeting has taken place, the information owner provides feedback, re-
flecting the observed cost/benefit of it. The actual cost/benefit is combination
of both the cost of tracking duration and the cost/benefit of the meeting based
on the privacy policy factors mentioned above.

The evidence evaluation function, eval(), determines the attraction that a
piece of evidence conveys. The evaluation is relative to the current trust value
and attempts to determine which trust value would have been a more accurate
predictor of the observed outcome. This calculation utilises the reverse of the
mapping from the risk profiles to trust values used during decision making. More
specifically, let us suppose that figure 4(b) depicts the observed cost/benefit of
ten interactions. A comparison of this risk profile to the set of profiles provided
by the risk analysis would show that the closest one is the profile for the [T,T]
trust value. Therefore, the eval() function should produce an attraction which
would evolve towards [T,T].

5.2 Case 2: E-Purse Scenario

This scenario demonstrates the case where the uncertainty is limited to the likeli-
hoods of the outcomes while their costs are certain. More specifically, we consider
a single interaction, e-cash payment for a bus ticket, that has two outcomes, valid
and invalid e-cash, each with a specific cost determined by the amount of the
transaction. Users are considered reliable up to a certain transaction amount,
no chance of invalid e-cash, and unreliable above a certain transaction amount,
no chance of valid e-cash. Trust value intervals on the range [0, 100] reflect the
amount of e-cash that the bus company is willing to accept from the requesting
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user. An interval indicates that the bus company is quite certain about
the validity of amounts up to of e-cash , fairly uncertain about the validity of
amounts between and and fairly certain that any amount above will be
invalid. Risk in the E-purse scenario is rather simple, with the cost of the bus
ticket determining the cost part of risk.

Making a decision. Again, the trust interval is used to determine the risk
of interacting with a particular principal. The assumption is that the user’s
trustworthiness reflects the expected loss or gain during a transaction involving
him or her. The costs involved in an interaction range from -100 to 100, denoting
the maximum gain or loss for the bus company. The calculated risk allows entities
to decide whether or not to proceed with an interaction. In this scenario, a
simplified view is taken, whereby the trust value directly determines the amount
of e-cash a bus company is willing to accept. The decision making process for a
ticket of value regarding a user with trust value is as follows:

If then the whole amount of the transaction can be paid in e-cash.
If then the option of paying in e-cash is not available and the full
amount has to be paid in cash.
If then the likelihoods of the possible outcomes are examined.
Note that there are only two possible outcomes, the e-cash provided by the
user will be either valid or invalid. For the calculations of the likelihoods,
we divide the range from d1 to d2 into a number of units, For example
could be equal to the price of the cheapest ticket, say 5 euro. In this case,
the number of units is determined by dividing the whole range over five

The likelihood of invalid e-cash for each unit is where
(see figure 5).

Fig. 5. Risk Analysis.

Note that the likelihood of invalid e-cash increases in ascending order from
(with a probability of 0 for invalid e-cash) to (with a probability of 1 for

invalid e-cash). This represents the risk profile of each outcome of each action for
each trust value as an interval of likelihoods combined with the certain cost, while
the level of uncertainty is represented by the size of the interval. Considering
these likelihoods for the possible outcomes the bus company can place a threshold
on acceptable risk. It will only accept e-cash for transaction with risk below the
threshold.
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Trust Evaluation. Observations about the outcome of an interaction in this
scenario are straightforward, as they are just the observed payment of valid e-
cash, or the lack thereof. Due to the simple mapping from cost/benefit to the
trust value domain, the evaluation of this observation is simple. The attraction
produced by the evaluation process merely raises or drops the bounds of the
current trust value. Moreover, if the outcome was expected, i.e. its likelihood was
more than 50%, then the attraction reflects this. The details of this, however,
will not be discussed here due to space limitations, but are provided in [19].

6 Conclusions and Future Work

In conclusion, engineering trust based collaborative applications in a global com-
puting environment requires explicit reasoning about risk, and a trust model that
encodes uncertainty. The decision making process in such applications should
combine both trust and risk. As a result the relationship between the underlying
risk and trust models is central. There is a vast space of alternative views of this
relationship. This paper is an attempt to chart this space, as a first step towards
an engineering methodology for such applications. Moreover, the presentation of
the two scenarios gives an insight into the tradeoffs that engineers must make in
selecting the most appropriate view for the needs of their application.

We are currently validating the described scenarios through simulations. We
are planning to develop a simulation framework for general purpose experimenta-
tion in trust based collaborative applications in global computing. Furthermore,
there are clearly a number of issues that remain to be addressed. For example,
it is not currently clear under which circumstances alternative approaches are
more applicable. This is an important step in developing engineering guidelines
for such applications.

Finally, our investigation so far has omitted the important issue of context in
the interpretation of trust values during the decision making process. Exploration
of this issue is at the top of our agenda for research in the near future.

Acknowledgements. The work is this paper is supported by the EU project
SECURE: Secure Environments for Collaboration among Ubiquitous Roaming
Entities (IST-2001-32486).

References

1.

2.

3.

A. Abdul-Rahman and S. Hailes. Supporting trust in virtual communities. In
Hawaii International Conference on System Sciences, January 2000.
Matt Blaze, Joan Feigenbaum, and Angelos D. Keromytis. Keynote: Trust man-
agement for public-key infrastructures. In Secure Internet Programming: Issues
in Distributed and Mobile Object Systems, Lecture Notes in Computer Science:
State-of-the-Art. Springer-Verlag, 1998.
Matt Blaze, Joan Feigenbaum, and Jack Lacy. Decentralized trust management.
In IEEE Conference on Security and Privacy. AT&T, May 1996.



134 C. English, S. Terzis, and W. Wagealla

4.

5.

6.

7.

8.

9.

10.

11.

12.

13.
14.

15.

16.

17.

18.

19.

20.

21.

22.

Marco Carbone, Mogens Nielsen, and Vladimiro Sassone. A formal model for trust
in dynamic networks. In International Conference on Software Engineering and
Formal Methods, September 2003.
Rita Chen and William Yeager. Poblano - a distributed trust model for peer-to-peer
networks. 2001.
Theo Dimitrakos. System models, e-risks and e-trust. towards bridging the gap? In
1st IFIP Conference on e-Commerce, e-Business, e-Government. Kluwer Academic
Publishers, October 2001.
Colin English, Sotirios Terzis, Waleed Wagealla, Paddy Nixon, Helen Lowe, and
Andrew McGettrick. Trust dynamics for collaborative global computing. In IEEE
International Workshops on Enabling Technologies: Infrastructure for Collabora-
tive Enterprises: Enterprise Security (Special Session on Trust Management), 2003.
Colin English, Waleed Wagealla, Paddy Nixon, Sotirios Terzis, Andrew McGet-
trick, and Helen Lowe. Trusting collaboration in global computing. In First Inter-
national Conference on Trust Management, May 2003.
Diego Gambetta. Can we trust trust? In Diego Gambetta, editor, Trust: Making
and Breaking Cooperative Relations, pages 213–237, Oxford, 1990. Basil Blackwell.
Tyrone Grandison and Morris Sloman. Trust management tools for internet ap-
plications. In First International Conference on Trust Management, May 2003.
Global Computing Initiative. Website.
http: //www. cordis. lu/ ist/ fet/ gc. htm, 2002.
Lalana Kagal, Jeffrey L Undercoffer, Filip Perich, Anupam Joshi, and Tim Finin. A
security architecture based on trust management for pervasive computing systems.
In Grace Hopper Celebration of Women in Computing, October 2002.
Kerberos. Website. http: //web. mit. edu/kerberos/www/.
Ninghui Li and John C. Mitchell. RT: A role based trust management framework.
In 3rd DARPA Information Survivability Conference and Exposition (DISCEX
III). IEEE Computer Society Press, April 2003.
John McLean. Security models. In J. Marciniak, editor, Encyclopedia of Software
Engineering. John Wiley & Sons, 1994.
Ravi Sandhu. Access control: The neglected frontier. In First Australian Confer-
ence on Information Security and Privacy, 1996.
K. E. Seamons, M. Winslett, T. Yu, B. Smith, E. Child, J. Jacobson, H. Mills, and
L. Yu. Requirements for policy languages for trust negotiation. In 3rd International
Workshop on Policies for Distributed Systems and Networks (POLICY 2002), June
2002.
J.-M. Seigneur, S. Farrell, C. Jensen, E. Gray, and C. Yong. End-to-end trust
starts with recognition. In First International Conference on Security in Pervasive
Computing, 2003.
Sotirios Terzis, Waleed Wagealla, Colin English, and Paddy Nixon. The secure
collaboration model. Technical Report 03, University of Strathclyde, Computer
and Information Sciences, December 2003.
Waleed Wagealla, Marco Carbone, Colin English, Sotirios Terzis, and Paddy Nixon.
A formal model of trust lifecycle management. In Workshop on Formal Aspects of
Security and Trust (FAST2003) at FM2003, September 2003.
Li Xiong and Ling Liu. A reputation-based trust model for peer-to-peer ecommerce
communities. In ACM Conference on Electronic Commerce, 2003.
Bin Yu and Munindar P. Singh. An evidential model of distributed reputation
management. In 1st International Joint Conference on Autonomous Agents and
MultiAgent Systems, 2002.



Analysing the Relationship between Risk and Trust

Audun Jøsang1 and Stéphane Lo Presti2

1 DSTC * * *, Queensland University of Technology, GPO Box 2434, Brisbane Qld 4001,
Australia.

ajosang@dstc.edu.au
2 University of Southampton †, School of Electronics and Computer Science,

Southampton SO17 1BJ, United Kingdom.
splp@ecs.soton.ac.uk

Abstract. Among the various human factors impinging upon making a decision in
an uncertain environment, risk and trust are surely crucial ones. Several models for
trust have been proposed in the literature but few explicitly take risk into account.
This paper analyses the relationship between the two concepts by first looking at
how a decision is made to enter into a transaction based on the risk information.
We then draw a model of the invested fraction of the capital function of a decision
surface. We finally define a model of trust composed of a reliability trust as the
probability of transaction success and a decision trust derived from the decision
surface.

1 Introduction

Manifestations of trust are easy to recognise because we experience and rely on it every
day. At the same time it is quite challenging to define the term because it is being used
with a variety of meanings and in many different contexts [12], what usually lead to
confusion. For the purpose of this study the following working definition inspired by
McKnight and Chervany’s work [12] will be used:

Definition 1 (Trust). Trust is the extent to which one party is willing to depend on
somebody, or something, in a given situation with a feeling of relative security, even
though negative consequences are possible.

Although relatively general, this definition explicitly and implicitly includes the basic
ingredients of trust. The term situation enables this definition to be adapted to most needs,
and thus be general enough to be used in uncertain and changing environments. The
definition acknowledges the subjective nature of trust by relying on one’s willingness and
relative security. The aspect of dependence is implicitly complemented by uncertainty
through possibility and by risk through negative consequences.
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Risk emerges for example when the value at stake in a transaction is high, or when
this transaction has a critical role in the security or the safety of a system. It can be seen
as the anticipated hazard following from a fault in or an attack of the system and can be
measured by the consequences of this event.

The question regarding whether adequate models of risk and trust can be designed is
still open at the present time. This ensues from the fact that these two notions encompass
so many aspects of our life that their understanding is made difficult by the scale and
the subjectivity of the task. Furthermore, these notions intrinsically rely on uncertainty
and unpredictability, what complicates even more their modelling. Nevertheless, many
models and approaches have been proposed to delimit, to reason and to solve a part of
the problem that trust and risk constitute.

There are at the moment few trust systems and models that explicitly take the risk
factor into account [8]. In most trust systems considering risk, the user must explicitly
handle the relationship between risk and trust by combining the various ingredients
that the system provides. At the same time, all those systems acknowledge the intuitive
observation that the two notions are in an inverse relationship, i.e. low value transactions
are associated to high risk and low trust levels and vice versa, or, similarly, risk and trust
pull in opposite directions to determine a user’s acceptance of a partner [13].

Falcone and Castelfranchi (2001) [6] recognise that having high trust in a person is
not necessarily enough to decide to enter into a situation of dependence on that person.
In [6] they write: “For example it is possible that the value of the damage per se (in case
of failure) is too high to choose a given decision branch, and this independently either
from the probability of the failure (even if it is very low) or from the possible payoff (even
if it is very high). In other words, that danger might seem to the agent an intolerable
risk.”

Povey (1999) [14] introduces the concept of risk in McKnight and Chervany’s work.
Risk is exposed by the Trusting Behaviour and influences the Trusting Intentions and
possibly the Situational Decision to Trust. Dimitrakos (2002) [5] presents this schema
with a slightly different, and corrected, point of view. Trust metrics, costs and utility
functions are introduced as parameters of an algorithm that produces the trust policy for
a given trusting decision. Nevertheless, this work lacks a quantitative definition of the
various involved measures and lacks examples of application of this generic algorithm.

The SECURE project [4] analyses a notion of trust that is “inherently linked to risk”.
Risk is evaluated on every possible outcome of a particular action and is represented as
a family of cost-PDFs (Probability Density Function) parameterized by the outcome’s
intrinsic cost. The considered action is then analysed by a trust engine to compute
multidimensional trust information which is then used by a risk engine to select one
cost-PDF. The decision to take the action is then made by applying a user-defined policy
to select one of the possible outcomes’ cost-PDFs.

The system described by Manchala (1998) [10] avoids expressing measures of trust
directly, and instead develops a model based on trust-related variables such as the cost
of the transaction and its history, and defines risk-trust decision matrices as illustrated in
Figure 1. The risk-trust matrices are then used together with fuzzy logic inference rules
to determine whether or not to transact with a particular party.
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Fig. 1. Risk-trust matrix (from Manchala (1998) [10]).

In this paper, we expand on Manchala’s model of trust with the intention of refin-
ing the relationship between trust and risk. Section 2 analyses how risk influences the
decision-making process by calculating some of the factors impinging upon the outcome
of the transaction. These factors are the expected gain and the fraction of the capital that
is invested. Section 3 follows by deriving two trust factors from the previous elements:
reliability and decision trust. In Section 4, we conclude by summarising our approach
and discussing further work.

2 Decisions and Risk

Risk and trust are two tools for making decisions in an uncertain environment. Though
central to many works, these two indicators only have semantics in the context of a
decision that an agent is taking. An agent, here, can equivalently be a human being (e.g.
a stockbroker) or a program (e.g. a software agent), whose owner (another agent) has
delegated the decision-making process for a particular kind of interaction.

We focus on transactions rather than general interactions. This abstraction is not
a limitation but rather a point of view on interactions, since most interactions can be
modelled by transactions. Collaborations can be viewed as a group of transactions,
one for each collaborator. The case of an attack by a malicious agent is a degenerated
case where the transaction is abused by the attacker who invests fake income. Lastly,
dependability can be considered as a combination of the various transactions between
the agents so that the transactions’ history and their overall effect are summarized.

Since risk is involved, we assume that numerical information is available from the
transaction context to compute the level of risk. Practically these values may be hard
to determine, since many factors of the transaction need to be taken into account [7,1],
and financial modelling may not be suited to all the transaction contexts. For the sake of
simplicity, we will limit ourselves to simple financial transaction contexts, but without
loss of generality in our explorative approach.
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In classical gambling theory the expected monetary value EV of a gamble with
mutually exclusive and exhaustive possible outcomes can be expressed as:

where is the probability of outcome and is the gain factor on the monetary
investment (or bet) I in case of outcome

However in many cases the utility is not the same as monetary value, and expected
utility EU is introduced to express the personal preferences of the agent. In classical
utility theory the expected utility can be expressed as a linear function of the probabilities:

where is an a priori non-linear function of monetary value. In traditional EU theory
the shape of the utility function determines risk attitudes. For example, the agent would
be risk averse if is a concave function, meaning that, at a particular moment, utility
gain from a certain transaction outcome is less that the actual monetary value of the
same outcome. Considering that a utility function is identified only up to two constants
(origin and units) [11], the concavity condition can be simplified to: for
risk aversion behaviour; and for risk seeking behaviour.

However, studies (e.g. [2]) show that people tend to be risk seeking for small values
of except if they face suffering large losses in which case they will be risk averse (e.g.
buy insurance). On the contrary, people accept risk for moderate to large values of or
to avoid certain or highly probable losses. The later case can be illustrated by a situation
of trust under pressure or necessity: if the agent finds himself in an environment where
he faces an immediate high danger (e.g. a fire) and has to quickly decide whether or not
to use an insecure means (e.g. a damaged rope) to get out of this environment, he will
chose to take this risk, thus implicitly trusting the insecure means, since it is a better
alternative than death.

These studies show that risk attitudes are not determined by the utility function alone.
We will not attempt to formally describe and model risk attitudes. Instead we will simply
assume that risk attitudes are individual and context dependent, and based on this attempt
to describe some elements of the relationship between trust and risk attitudes. For an
overview of alternative approaches to utility theory see Luce (2000) [9] for example.

When analysing the relationship between risk and trust, we will limit ourselves to the
case of transactions with two possible outcomes, by associating a gain factor
to the outcome of a successful transaction and a loss factor to the outcome
of a failed transaction. This can be interpreted as saying that a gain on an investment can
be arbitrarily large and that the loss can be at most equal to the investment.

A purely rational and risk-neutral (in the sense that it has no particular propensity to
take or avoid risks) agent will decide to enter into a transaction as long as the expected
utility is positive. Since risk-neutrality means that we use an expression
for expected gain without a factor I to determine whether the expected utility will be
positive or negative. Given an investment I the return will be in the case of a
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successful transaction, and the loss will be in case the transaction fails. If we denote
by the probability of success, the expected gain EG can then be expressed as:

The expected value, which is the same as the expected utility in the case of a risk-
neutral attitude, resulting from an investment I can in turn be expressed as:

The parameters and determine whether the expected gain is positive or
negative. If we assume that a transaction failure causes the total investment to be lost,
which can be expressed by setting the expected gain EG is equal to

as illustrated in Figure 2.

Fig. 2. Expected gain as a function of transaction gain and probability of success.

In Figure 2, the sloping surface (squared and solid line) represents the expected gain
for given values of and whereas the horizontal surface (squared and dotted line)
represents the cut-off surface for zero expected gain. The intersection between the two
surfaces is marked with a bold line. Points on the sloping surface above this line represent
positive expected gain, whereas points below the line represent negative expected gain.

Figure 2 covers expected gains in the range [–1,3] (-100% + 300%) but in general the
expected gain can be from –1 to any positive value depending on For example, public
lottery can provide gains in the order of several millions although the probability of
success is so low that the expected gain is usually negative. An expected gain EG = –1
occurs for example when lending money to a con-artist and

However, it is not enough to consider whether a transaction has a positive expected
gain when making a decision to transact. How much the relying party can afford to loose
also plays a role. We examine two examples in order to illustrate this behaviour.
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In the first example, an agent deposits amount C in a bank. The transaction consists
of keeping the money in the bank for one year in order to earn some interests. The
transaction gain is simply the bank’s interest rate on savings. The probability of
success is the probability that the money will be secure in the bank. Although money
kept in a bank is usually very secure, can never realistically be equal to 1, so there is a
remote possibility that C might be lost. Given that the transaction gain for bank deposits
are relatively low, the decision of the relying party to keep his money in the bank can be
explained by the perception that there is no safer option easily available.

As another example, let the transaction be to buy a $1 ticket in a lottery where
there are 1,000,000 tickets issued and the price to be won is valued at $900,000. In
this case, according to Equation 3 and so
that EG = –$0.10. The fact that people still buy lottery tickets can be explained by
allocating a value to the thrill of participating in the hope to win the price. By assuming
the utility of the thrill to be valued at $0.11, the expected gain becomes $0.01, or close
to neutral gain. Buying two tickets would not double the thrill and therefore puts the
expected gain in negative.

These examples, as well as the case of trust under pressure or necessity previously
illustrated, show that people are willing to put different amounts of money at risk de-
pending on the transaction gain and the probability of success. A purely rational agent
(in the classic sense) would be willing to invest in any transaction as long as the expected
gain is positive. Real people on the other hand will in general not invest all their capital
even though the expected gain is positive. More precisely, the higher the probability of
success, the higher the fraction of the total capital an agent is willing to put at risk. Let
C represent an agent’s total capital and represent the fraction of capital C
it is willing to invest in a given transaction. The actual amount I that a person is willing
to invest is determined as In the following analysis, we use rather than I
because it abstracts the capital value, by normalising the variable that we are studying.

In general varies in the same direction as when is fixed, and similarly
varies like when fixed. As an example to illustrate this general behaviour let a given
agent’s risk attitude be determined by the function:

where is a factor moderating the influence of the transaction gain on the
fraction of total capital that the relying party is willing to put at risk. We will use the
term decision surface to describe the type of surface illustrated in Figure 3.

is interpreted as a factor of the relying party’s risk aversion in the given transaction
context, and in Fig.3 Independently from the utility function (propensity
towards risk), represents the contextual component of the risk attitude. A low value
is representative of a risk-taking behaviour because it increases the volume under the
surface delimited by (pushes the decision surface up in Figure 3), whereas a high
value represents risk aversion because it reduces the volume under the surface (pushes
the decision surface down).

Risk attitudes are relative to each individual, so the shape of the surface in Figure 3
only represents an example and will differ for each agent. In this example, we assumed
a relatively complex function to represent a non-linear investment behaviour. We do
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Fig. 3. Example of an agent’s risk attitude expressed as a decision surface.

not address here the issue of user modelling, but simply choose a non-trivial example.
The surface shape depends as much on the personal preferences of the agent as on its
mood in the particular context, but this does not preclude that in unusual situations
agent may behave out of the norm, even irrationally. The risk attitude also depends on
the total capital C an agent possesses and can change as a function of past experience,
notably via the agent’s confidence. As already mentioned, we will not try to define
general expressions for individual risk attitudes. The expression of Equation 5, with the
corresponding surface in Figure 3, only illustrates an example.

A particular transaction will be represented by a point in the 3D space of Figure 3
with coordinates Because the surface represents an agent’s risk attitude the
agent will per definition accept a transaction for which the point is located underneath
the decision surface, and will reject a transaction for which the point is located above
the decision surface.

3 Balancing Trust and Risk

We now move our point of view on the situation from risk to trust. Whereas in Section
2 the situation was modelled as a transaction, here it revolves around the concepts of
dependence and uncertainty. By this we mean that the outcome of the transaction depends
on somebody or something and that the relying party is uncertain about the outcome of
the transaction.

We assume that transactions can either be successful or failures and that the outcome
of a transaction depends on a party Furthermore we will let the uncertainty about the
outcome of the transaction be represented by the probability used in Section 2. We can
deduce from these hypotheses that in fact represents the reliability of for producing
a successful outcome, and that thereby partly represents the trustworthiness of
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Definition  2  (Reliability Trust). Reliability trust is defined as the trusting party’s prob-
ability estimate of success of the transaction.

As shown in Section 2, the specific value of that will make the relying party enter
into a transaction also depends on the transaction gain and the invested fraction of
the capital

The idea is that, for all combination of values of and underneath the decision
surface in Figure 3, the relying party trusts whereas values above the decision surface
lead the relying party to distrust for this particular transaction. The degree to which the
relying party trusts depends on the distance from the current situation to the decision
surface. For example, in the case where is close to zero and is close to one, the
relying party will normally not trust even if (i.e. the reliability trust) is high.

Since in reality represents a relative measure of trust and that even agents with
high values can be distrusted, the question is whether it would be useful to determine a
better measure of trust, i.e. one that actually measures whether is trusted for a particular
transaction in a given context. Such a measure must necessarily be more complex because
of its dependence on gains, investment values and possibly other context-dependent
parameters. Although it strictly speaking constitutes an abuse of language to interpret
as a measure of trust, it is commonly being done in the literature. We will therefore not
dismiss this interpretation of as trust, but rather explicitly use the term reliability trust
to describe it.

Another question which arises when interpreting as trust is whether it would be
better to simply use the concepts of reliability or outcome probability for modelling
choice because trust does not add any new information. In fact it has been claimed that
the concept of trust is void of semantic meaning in economic theory [17]. We believe
that this is an exaggeration and that the notion of trust carries important semantics. The
concept of trust is particularly useful in a context of relative uncertainty where a relying
party depends on another party to avoid harm and to achieve a successful outcome.

As an attempt to define a measure that adequately represents trusting decisions,
we propose to use the normalized difference between reliability and the cut-off
probability on an agent’s decision surface, what we will call decision trust.

Definition 3 (Decision Trust). Let us assume that: 1) the relying party’s risk attitude is
defined by a specific decision surface D; 2) a transaction X with party is characterised
by the probability of producing a successful outcome, by the transaction gain
and by the fraction of the relying party’s capital to be invested in the transaction;
3) is the cut-off probability on the decision surface D for the same values of and

The decision trust T, where is then defined as:

This decision trust is first defined by its three extreme points: (0, –1), and
(1,1). The next constraint is that the decision trust must explicitly depend on a distance
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between the current probability and the cut-off probability We then choose the
most simple functions, given that we have no a priori knowledge or experimental data,
i.e. a linear function from the distance

A positive decision trust is interpreted as saying that the relying party trusts for
this transaction in this context. A zero decision trust is interpreted as saying that the
relying party is undecided as to whether he or she trusts for this transaction because

reliability trust is at the cut-off value on the decision surface. Finally, a negative
decision trust corresponds to the relying party not trusting for the transaction in this
context.

As an example, Figure 4 illustrates the case of two possible transactions and
This figure is a section of the decision surface D in Figure 3 for a given value of The
probability difference is illustrated for the two transactions and as and
respectively. The figure illustrates the case of positive and negative decision
trust, although the actual transaction probability (i.e. reliability trust) is the same for
both situations.

Fig. 4. Illustrating decision trust by difference between reliability and decision cut-off probability.

Finally, one can ask what the relying party should do in the case when the decision
trust is negative. Povey (1999) [14] argues that, if the trusting decision is not made, the
relying party can treat the risk by: 1) adding countermeasures; 2) deferring risk; 3) or
re-computing trust with more or better metrics. Options 1 and 2 aim at increasing the
reliability trust by, respectively, increasing the cost I for the transacting opponent, and
hoping that time will soften the relying party’s investment. Option 3 confirms our idea
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that complex trust measures which are introduced early may sap an interaction. The two
interacting parties would then need to re-negotiate the terms of the interaction.

Traditional risk management [15,3] provides us with even more solutions, like risk
diversification or risk control, but that falls outside the subject of this study.

4 Conclusion

Risk and trust are two facets of decision-making through which we view the world and
choose to act. In an attempt to shape the relationship between risk and trust, this paper
tries to refine Manchala’s model in order to derive a computational model integrating the
two notions. We first compute the transaction’s expected gain and illustrate it on several
examples. But this transaction factor is not enough to determine the choice of whether
to transact or not. We complete this model by introducing the fraction of the capital that
an agent is willing to risk.

The intuitive parallel with trust of the first part of our approach is to use the probability
of success of the transaction as a measure of trust, what we called reliability trust. The
decision surface which defines an agent’s risk attitude is then taken into account in order
to derive a more complete definition of trust, the decision trust. This approach provides
a more meaningful notion of trust because it combines trust with risk attitudes.

This work is a first step at integrating the two important aspects of decision-making
that are risk and trust. We explored their relationship by trying to define a model that could
be applied to various examples. Although there is no universal mathematical definition
of several aspects of our model (utility function, decision surface) [16], we showed how
agent’s risk attitudes can be modelled and evaluated in the case of a particular transaction.

As further work, the model needs to be tested with various utility function shapes and
decision surfaces, and extended to cope with multiple outcomes. Several other variables
can also be integrated into this model. First, we could incorporate more economics and
legal information. For example, insurances would consider contractual transactions or the
influence of the law, and they could take the form of basic outcomes, minimal investments
and specific risk thresholds. Secondly, the temporal aspects should be explored, for
example via reinforcement learning or planning techniques to model how an agent adapts
to a sequence of transactions. This research activity should tie together trust and risk
dynamics. As a continuation of this work, research will be conducted to analyse the
situation where trust decision is not made after risk evaluation.
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Abstract. The paper advocates asset-oriented risk analysis as a means
to help defend user trust. The paper focuses on a net-bank scenario,
and addresses the issue of analysing trust from the perspective of the
bank. The proposed approach defines user trust as an asset and makes
use of asset-oriented risk analysis to identify treats, vulnerabilities and
unwanted incidents that may reduce user trust.

1 Introduction

There is no generally accepted definition of the term “trust”. One obvious reason
for this is that the meaning of “trust” as the meaning of most other natural
language terms depends on the context in which it is used. In this paper we
restrict our investigation of trust to a scenario involving a net-bank (online
banking), the bank that owns the net-bank, and the net-bank users. We argue
that risk analysis is suited to help defend existing user trust. The term “defend”
is taken from asset-oriented risk analysis where vulnerabilities of a system are
analysed with regard to identified assets. We claim that the user trust is a major
asset to the bank. Furthermore, we argue that risk analysis is well-suited to find
strategies to defend user trust and prevent unwanted incidents that may reduce
user trust.

In order to use risk analysis to asses user trust, we need a way to measure trust
in a quantitative or qualitative manner. We argue that it is not the trust itself,
but its consequences, such as the number of net-bank users, that is important
to the bank. Such observable consequences are often easy to measure and may
provide a firm basis for risk analysis.

The paper is divided into six sections. Section 2 introduces a basic terminol-
ogy with emphasis on factors that affect trust. Section 3 gives a short introduc-
tion to asset-oriented risk analysis. Section 4 describes a net-bank scenario on
which much of this paper focuses. Section 5 argues the suitability of risk analysis
to help defend existing user trust. The evaluation is angled towards the scenario
introduced in Section 4. Section 6 summarises our findings, presents the main
conclusions and outlines related work.

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 146–160, 2004.
© Springer-Verlag Berlin Heidelberg 2004



Using Risk Analysis to Assess User Trust 147

2 Trust and Trust Affecting Factors

It is generally accepted that trust is a more general issue than security in particu-
lar and dependability in general. Jones et al. [15] argue that “although businesses
and consumers may consider underlying systems to be completely dependable
in the traditional sense, they may not trust these systems with their business
or personal interests unless there exists a suitable legal framework they can fall
back on, should problems arise.” An analysis of trust will therefore encompass
a number of issues like legal, sociological and psychological aspects that are not
directly related to security.

2.1 Basic Terminology

Studies of trust distinguish between the trustor, that is, the agent that trusts
another agent, and the trustee; the agent being trusted. Trust is a property of
the trustor, whereas credibility and trustworthiness are properties of the trustee.
Trust can also be seen as a binary relation, from the trustor to the trustee.

Mayer et al. [19] defines trust as “the willingness of a party to be vulnerable
to the actions of another party based on the expectation that the other will
perform a particular action important to the trustor, irrespective of the agility
to monitor or control that other party.” Koufaris and Hampton-Sosa [17] use
Mayer’s definition of trust in their survey of user trust in a web site, which is
not so different from our net-bank scenario.

Attributes of the trustee, such as credibility and trustworthiness are consid-
ered important factors influencing an agent’s trust in another party [19]. In a
recent book on the role of computers in influencing peoples attitudes, Fogg [9]
is concerned with what constitutes computer credibility. In accordance with ex-
isting literature, Fogg defines credibility as “a perceived quality, that has two
dimensions: trustworthiness and expertise” (Figure 1).

Fig. 1. Fogg – The two key dimensions of credibility

Fogg decomposes the concept of trustworthiness further into the terms well-
intentioned, truthful and unbiased, and expertise into knowledgeable, experienced
and competent. Fogg and Tseng [10] argue that users’ evaluation of computer
trustworthiness and credibility is a function of both system design features and
psychological factors ascribed to the entity behind a system.

2.2 Factors That Affect Trust

Egger [6] has developed a model of trust-relevant factors in e-business that en-
compasses such features as those discussed by Fogg and Tseng. Egger’s model,



148 G. Brændeland and K. Stølen

Fig. 2. Egger – Model of trust in e-commerce

shown in Figure 2, identifies factors that affect user trust in a system. Pre-
interaction filters are factors that may affect a user’s trust in a system prior to
any interaction. An individual’s general propensity to trust affects the degree
to which she is willing to trust any agent. A user’s general attitude towards an
industry may affect her trust in particular members of that industry. Reputa-
tion concerns such factors as the strength of a company’s brand name and the
user’s experience with the system through earlier interaction. Transference of
trust covers the situation where a user trusts a company because a trusted third
party has reported that the company is trustworthy.

Interface properties concern the impression that a system gives through its
design interface. The significance of such factors are well documented in the
literature. An empirical study performed by Stanford Web Credibility Project [8]
discovered that users had more trust in a web site with a picture of a nice car
in the upper right corner, than the same web site where the picture of the car
was replaced by a dollar sign.

Informational content concerns other properties of a system such as security
and privacy and how they are conveyed to the user. It is not enough that a system
is properly evaluated and certified with regard to security. The user must also
be informed that the system has undergone such evaluations. The provider of a
web service may for example include information in its web site that the system
has undergone a security evaluation that is certified by a licensed certifier.

Egger’s model includes factors that are encompassed by both the terms
“trust” and “credibility”, as introduced in the previous section. In fact, Egger
views user trust as perceived trustworthiness. Egger’s model is a practical tool
for assessing user trust, and has already been tried out in a few cases discussed
in Egger’s PhD thesis [7].

3 Risk Analysis – The CORAS Approach

The Australian/New Zealand standard for risk management [1] defines risk anal-
ysis as the systematic use of available information to determine how often spec-
ified risks may occur and the magnitude of their consequences. Furthermore, as
illustrated by Figure 3, risk analysis is one of seven risk management processes.
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Fig. 3. Risk management overview

In practise, however, the term “risk analysis” normally has a broader meaning
covering the five sequentially ordered processes that the Australian/New Zealand
standard refers to as: establish the context, identify risk, analyse risk, evaluate
risk and treat risk. In this paper we use this broader definition. We refer to what
the standard [1] calls “risk analysis” as consequence and frequency analysis.

There are many forms and variations of risk analysis. Asset-oriented risk
analysis where system vulnerabilities and unwanted incidents are analysed with
regard to identified assets, is a kind of risk analysis often used within the security
domain. One such approach to risk analysis is the CORAS [5,2] methodology
that will be used in the following.

CORAS is characterised by tight integration of state-of-the-art systems mod-
elling methodology based on UML2.0 with leading methodologies for risk analy-
sis as Hazard and Operability (HazOp) analysis [20], Failure Mode Effect Anal-
ysis (FMEA) [4], and Fault Tree Analysis (FTA) [12]. In fact, CORAS comes
with its own specialisation of UML, a so-called UML profile for security analysis
that has recently become a recommended OMG (Object Management Group)
standard integrated in the UML Profile for Modeling Quality of Service and
Fault Tolerance [18].

Hence, an important aspect of the CORAS methodology is the practical use
of UML to support risk management in general, and risk analysis with respect to
security (in the following referred to as security risk analysis) in particular. The
CORAS risk analysis methodology makes use of UML models for three different
purposes:

To describe the target of evaluation in a uniform manner at the right level
of abstraction.
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To facilitate communication and interaction between different groups of
stakeholders, experts and users involved in a risk analysis.
To document risk analysis results and the assumptions on which these results
depend to support reuse and maintenance.

The former two are particularly relevant in the case of trust. To analyse
trust, technical system documentation is not sufficient; a clear understanding of
system usage and its role in the surrounding organisation, enterprise and society
is just as important. UML is well-suited to describe technical aspects as well
as human behaviour in the form of work-processes. One major challenge when
performing a risk analysis is to establish a common understanding of the target of
evaluation, threats, vulnerabilities and risks among the stakeholders, experts and
users participating in the analysis. The CORAS UML profile has been designed
to facilitate improved communication during risk analysis, by making the UML
diagrams easier to understand for non-experts, and at the same time preserving
the well-definedness of UML.

4 A Net-Bank Scenario

Figure 4 presents a simple UML class diagram that specifies the overall context
of our net-bank scenario. There is a web-service exemplified by the net-bank,
the net-bank is owned by a bank, and the net-bank users are account holders
performing net-bank transactions via the Internet. The bank, the net-bank, the
net-bank users and the Internet exist in an overall context known as Society.

Fig. 4. A net-bank scenario: The main actors

When interacting with a net-bank, a user normally knows very little about the
actual design of the bank, but is nevertheless willing to make herself vulnerable,
by entrusting her money and personal data with the net-bank. If asked why, the
user may answer that she expects the net-bank to perform several actions, such
as safe handling of her money, confidential handling of personal data, legislative
insurance in the case something goes wrong, and so on.

Figure 5 outlines the relationship between the notions introduced in Sec-
tion 2.1 and the entities of our net-bank scenario.
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Fig. 5. Trust and trustworthiness in a net-bank scenario

Since this paper restricts its attention to user trust, we consider trust only as
a property of the net-bank user. It is in the interest of the net-bank owner that it,
as well as the net-bank and the Internet, is viewed as trustworthy by the net-bank
users. As explained in Section 2.2, both trust and trustworthiness are influenced
by several factors, categorised as pre-interaction filters, interface properties and
informational content, respectively. The pre-interaction filter “user’s propensity
to trust” is clearly a property of the user. The same holds for attitude. The bank’s
reputation as well as the reputation of the Internet as a medium for interaction
has impact on user trust. Transference takes place between actors in society.
Properties of the web-service, such as user appeal, are part of the interface
properties. Informational content concerns such factors as the net-bank’s security
and privacy policy.

5 Analysing User Trust in the Net-Bank Scenario

In the following we sketch how the model-based risk analysis approach of CORAS
can be used to identify treats, vulnerabilities and unwanted incidents that may
reduce user trust. We focus on those aspects where a risk analysis targetting
trust differs from an ordinary security risk analysis. An important observation
is that there is a difference between perceived security, which is a basis for user
trust, and well-founded security, which is the target of conventional security risk
analysis. The security of a system may be perceived to be worse than the actual
security, if the latter is not properly conveyed to the user, as discussed with
regard to informational content in Section 2.2. It may be perceived to be better
than the actual security, through for example an appealing interface that gives



152 G. Brændeland and K. Stølen

a sound impression of the system, regardless of implementation. The presenta-
tion is structured into the five main sub processes of risk analysis described in
Section 3.

5.1 Subprocess I: Establish the Context

To conduct a risk analysis we need a characterisation of the target of analysis.
This target may be a system, a part of a system or a system aspect. The term
“system” should be understood in the broadest sense. A system is not just tech-
nology, but also the humans interacting with the technology, and all relevant
aspects of the surrounding organisation and society. In the following we take the
net-bank scenario specified in the previous section as our target of analysis. A
risk analysis is always conducted on behalf of one or several customers. In the
following we view the bank owning the net-bank as our only customer.

The CORAS risk analysis process is asset-oriented. An asset is a part or
feature of a system that has a value for one of the stakeholders on behalf of
which the risk analysis is conducted, in our case, the bank. A risk analysis makes
sense only if there are some assets to be protected. If there are no assets, there is
no risk and no need for a risk analysis. Let us therefore identify and value assets
from the perspective of the bank. When analysing users’ trust in the net-bank, it
is not the trust as such, but its direct impact on the market share that the bank
is interested in. User trust has impact on the number of users and the amount
of time and money they are willing to invest in a system. These are precise
factors that are easy to measure. A user’s willingness to risk time and money
on for example web gambling may also be triggered by other factors than trust,
such as addiction to gambling. User trust, however, is clearly one important
factor that affects observable customer behaviour, and may therefore be viewed
as an asset on its own. Figure 6 makes use of an asset-diagram expressed in the
CORAS UML profile to specify that the market share asset depends on other
assets like users’ trust in the net-bank.

Confidentiality is the property that information is not made available or
disclosed to unauthorised individuals, entities or processes [13]. Confidentiality
of the customer database is clearly important for the market share since such
information could be used by competitors to “steal” customers. That the market
share may depend on the confidentiality of the net-bank technology should also
be obvious. Furthermore, there are also dependencies between user trust and the
confidentiality of the net-bank technology and customer database. We may use
Egger’s model (see Figure 2) to decompose user trust in more specialised assets.
We consider only those factors that the bank can directly influence, leaving
reputation as the only asset under pre-interaction filters.

The risk evaluation criteria specify what the customer may tolerate with
respect to risk. The risks that do not satisfy the risk evaluation criteria must
be treated. Table 1 presents two examples of risk evaluation criteria. In order
to assign a quantitative risk acceptance value to user trust, we need a way to
measure user trust. We may for example use Jøsang and Knapskog’s [16] metric
for trusted systems, based on their subjective logic approach. They define trust
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Fig. 6. Hierarchy of trust-related assets

as a subjective belief consisting of three probability values; belief, disbelief and
uncertainty that together equal 1. If a person’s belief value for a given proposition
is 1, she has full trust in the proposition. A decrease in the belief value is a
decrease in the trust. Jøsang and Knapskog give guidelines to determine opinions
when evidence can only be analysed intuitively, as in the case of trust. Their
proposal involves formulating a questionnaire to guide people in expressing their
belief as valued opinions. An agent’s trust is computed from the value of several
beliefs about the trustee, that together constitute the total trust.

For this to make sense, we need an understanding of the effect of reduced user
trust on the market share. For example, it seems reasonable to require that any
risk that satisfies Criteria 1 also satisfies Criteria 2. Such an understanding may
for example be based on statistical data, or be acquired through user surveys.
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5.2 Subprocess II: Identify Risks

Identifying risks includes identifying threats to assets, identifying vulnerabilities
of assets, and documenting unwanted incidents caused by threats exploiting vul-
nerabilities. A threat is a potential cause of an unwanted incident which may
result in harm to a system or organisation and its assets. A vulnerability is a
weakness with respect to an asset or group of assets which can be exploited by
one or more threats. An unwanted incident is an undesired event that may re-
duce the value of an asset. A risk is an unwanted incident that has been assigned
consequence and frequency values.

Conventional approaches to risk identification include checklists, judgement
based on experience and records, flow charts, brainstorming, systems analysis,
scenario analysis and systems engineering techniques. A UML sequence diagram
showing normal behaviour of a system in combination with guidewords address-
ing the various security and trust aspects may be used as a basis for a structured
brainstorming to identify possible unwanted incidents. Figure 7 specifies a nor-
mal login session.

Fig. 7. User login session

Disclosure of personal customer data to outsiders is an example of a security
related unwanted incident, during a normal login session. This is what happened
in 2000 when it was reported that the net-bank of the Norwegian company Gjen-
sidige NOR made web pages containing confidential customer data accessible to
outsiders [3]. This incident was caused by a weakness in the security technology.
When analysing trust we may be interested in other types of unwanted inci-
dents than typical security incidents. Whether such an incident is a threat to
customer trust depends on public exposure. In our risk assessment we therefore
identify exposure of a security incident in media, as the unwanted incident, and
disclosure of personal customer data as a threat that may cause the incident, see
Table 2.
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The user trust asset may also be affected by unwanted incidents that are not
directly related to security. Lack of support and non-appealing web-sites are two
examples.

To model a full scenario corresponding to an unwanted incident we may use
the CORAS UML profile as demonstrated in Figure 8. The unwanted incident
that a security incident is reported to media, from Table 2, is modelled as a use
case including the threat that confidential customer data is disclosed. The threat
scenario is caused by a threat agent; in this case an eavesdropper. Each threat
scenario and each unwanted incident may be further specified by UML sequence
and activity diagrams as in the case of an ordinary UML use case.

5.3 Subprocess III: Determine Consequence and Frequency

A risk in the CORAS terminology is an unwanted incident that has been assigned
a consequence, in terms of reduced asset value, and frequency values. If the
frequency of an incident is not known we can use a fault tree to document
the possible routes that can lead to the incident. The objective of a fault tree
analysis is to document in a structured way the possible routes that can lead
to the violations of security requirements identified by for example HazOp. The
unwanted incidents identified in the HazOp table, Table 2, are inserted in a
fault tree, see Figure 9, based on abstraction level and the relationship between
the incidents. Through the fault tree analysis, the incident is broken down into
smaller causes for which we have better estimates of the frequency. The top event
of the fault tree in Figure 9, negative press coverage on security leakage, may
lead to reduced user trust which may lead to loss of market share. Historical
data from similar incidents in the past can be used to estimate the consequences
in the form of reduced asset value.
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Fig. 8. Specification of threat scenario

5.4 Subprocess IV: Evaluate Risks

Evaluating risks includes determining level of risk, prioritising risks, categoris-
ing risks, determining interrelationships among risk themes and prioritising the
resulting risk themes and risks. A risk theme is a categorisation of similar risks,
assigned its own risk value.

When trust relevant risks have been assigned frequency and consequence they
can be evaluated in the same manner as any other risk.

5.5 Subprocess V: Treat Risks

Treating risks includes identifying treatment options and assessing alternative
treatment approaches. A treatment is a way of reducing the risk value of a risk
or a risk theme. The Australian/New Zealand standard for risk management [1]
identifies five options for treating risks: acceptance, avoidance, reduce likelihood,
reduce consequences, and transfer to another party.

Risks having impact on user trust may require other types of treatment than
security related risks. In Section 5.2 we identified media coverage of a security
incident as an unwanted incident (Table 2) and in Section 5.3 we proposed fault
tree analysis to estimate the frequency of such an event. In order to treat this
type of risk it may not be enough to fix a programming error. It may also
be necessary to do some public relations work, or to prevent information on



Using Risk Analysis to Assess User Trust 157

Fig. 9. A fault tree for revealing weak security

the security breach to reach the public. The CORAS UML profile can be used
to document security treatments as use case diagrams. As indicated by Figure
10, we may use the CORAS UML profile to document treatments with regard
to trust in the same way. We have identified the treatment “public relations
work” to reduce the consequences of negative press coverage, and the treatment
“authentication” to reduce the likelihood of an intruder obtaining illegal access
to customer data.

6 Conclusions

The paper has advocated asset-oriented risk analysis as a means to help defend
existing user trust. The proposed approach defines user trust as an asset and
makes use of asset-oriented risk analysis to identify threats, vulnerabilities and
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Fig. 10. Documentation of treatments

unwanted incidents that may cause a reduction in user trust. Risk analysis tar-
getting user-trust may be based on the same overall process as risk analysis in
the security domain.

Herrmann [11] distinguishes between two principal approaches to integrate
trust values into the process of security risk analysis. In the first approach,
the auditing process is extended by considering trust values in the risk level
computation. Simply said, the higher the trust in the good-naturedness of the
involved parties, the lower the likelihood of a successful attack. In the other
approach, the auditing process is kept unchanged and the decision about which
risk can be run and which not, is made dependent on the trust in the parties.
In that case, “an asset owner should be willing to take as greater risks as higher
the belief in the benevolent behaviour of the involved parties is.”

Herrmann’s focus on integrating trust values in the auditing process is clearly
different from our use of risk analysis as a means to analyse user trust by inter-
preting user trust as an asset. Herrmann proposes to express trust relations by
so-called trust values, that were first introduced by Jøsang and Knapskog [16].

To accept asset-oriented risk analysis as a means to help defend user-trust
entails accepting asset-oriented risk analysis as means to help build new user
trust or increase already existing user trust. The same techniques that are used
to identify factors that may cause loss of asset value may also be used to identify
factors that may increase the value of assets. In that case, a trust incident is
wanted and may have positive impact mirroring the negative impact in the
“hazard” risk analysis used in this paper.

An interesting issue for further research is the use of modal logic, as for
example in [14], in combination with UML to gain the expressiveness that may
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be required to describe certain trust relevant scenarios. Furthermore, to estimate
frequencies and consequences, we may need a tight integration of methods from
decision psychology, or social science. The methods may vary from user surveys,
to technical assessments and lab experiments.
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Abstract. This paper presents the design of a new middleware which
provides support for trust and accountability in distributed data sharing
communities. One application is in the context of scientific collabora-
tions. Multiple researchers share individually collected data, who in turn
create new data sets by performing transformations on existing shared
data sets. In data sharing communities building trust for the data ob-
tained from others is crucial. However, the field of data provenance does
not consider malicious or untrustworthy users. By adding accountability
to the provenance of each data set, this middlware ensures data integrity
insofar as any errors can be identified and corrected. The user is further
protected from faulty data by a trust view created from past experiences
and second-hand recommendations. A trust view is based on real world
social interactions and reflects each user’s own experiences within the
community. By identifying the providers of faulty data and removing
them from a trust view, the integrity of all data is enhanced

1 Introduction

In scientific research, scientists rely on experimental data to demonstrate their
findings. The accuracy of the data is critical not only for the validity of the
research results but also for the reputation of the scientist. Currently, a scientist’s
professional reputation is determined by peer review of papers submitted to
conferences and journals for publication. Frequently, results obtained are based
on complete data that does not accompany the paper. It is assumed that the
integrity of the data has been maintained throughout.

To complicate matters even more, the recent growth in processing power and
storage capacity along with the ease of communication through the Internet,
has allowed scientists to create and process very large data sets based on locally
derived data as well as data obtained from other scientists. Although a large
data set can provide better results because of larger and more diverse sampling,
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in order to be confident with the results, the origin of all data in the set must
be known. In most scientific communities there is no standardized method for
collecting and sharing data, which makes it difficult to achieve global data con-
sistency, validity, and credibility. More specifically heterogeneity between labs
may lay in the following:

The condition and calibration of experimental instruments in different labs,
and the condition and configuration of lab environments.
The context of different experiments, such as the time, location, temperature
of the experiments, and in the case of medical or social experiments, the age
and ethnic group of human subjects.
The protocol (and the strictness of its enforcement) of data generation, trans-
formation, and derivation. For example, different labs may use different sam-
pling rates, precision, and number of repetitions.
The capacity, version, and configuration of computing platforms (both soft-
ware and hardware) in different labs.
Non-uniform data formats adopted by different labs, due to their formatting
conventions and differences in software/hardware/instruments.

There is a need for a distributed environment that allows researchers to
collaborate by sharing data while maintaining the complete history and source of
all data sets. This by necessity would include those smaller sets which constitute
the greater accumulation of data and the transformations from which they were
combined. The field of data provenance is evolving out of this concern [2,4,6,7,
8,10,11,12,14,16,17,20,25,27]. Data provenance is the description of the origins
of a piece of data and the process by which it arrived in a database [7]. Data
provenance is often used to validate data or re-execute a derivation with different
input parameters. Currently the field of data provenance is working on how to
annotate large ad-hoc data sets in order to identify and correct erroneous data or
rederive data sets based on new input. However, the existence of malicious and
incompetent users has not been considered. To date, data provenance projects
have considered all participants to be trustworthy and meta-data to be correct.

We have determined that data provenance schemes can also be used to store
information regarding the validity of data sets. Similar to how the scientific
community performs peer reviews on scientific research, shared data sets can be
subjected to peer review before they are widely accepted. Users of the shared
data set will be able to assess the set’s integrity through a similar analytic process
as that employed in the peer review process and malicious or incompetent users
will be exposed.

In most fields of science, instruments for collecting data and the algorithms
to operate on data are constantly advancing. Ideally, any system which expedites
the communal sharing of data should record all of the context information related
to the data’s collection and transformation. By using our system, an individual
scientist may investigate the history of a particular data set to determine if s/he
disagrees with any collection techniques or transformation algorithms used to
construct it. The scientist could then explore whether users with a previously
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determined low reputation collected or derived any part of the data. Thus, by
allowing the examiner to asses the product as a sum of its parts, s/he can produce
a thorough peer review of the data.

It is important to investigate the source of collaborative data. Errors made
at very low levels may never be seen once the data is integrated and replicated
multiple times. One might consider the affect a misconfigured instrument may
have on data obtained in any given data set. Unless the configuration/calibration
of each instrument used to collect the data is recorded, it may never be possible
to identify the problem at a later stage.

A more specific example is found in bioinfomatics. Here the functional anno-
tation of proteins by genome sequencing projects is often inferred from similar,
previously annotated proteins. The source of the annotation is often not recorded
so annotation errors can propagate throughout much of the data base [5,9,13,
15,21]. In extreme cases, data may be faked intentionally. In 2002, an external
committee concluded that former Bell Labs researcher Hendrik Schön. manip-
ulated and misrepresented data in 16 papers involving 20 co-authors [3]. These
co-authors and an unknown number of scientists who have used parts of the 16
falsified papers all blindly trusted the integrity of Schön’s data. It has been sug-
gested, in the wake of this incident that the research community adopt a data
auditing and validation system which can help verify the integrity of data and
results independently.

We have designed a system that records the history of a data set similar
to other data provenance systems which use a directed acyclic graph (DAG).
However, our system establishes a cryptographic signature for each data set
and its history. A user will then be accountable for the validity of each signed
data set. If a data set contains material contributed by many other sources, the
identity of those sources will be included in the history of the larger set. In this
way, not only can the original faulty data set be found, but the researcher who
made the mistake can be held accountable.

Once a system of accountability is in place, a trust management system based
on real world notions of trust and reputation can be implemented. This will go
a long way towards increasing the probability that an individual data set is
valid and increase the integrity of the data in the entire community. Users will
interact with each other and record their experiences. Each user will individually
evaluate the probable integrity of each piece of data based on the unforgeable
and irrefutable information contained in the signed histories, his or her personal
experiences, and the recommendations of others.

The remainder of this paper is organized as follows: section 2 gives a brief
summary of current related work, section 3 provides an overview of our project
goals, section 4 shows the basic architecture of the system, section 5 provides the
data history data structure, section 6 gives a detailed description of how trust
views are determined and implemented, and the final sections talk about future
work and our conclusions.
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2 Related Work

Recently there has been increased activity in the area of data provenance. Re-
search is focused on providing the correct annotations for recording the history of
data. What follows is a very brief description of several data provenance projects.

The Chimera project [2,10,11] is is a system developed as part of the Grid
Physics Network (GriPhyN) project. Chimera provides for ad-hoc sharing and
creation of distributed data sets while recording the history of each data set. The
purpose of Chimera is to play the role of a makefile for large systems comprised
of many data sets distributed across a network. This distributed makefile allows
for the recreation of large data sets when a smaller sub-data set is changed.
However, Chimera neither provides accountability for the shared data, nor helps
users determine which data sets are most likely to consist of valid information.

Earth System Science Workbench (ESSW) [4,12] is for data centers studying
earth sciences. The goal of the project is to allow participating data centers to
search and obtain data while publishing their own data. This project does not
consider malicious or incompetent users in the system.

The project [16,25,27] has more capabilities. is a complete e-
Science system in which not only data will be shared but all electronic resources
including: instruments, sensors, data, and computational methods. In essence,

provides for an experiment to be done completely in silico. However the
data in the system is assumed to be correct and of high integrity.

ESP2Net [20] is developing a Scientific Experiment Markup Language
(SEML). SEML is based on XML and is a language which requires data prove-
nance information be stored with all data. SEML is aimed at scientific data
sharing.

The PENN Database Research Group led by Peter Bunemen [7] has done
significant work at the lower levels of data provenance. Their work is focused
on how to record data provenance within a database and does not consider the
peer-to-peer relationships formed by the various data providers.

Audun Jøsang [18,19,24] has concentrated his research on the theoretical side
of trust. Most of his work in the logic of trust relationships. More recently he
has studied the trust relationship between agents in e-commerce.

Alfarez Abdul-Rahman [1] proposed a model of trust that mimics the real
world trust each of us exhibits everyday when dealing with other people. His trust
model allows for each participant to form their own opinion of other peers based
on his or her own experiences with the system. Each user will independently
form this opinion and the opinion with change as more experiences are created.
We use Abdula-Rahman’s trust model in our system.

RAID lab [26] has developed an approach to establish the trust of a prin-
cipal, Alice, based on her history (i.e. a sequence of trust establishment events
that involved Alice). They assume that Alice obtains a rating for each event
that characterizes her behavior. Their approach is context-sensitive in that it
considers the ratings and attributes associated with trust establishment events
such as risk and event sequence patterns.
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3 Overview

The goal of our research is to design and prototype an accountable, trust-aware,
and data-centric e-notebook middleware. This e-notebook middleware is dis-
tributed, running on machines in individual research labs and possibly on larger
servers (for example a campus-wide e-notebook that could be created at a univer-
sity or large company). The e-notebook will record (1) the context in which raw
data is generated (by communicating with on-board software) and (2) the history
of curated data including data transformation, derivation, and validation. The
individual, through his or her e-notebook, will digitally sign and be accountable
for the result of every process performed. Based on the information recorded and
experiences with others participating in the network, the distributed e-notebook
will establish and maintain trust views for scientists sharing scientific data. We
contend that these trust views and accountability for each data item will provide
a measure of confidence in the shared data similar to the trust gained by the
peer review process.

The e-notebook will change the way scientific data is compared and corre-
lated. With the proposed e-notebook, a user will not only judge the value of a
data set, the context in which the data was collected and the history (organized
as a directed acyclic graph recording the steps of data collection and transforma-
tion from the very beginning) of how the data came to be can be used, improving
the trustworthiness of scientific discoveries based on such comparison.

Fig. 1. High level view of the architecture. Users will participate in the community
through an e-notebook. Each e-notebook will store some amount of data and participate
in the querying for and sharing of data. In addition, each e-notebook will digitally sign
and claim responsibility for data sets which it creates.
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4 Architecture

The middleware architecture (figure 1) of the proposed system will be highly
distributed and flexible. The key element of the system is the e-notebook. Each
user will create his or her own notebook and through it collaborate with other
users by querying for and retrieving data published on their e-notebooks. The
access is also provided to instruments for collecting raw data. The e-notebook
will do more than simply collect raw data from the instruments. It will also
collect all contextual data (instrument settings, temperature, time, researcher’s
name, etc.) that the researcher might not think are important. Similar to other
data provenance research projects the desired way to accomplish this is for the
e-notebook to be connected directly to the instrument’s on-board software. It
will also be possible for a researcher to input data manually. It should be noted,
however, that human error and the common desire to exclude seemingly irrele-
vant data demonstrates the benefit of automating this process. The e-notebook
will also record all applications of transformations on a data set.

In addition to e-notebooks which belong to individual scientist, there may be
e-notebooks that reside on servers for the purpose of sharing large amounts of
data. An e-notebook of this type will be identical to a regular one and provide
a sharing and storage facility for a group of users. Ideal sites for a server e-
notebook may include universities and large companies. The only differences
between a user e-notebook and a server e-notebook will be the size and the
way that it is used. Server e-notebooks will have a larger storage capacity and
higher bandwidth capabilities. A server e-notebook’s intent is to provide a large
repository for storing data that regular users might not want to store locally.
The server e-notebook will query for and download any and all data which is
to be shared. It may be desirable for the owner of a server e-notebook to allow
other users to upload data to the server themselves.

5 Data History and Evidence

When data is collected, transformed, and combined in a distributed ad-hoc man-
ner by different people with different agendas, the temporal history of the data
is often lost. Data provenance is the recording of meta-data which describes the
history of a data set. Our design of the data provenance system not only records
the history of the data, but extends the current systems to include unforgeable
and irrefutable evidence of what happened to the data and who performed those
actions.

We use a data provenance scheme, similar to current data provenance
systems [2,4,6,7,8,10,11,12,14,16,17,20,25,27] in which a directed acyclic graph
(DAG) is used to describe a data set’s history (figure 2). In our design, a data
set’s DAG is a digitally signed claim of the history of a data set made by the user
of the e-notebook from which it was created. Each node in the DAG contains a
single data set and information describing how it was created. Some data sets
are collected directly from instruments while others are created by performing
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transformations on one or more existing data sets. For each data set created
through transformations there will be a directed edge from the data set’s node
to each node used as input to the transformation. In figure 2, data sets 1-3
were collected directly from instruments while data sets 4-6 were the results of
transformations.

Fig. 2. Each data sets has a directed acyclic graph (DAG) that stores its history. Each
DAG is created and digitally signed by a user. A user’s digital signature is unforgeable
and irrefutable evidence of how the data was created and who created it. Within each
DAG a signed sub-DAGs can provide the histories of any data sets that contributed
to the larger data set. Signed DAGs create accountability that can be used to form
reputations.

When a user collects or derives a new data set, s/he creates a new node with
directed edges to a copy of each node used to create the new one. The entire
DAG is digitally signed by its creator. It is worth mentioning that within the
signed DAG each sub-DAG remains digitally signed by and accountable to its
original creator.

The purpose of digitally signing the DAG is to establish accountability. When
a user signs a DAG, s/he claims creative responsibility and credit for the data.
All sub-DAGs will remain signed by and accountable to their creators. The DAG
is then published through the e-notebook for download and use by other users.

When a user downloads a data set, that user may wish to investigate its
history by searching the DAG. In this manner, s/he can know all transformations
which were applied, all users who were involved, and the context in which the
data was collected. It can be known if any of the transformations, users, or
contexts are inadequate for the intended use of the data set and if necessary, the
material may be avoided.
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In some cases, downloaded data sets may contain errors (intentional or other-
wise). If an error is found, the digitally signed DAG is unforgeable and irrefutable
evidence of what happened and who is responsible. At the very least, the evi-
dence of errors in data sets should be used to adjust the reputation of the careless
or malicious user, while at the most the evidence can be made public (possible
in a court case) to prove malice. Although, the intent of the system is to increase
the integrity of all data in the system by discouraging inappropriate use of the
system, the evidence of carelessness and malice must be strong enough to present
in court for this to be effective.

Figure 2 shows an example DAG for data set 6, which was created and
signed by user A. With his signature A is claiming that he created data set 6
using transformation 3 and input data sets 4 and 5. Both data sets 4 and 5 are
in turn signed by their creators. In this case data set 4 happens to have been
created and signed by A who performed the transformation to create data set 6.
The other input data set, 5 was created and signed by B. Because data set 5 is
signed by B, A makes no claims to its validity. A only claims that he agreed to
the use of data set 5. If data set 5, or any data which went into it, is discovered
to be faulty, user A should disband the use of that data set and the creator of
the first faulty data set is held accountable.

If any user were to obtain data set 2 and 3 along with transformation 2,
s/he can validate user A’s claim by recreating data set 5. If it is not possible to
recreate data set 5 by applying transformation 2 to data sets 2 and 3, user A
did not create data set 5 this way and incorrectly made the claim that s/he did.
Once user A digitally signs data set 5’s DAG and releases it to the community,
user A can never assert s/he did not make this claim. If it can be shown that
data set 5 was not created in the way user A claimed it was, the signed DAG
is evidence that A released incorrect data to the community. Evidence of malice
cannot be shown with the DAG and must be determined in some other way.

6 Trust Views

One novel technique used by our system is the formation of trust views resulting
from the reputation of an e-notebook user. Using previous, first-hand experience
and second-hand recommendations each user will decide how to trust other e-
notebook users. As in real world situations involving trust, there is no universal
value assigned to the integrity of each user. No person necessarily judges in-
tegrity in the same way as someone else. Each user may have his own algorithm
for determining the integrity of others. We propose that using the signed history
DAGs described in section 5 users have enough information to make value judg-
ments. This will increase the probability of an individual obtaining valid data
and raise the integrity of all the data in the system.

6.1 Trust Judgments

In order to create a trust view, each user must make judgments of how much and
what kind of trust to assign other users. E-notebook users can make trust judg-
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ments in any way they wish. At first, users might rely on off-line relationships.
However, as experiences with the community increases, it becomes possible to
use accountability information obtained from the signed data histories to make
judgments about other’s findings. There are endless possibilities in which to use
signed histories to make trust judgments. Describing them all would be impos-
sible. Listed below are a few properties which might lead to an increase in the
level of trust assigned to a user:

Consistently producing mistake free data sets.
Quickly modifying data when mistakes are found in lower level data sets.
Recommending users who provide quality data sets.

Alternatively, the next list of properties might lead to a reduction of a user’s
trust:

Creating and signing a data set which is known to be intentionally fraudulent.
Consistently making unintentional mistakes in the creation of new data sets.
Using data which are known to be faulty in the creation of new data sets.
Recommending users who provide faulty data sets.

In addition to personal experiences, trust judgments can be made using sec-
ond hand recommendations. Building trust in recommendations can initially be
done by accepting the positive assessments of other users who are known out-
side of the system. Once a base of trust has been established, one may trust the
recommendation of users who are unknown outside the system.

Abdul-Rahman describes one social model for supporting trust in virtual
communities [1]. In this research, agents trust each other by ranking all first-
hand experiences into discrete categories (for example: very good, good, bad,
very bad). If only first-hand experiences were considered, when deciding on the
trust to award another agent the trust category with the most experiences in
it is used. However, Abdul-Rahman provides for trusting through recommen-
dations as well. Recommendations are made by sharing assessments based on
first hand-experiences. However, an agent cannot use recommended experiences
in the same way as first-hand experiences. The technique used is to calculate
the semantic difference between recommendations received and first-hand expe-
riences using those recommendations. Future recommendations can be modified
by the semantic difference seen in the past to more accurately suggest amounts
of trust to award. In other words, for each user who makes recommendations, the
receiving users will calculate the typical difference between the recommendation
and personally observed outcome. The typical difference can then be applied to
adjust future recommendation from that user.

We have designed a similar model of social trust for users to determine the
probability that a given data set is valid. In our system, agents are users and the
categories are very trustworthy, trustworthy, untrustworthy, and very untrust-
worthy. It should be noted that any finite number of categories will work and
we chose four categories to mirror Abdul-Rahman’s work. Each user will record
all first hand experiences and determine which category each experience should
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belong to. At any given time, the trust level determined by first hand experi-
ence is the level associated with the category containing the most experiences.
For example, if user A has 4 very trustworthy experiences and 5 trustworthy
experiences with user B, then A applies the category trustworthy to B.

Recommendations are made by incorporating the experiences of others into
one’s rating. Each user has his or her own experiences and techniques for cate-
gorizing the experiences. For this reason, another user’s recommendation must
be adjusted to approximately fit his or her categorizations. To do this the past
recommendations and the user’s resulting experiences are used to find the seman-
tic difference between the recommendations and his or her experiences. This is
done as described in Abdul-Rahman’s paper [1]. The semantic difference is then
used to adjust each future recommendation. To complete the example, remember
that user A determined that user B deserves the trust category of trustworthy.
If user C has determined (from previous experiences) that when user A rec-
ommends trustworthy, C’s personal experience has shown that a untrustworthy
experience usually occurs. In this case the semantic difference says to reduce A’s
recommendation by one category. Therefore, C would adjust A’s trustworthy
recommendation to that of untrustworthy.

6.2 Trust Implementation

We propose a novel application of Role-based Trust-management language
[22] to implement the social trust model described above. uses credentials
to delegate trust roles from one entity to another. Determining if an entity can
have a particular role relies on finding a credential chain between the entity and
the ultimate authority on that role. What follows is some background on
and credential chains.

Background on and Credential Chains. In entities (users) declare
roles of the form where U is a user and is a role. Users can issue four types
of credentials:

Type 1:
Entity is a member of role                and may be the same user.
Type 2:
All members of are to be included as members of and
may be the same users. and may be the same roles.
Type 3:
Any member of (say is allowed to determine members of by
adding a credential
Type 4:
The intersection of any number of roles and users.

As an example we present a naive, but valid, strategy for the creation of
credential chains for the purpose of recommending trust.
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Each user creates a role trusted. For each other user that trusts,
issues the credential:

In this simple case, determining if trusts is done be finding the cre-
dential chain (the number over the arrow refers back to the credential number
as labeled in the paper):

User can be indirectly trusted by by the appropriate users issuing the
credentials as follows:

The credential chain that allows to have the role is:

Although this set of credentials is useful it has a draw back. All users who
are directly or indirectly trusted by are trusted by Since might trust

data sets, but not trust recommendations, we need a more powerful
set of credentials.

This example has shown the basic features of Users in our system will
be able to use any strategy they wish for creating roles and credential. The next
section describes a better suggested strategy for creating roles and credentials.

Credential Chain Strategy. We have created a strategy for creating roles
and credential rules that allow for the implementation of the social trust model
described in section 6.1. The trust model, as presented, provides four cate-
gories of trust: very trustworthy, trustworthy, untrustworthy, and very untrust-
worthy. Again, these categories were chosen because of their similarity to Abdul-
Rahman’s examples. However, any finite number of categories can be chosen.

Any user subscribing to our strategy will first create four basic trust roles:

very trustworthy
trustworthy

untrustworthy
very untrustworthy

A user is awarded a certain amount of trust depending on which of four
roles applies to that user. Credentials are needed to assign these roles to users.
This set of credentials has to do with the first-hand experiences a user has had.
These credentials require the creation of four additional roles.
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Users awarded very trustworthy by first-hand experiences
Users awarded trustworthy by first-hand experiences

Users awarded untrustworthy by first-hand experiences
Users awarded very untrustworthy by first-hand experiences

Because personal experience is always more important than recommenda-
tions the first-hand experience roles will directly linked to the basic roles by the
credentials:

If most of first-hand experiences with are good experiences, will
create a credential rule The role is given to by the
credential chain:

Next, credentials need to be created to incorporate second hand recommen-
dation of other users. If the other user subscribes to this strategy, s/he will
record his or her first-hand experiences and create credentials according to these
experiences.. A user will link to his or her first-hand experience roles in a manner
consistent with the trust model. In the model, a user must record recommen-
dations of other users and compare these recommendations with his or her own
first-hand experiences. The difference between the recommended values and the
observed values will be applied to all new recommendations as an adjustment.
The effect on credential will be that a recommendation by of role may
be, in eyes, equivalent to This will be the case when rates others
higher than possible because his or her standards are lower. may adjust

recommendations by submitting the credentials:

If had first-hand experiences with which produced the credential
the credential chain from to would grant the role

and would be:

In this case has determined that usually recommends at one level higher
than personal experience shows to be true. All of the recommendations
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have been adjusted down by one level. Notice that will not except any of
recommendation to the role In general, the transformation from

recommendations to trust values does not have to adjust all levels in the
same direction or by the same about. As an example. experience with
may 1 produce the credentials:

This situation probably would not happen, but is still acceptable.
If there are a significant number of users making recommendations, there may

be conflicting results of the credential chains (more than one basic role may be
applied to a single user). For this reason the final decision on the appropriate
role to apply to the user is made by counting the number of times each role
is applied. In a similar fashion to the model, the role that was applied most is
chosen. A user may even weight recommendation to achieve a weighted sum.

For the trust model to work each user should follow this strategy for creating
credentials based on the semantic differences between his or her own experiences
and the recommendations of others. However, if any user accidentally or mali-
ciously creates faulty credential chains, the semantic differences applied to that
user will adjust the recommendations accordingly.

There are many other possible strategies using and credential chains.
We plan on developing more and studying how different strategies interact with
each other.

7 Future Work

We have many ideas for increasing the capabilities of our system. First, we would
like to look at how much of the credential creation can be automated. Currently,
validation of data sets must be done manually and rating of first-hand experi-
ences must be done by a human. We think that some decisions about experiences
can be automated and the credential chains can be updated accordingly.

Second, we would like to look at different strategies that users may use in
determining trust and creating credential chains. We expect to find that not all
strategies work well together and would like to answer these questions: Which
strategies do work together? Is there a best strategy? If so, what is the best
strategy?

Li [22] has proposed algorithms for distributed credential chain discovery.
We would like to extend Li’s work by discovering not just credential chains, but
also directed credential graphs. It may be that a user trusts data using several
different credential chains that form a directed graph. This graph could be used
to find the chain that provides the greatest amount of trust.
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We would also like to find credential chains or graphs with which we can find
data that is trusted by some set of users. This could be used by the community
to find the data sets which the community as a whole tends to trust. This data
would be the best to use when drawing results to be presented to the community.

8 Conclusion

This paper proposes an e-notebook data sharing middleware for scientific collab-
oration. The aim of the system is to create a virtual community where scientists
sharingfiles are accountable for the files they share. We would also like to encour-
age the formation of natural trust views among these scientists. Accountability
for shared data and the repercussions of obtaining a negative reputation will
not only help scientists identify valid data but raise the integrity of the data in
the entire system. Future research will refine the trust model as well as the data
history with the goal of creating distributed community filesharing systems with
integrity similar to the professional peer review process in which malicious or
incompetent users are exposed and there contributions are removed.
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Abstract. The last years have seen a number of proposals to incorpo-
rate Security Engineering into mainstream Software Requirements Engi-
neering. However, capturing trust and security requirements at an orga-
nizational level (as opposed to a design level) is still an open problem.
This paper presents a formal framework for modeling and analyzing se-
curity and trust requirements. It extends the Tropos methodology, an
agent-oriented software engineering methodology. The key intuition is
that in modeling security and trust, we need to distinguish between the
actors that manipulate resources, accomplish goals or execute tasks, and
actors that own the resources or the goals. To analyze an organization
and its information systems, we proceed in two steps. First, we built a
trust model, determining the trust relationships among actors, and then
we give a functional model, where we analyze the actual delegations
against the trust model, checking whether an actor that offers a service
is authorized to have it.
The formal framework allows for the automatic verification of security
and trust requirements by using a suitable delegation logic that can be
mechanized within Datalog. To make the discussion more concrete, we
illustrate the proposal with a Health Care case study.

Keywords: Requirements Engineering for Security and Trust, Agent-
Oriented Technologies, Security Engineering, Trust Models for Modeling
Business and Organizations

1 Introduction

Trust Management is one of the main challenges in the development of dis-
tributed open information systems (IS). Not surprisingly, Security Engineering
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has received substantial attention in the last years [3,7,10]. Looking at traditional
approaches to software requirements engineering, we find that security is treated
as a non-functional requirement [6] which introduces quality constraints under
which the system must operate [24,26]. Software designers have recognized the
need to integrate most non-functional requirements (such as reliability and per-
formance) into the software development processes [8], but security still remains
an afterthought. Worse still, trust is often left entirely outside the picture.

This often means that security mechanisms have to be fitted into a pre-
existing design which may not be able to accommodate them due to potential
conflicts with functional requirements or usability. Moreover, the implementation
of the software system may assume trust relationships among users or between
users and the system that are simply not there. Alternatively, the implementation
may introduce protection mechanisms that just hinder operation in a trusted
domain that was not perceived as a trusted domain by the software engineer.
In a nutshell, current methodologies for IS development do not resolve security-
and trust-related concerns early on [25].

This has spurred a number of researchers to model security and trust re-
quirements into “standard” software engineering methodologies. Jürjens pro-
poses UMLsec [16], an extension of the Unified Modelling Language (UML),
for modeling security related features, such as confidentiality and access con-
trol. Lodderstedt et al. present a modeling language, based on UML, called
SecureUML [21]. Their approach is focused on modeling access control policies
and how these (policies) can be integrated into a model-driven software devel-
opment process. McDermott and Fox adapt use cases [22] to analyze security
requirements, by introducing the abuse case model: a specification of complete
interaction between a system and one or more actors, where the result of the
interaction is harmful to the system, one of the actors, or one of the stakeholders
of the system. Guttorm and Opdahl [15] model security by defining the concept
of a misuse case as the inverse of a use case, which describes a function that the
system should not allow.

One of the major limitations of all these proposals is that they treat security
and trust in system-oriented terms, and do not support the modeling and anal-
ysis of trust and trust relationships at an organizational level. In other words,
they are targeted to model a computer system and the policies and access con-
trol mechanisms it supports. In contrast, to understand the problem of trust
management and security engineering we need to model the organization and
the relationships between all involved actors, the system being just one possible
actor. For instance, Jürjens introduce cryptographic functions which represent
a particular implementation of some trust-protection mechanism at the digital
level. However, an analysis of operational Health Care systems suggests that
(for better or worse) most medical data are still only available in paper form. In
such a setting, cryptographic mechanisms are largely irrelevant, whereas physical
locks are very useful in avoiding untrusted access to sensitive medical data1. Yet,

1 For example, the file of a patient waiting for a kidney transplant in a high-profile
nephrology center contains many paper documents that are copies of reports from
surgeons or clinicians from the referring hospitals of the patient. These documents
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once we focus on the digital solution, we end up having little room to specify
physical protection requirements at the organizational (as opposed to IS) level.

Thus, we need to focus on requirement engineering methodologies that al-
low for modeling organizations and actors, and enhance these with notions of
trust and trust relationships. To this extent, Tropos - an agent-based software
engineering methodology [4,5] are particularly well suited. For example, in [19,
20] Liu et al. have shown how to use Tropos to model privacy and security con-
cerns of an organization. However, in [13] the authors have shown that Tropos
lacks the ability to capture at the same time the functional and security features
of the organization. In [23] a structured process integrate security and system
engineering has been proposed. However, a formal framework for modeling and
analyzing security requirements within Tropos is still missing.

In this paper we introduce a process that integrates trust, security and system
engineering, using the same concepts and notations used during “traditional” re-
quirements specification. Building upon [23], we propose a solution that is based
on augmenting the i*/Tropos framework to take trust into account. The key
intuition is to distinguish and make explicit the notion of offering a service and
owning a service2 and the notions of functional dependency and trust depen-
dency. A functional dependency can lead to the delegation of tasks, whereas a
trust dependency can lead to the delegation of permissions.

Next (§2) we provide an brief description of the Tropos methodology and
introduce a simple Health Care information system that will be used as case
study throughout the paper. Then we describe the basic concepts and diagrams
that we use for modeling trust (§3), followed by their formalization (§4), and
implementation, along with some experimental results (§5). Finally, we conclude
the paper with some directions for future work (§6).

2 Case Study

This section presents a simple health care IS to illustrate our approach. Secu-
rity and trust are key issues for health care information systems, with privacy,
integrity and availability of health information being the major security con-
cerns[2].

The Tropos methodology [4,5] strives to model both the organizational en-
vironment of a system and the system itself. It uses the concepts of actor, goal,
task, resource and social dependency for defining obligations of actors (depen-
dees) to other actors (dependers). Actors have strategic goals within the system
or the organization and represent (social) agents (organizational, human or soft-
ware), roles etc. A goal represents some strategic interest of an actor. A task

are by far more sensitive than the patient’s date and place of birth or waiting list
registration number in the medical information system.

2 Here it is an example derived from EU privacy legislation: a citizen’s personal data
is processed by an information system (which offer a data access service) but it is
owned by the citizen himself whose consent is necessary for the service to be delivered
to 3rd parties.
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Fig. 1. The first Health Care System dependency model (without the Medical Infor-
mation System actor)

represents a way of doing something (in particular, a task can be executed to
satisfy a goal). A resource represents a physical or an informational entity. In the
rest of the paper, we say service for goal, task, or resource. Finally, a dependency
between two actors indicates that one actor depends on another to accomplish
a goal, execute a task, or deliver a resource.

We start the Health Care example by considering the following actors:

Patient, that depends on the hospital for receiving appropriate health care;
Hospital, that provides medical treatment and depends on the patients for
having their personal information.
Clinician, physician of the hospital that provides medical health advice and,
whenever needed, provide accurate medical treatment;
Health Care Authority (HCA) that control and guarantee the fair resources
allocation and a good quality of the delivered services.

Figure 1 shows the dependency model among these actors. Actors are rep-
resented as circles; dependums - goals, tasks and resources - are respectively
represented as ovals, hexagons and rectangles; and dependencies have the form

The Patient depends on the Hospital for
receiving medical treatments, and in turn, the Hospital depends on the Clin-
ician for providing such treatments. Clinician depends on Patients for their
personal information and on the Hospital for specific professional consultancies
and for patient personal information. The Hospital depends on other Clinicians
for providing professional consultancies and on HCA for checking equity resource
distribution. Finally, HCA depends on Patient for personal information.

Finally we introduce the Medical Information System as another actor who,
according the current privacy legislation, can share patient medical data if and
only if consent is obtained from the patient in question. The Medical Information
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Fig. 2. The final Health Care System dependency model (with the Medical Information
System actor)

System manages patients information, including information about the medical
treatments they have received. Figure 2 shows the final dependency model.

3 Security-Aware Tropos

The Tropos models so far say nothing about security requirements. Loosely
speaking, the dependee is a server and the depender is a client. There is an
implicit trust and delegation relationship between the two. In our extended mod-
eling framework, we identify four relationships:

Trust (among two agents and a service), so that A trust B on a certain goal G;
Delegation (among two agents and a service), whenever A explicitly delegates

to B a goal, or the permission to execute a task or access a resource;
Offer (between an agent and a service), so that A can offer to other agents the

possibility of fulfilling a goal, executing a task or delivering a resource;
Ownership (between an agent and a service), whenever an agent is the legite-

mate owner of a goal, task or resource.

Note the difference between owning a service and offering a service. For exam-
ple, a patient is the legitemate owner of his personal data. However the data may
be stored on a Medical Information System that offers access to the data. This
distinction explains clearly why IS managers need the consent of the patient for
data processing. Also note the difference between trust and delegation. Delega-
tion marks a formal passage in the requirements modeling: a TM certificate will
have to be eventually issued for the delegatee when implementing the system.
Such certificate needs not to be digital, but it marks presence of a transaction.
In contrast, trust marks simply a social relationship that is not formalized by a
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Fig. 3. Patient-Hospital Basic Dependencies

“contract” (such as digital credential). There might be cases (e.g. because it is
impractical or too costly), where we might be happy with a “social” protection,
and other cases in which security is essential. Such decision must be taken by
the designer and the formal model just offers support to spot inconsistencies.
The basic effect of delegation is augmenting the number of permission holders.

Intuitively, we have split the trust and delegation aspects of the dependency
relation. Moreover, we do not assume that a delegation implies a trust. Using
this extension of the modeling framework, we can now refine the methodology:

design a trust model among the actors of the systems;
identify who owns goals, tasks, or resources and who is able to fulfill goals,
execute tasks or deliver resources;
define functional dependencies and delegations of goals among agents build-
ing a functional model.

1.
2.

3.

The basic idea is that the owner of an object has full authority concerning
access and disposition of his object, and he can also delegate it to other actors.
We represent this relationship as an edge labelled by O. We use trust (T) to
model the basic trust relationship between agents and permission (P) to model
the actual transfer of rights in some form (e.g. a digital certificate, a signed paper,
etc.), and D for a Tropos dependency. There are other relations in Tropos, but
we do not use them here.

The new constructs and the methodology make it possible to analyze the
trust relationship between actors and the consequent integrated security and
functional requirements. Figure 3-a and Figure 3-b show, respectively, the trust
model and the functional model with just Patient and Hospital, as a first mod-
eling attempt. Here, the Hospital owns medical treatments, the Patient owns
his own personal information and trusts the Hospital for his personal data. In
the functional model, Patient depends on Hospital for medical treatments. Since
Hospital needs personal information to provide accurate medical treatment, Pa-
tient permits the use of his personal information to Hospital.

We refine the system building the trust model (Figure 4) corresponding to the
original Tropos model of Figure 1. Clinician owns medical treatments. Patient
trusts HCA and Clinician for his personal information, and HCA trusts Hospital
for it. Further, Hospital trusts HCA for checking equity resource distribution.
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Fig. 4. Health Care System-2 trust model

Clinician trusts Hospital for medical treatment and for requesting specific pro-
fessional consulting, and Hospital trusts Clinician for providing such consulting
and for patient personal information. Notice at top of Figure 4 that there is a
trust relationship between two actors (HCA and Hospital) on a resource that is
owned by neither of them.

The next step is to add the Medical Information System and its relation-
ship with other actors. Figure 5 and Figure 6 corresponding to the dependencies
model in Figure 2, show respectively the trust model and the functional model.
In the trust model we consider the trust relationship between Hospital and Med-
ical System Information for patient personal information, and in the functional
model the dependency between Clinician and Medical Information System to
access patient record and to update patient record.

An interesting feature of Tropos is the refinement analysis and the usage of
rationale diagrams that explain relationships among actors. Specifically, the goal
of accessing a patient record introduced in Figure 2, can be and-decomposed in
three subgoals: request patient personal data, check authorization and send med-
ical information. To save on space, we merge the trust model and the functional
model for the rationale diagram in Figure 7. We can see that after Medical In-
formation System requests patient personal information to Clinician, it requests
also an authorization to send patient medical information to Clinician. It can
get it directly by the Patient or by the Clinician through delegation.

Formalization4

In the “trust-management” approach to distributed authorization, a “requester”
submits a request, possibly supported by a set of “credentials” issued by other
parties, to an “authorizer”, who controls the requested resources. To this end,
we consider some features of delegation logics to model security requirements.
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Fig. 5. Health Care System-3 trust model

Fig. 6. Health Care System-3 functional model

Particularly, we follow Li et al [18] that provides a logical framework for rep-
resenting security policies and credentials for authorization in large-scale, open,
distributed systems. To simplify authorization in a decentralized environment,
Li, Grosof and Feigenbaum use a system where access-control decisions are based
on authenticated attributes of the subjects, and attribute authority is decentral-
ized. They then develop a logic-based language, called Delegation Logic (DL)
[17], to represent policies, credentials, and requests in distributed authorization
that satisfy the above requirements. Note that they use the term authorization
to denote the process of “authentication + access control”.
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Fig. 7. Rationale Diagram

At first we introduce the predicates used for modeling properties of an actor
(Table 1) and relationships between actors (Table 2). In defining these predicates,
we don’t distinguish between goals, tasks and resources, and treat them all as
services, instead. Thus, we say “fulfill a service” for “accomplish a goal”, “execute
a task”, or “deliver a resource”. The intuition behind predicate owns is that

holds if the agent owns the service The owner of a service has
full authority concerning access and disposition of his service, and he can also
delegate this authority to other actors. The basic idea of has is that when
someone has a service, he has authority concerning access and disposition of
the service, and he can also delegate this authority to other actors if the owner
of the service agrees. When an actor has the capabilities to fulfill a service, he
offers it. This means that holds if offers We assume that can
offer the service if he has it. The predicates fulfilled and fulfills are true when
the service are fulfilled by an actor. Particularly, predicate holds if
actor fulfills the service and predicate holds if has been fulfilled.
Formal Tropos already includes the predicate fulfilled [12].
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Example 1. The patient owns his data and he has full authority concerning its
access and disposition. In particular, the owner of the service has the service. In
our framework we model these notions, respectively, as owns(patient1,record1)
and has(patient1, record1).

Example 2. Once the Health Care Authority has the patient records and the
hospital gives it the goal to check behavior of patients and of the doctors, the
HCA offers the goal and then fulfills it. Following we show as we model this in
Secure Tropos offers(hca,check) and fulfills(hca, check).

As for trust, we present predicate holds is actor
trusts actor for service is called the trust depth (“*” means unlimited

depth); and is called black list. As suggest by Li et al. [17] for their delegation
logics, trust has depth, which is either a positive integer or “*” (“*” means
unlimited depth). One way to view trust depth is the number of re-delegation
of permission steps that are allowed, where depth 1 means that no re-delegation
of permission is allowed, depth 2 means that one further step is allowed, depth
3 means that two further steps are allowed, and depth * means that unlimited
re-delegation of permission is allowed. The black list is the set that the actor

distrusts at least for what concerns this permission.
holds is actor delegates the service to actor The actor is called the
delegater; the actor is called the delegatee; idC is the certificate identifier;
is the delegation depth; and is called black list. The latter represents the set
of actors that the delegater doesn’t want to have the object. The idea behind
black-lists in trust and delegation is modeling exceptions along the chain of trust.
For example, a patient may want to delegate the permission to read his personal
data to his general practitioner and to all agents trusted by him (delegation
with depth 1). However, he may want to restrict such blank transfer of rights
to avoid that the information goes to somebody he distrusts (e.g. his previous
general practitioner). A delegation has depth, as for trust. We can also define
an abbreviation for a delegation chain as
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Example 3. Patient trusts Clinician on his medical data.

When the Clinician visits his patient he requests to the Medical Information
System the patient record. The Medical Information System delegates patient
record to the patient’s clinician. The clinician cannot delegate the record to
others actors. Formally this is delegBL(m1, medicalIS, record1,clinician1, 1,

In Table 3 we present the axiom for the trust model and for the functional
model. As mentioned earlier, the owner of a service has full authority concerning
access and disposition of it. Thus, Ax1 states that if an actor owns a service,
he has it. Ax2 states that if someone trusts with depth N, then he also trusts
with smaller depth. Ax3 describes the trust relationship, i.e, it completes the
trust relationship between actors. Ax4 says that a delegatee has the service he
was delegated. Ax5 states that an actor fulfills a service, then the service is
(eventually) fulfilled. Ax6 states that if an actor has a service and offers it, then
he (eventually) fulfills it.

Properties are different from axioms: they are constraints that must be
checked. It is up to designer to choose which properties his own design should
respect. If the set of constraints is not consistent, i.e. they cannot all be simulta-
neously satisfied, the system is inconsistent, and hence it is not secure. In Table 4
we use the to mean that one must check that each time A holds, it is
desirable that B also holds. Pr1 and Pr2 state that if an agent offers or delegates,
he should have the object. Pr3 says that to fulfill a goal an actor must be able
to use and offer it. Pr4, Pr5 and Pr6 state that if an actor has, offers, or fulfills
a goal and this goal belongs to another actor, the last has to trust the first one.
Pr7, Pr8 are used to verify whether the delegatee is not in the black list. Pr9 and
Pr10 state that an actor who delegates something to an other, has to trust him.
Rights or privileges can be given to trusted agents that are then accountable
for the agents to whom may further delegate this right to. So the agents should
only delegate to agents that they trust. This forms a delegation chain. If any
agent along this chain fails to meet the requirements associated with a delegated
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right, the chain is broken and all agents following the failure are not permitted
to perform the action associated with the right. Thus, Pr11 is used to verify if
the delegate chain is valid.

There are additional properties that we have not listed due to a lack of space,
such as checking delegation to actors that cannot have a service directly.

5 Implementation and Experimental Results

In order to illustrate our approach we formalize the case study and check-model it
in Datalog [1]. A datalog logic program is a set of rules of the form
where L, called head, is a positive literal and are literals and they are
called body. Intuitively, if are true in the model then L must be true
in the model. The definition can be recursive, so defined relations can also occur
in bodies of rules. Axioms of the form can be represented as A:-B, C.
In Datalog properties can be represented as the constraint :-A, not B.

We use the DLV system [9] for the actual analysis. Consistency checks
are standard checks to guarantee that the security specification is not self-
contradictory. Inconsistent specifications are due to unexpected interactions
among constraints in the specifications. The consistency checks are performed
automatically by DLV. The simplest consistency check verifies whether there is
any valid scenario that respects all the constraints of the security specification.

Example 4. For model checking purposes we consider two patients, three clini-
cians, and one HCA. Patients trust completely the HCA for their personal in-
formation. Then we rapresent the relation between Patient and Clinician shown
in Figure 4, that is, the Patient trusts his clinicians with depth 1. Further, HCA
trusts completely Hospital for patients personal informations. Finally, we present
the relationship between Hospital and Clinician on patient personal information.
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Below we introduce the constraint to verify whether only the clinicians of the
patient can have patient information.

The DLV system reports an inconsistency since all Clinicians are authorized
to have the personal information of any patient. Ideally we would authorize only
the clinician of the patient to have patient data.
Example 5. The trust relationship among actor in Figure 6 and in Figure 7 is
formalized in Table 7 and is described below:

1. Patient trusts completely HCA and he trusts directly his Clinician,
2. HCA trusts completely Hospital,
3. Hospital trusts completely Medical Information System, and
4. Medical Information System trusts completely Clinicians.

We can check whether only the clinicians of the patient can have patient
personal information according to Example 4. The DLV system report an incon-
sistency: in the current design every Clinician is implicitly authorized to have
patient personal information. To resolve this problem, we have to change the
trust model using the following trust relation between the Medical Information
System and the Clinician.
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In other words, the Medical Information System allows an actor to access
directly the records of a patient if the actor is the physician of the patient.

We can now analyze the complete trust and functional model. In particular,
we check whether the delegater trusts the delegatee. The refined result is that
patient’s consent must be sought for any other agent such as clinician’s colleagues
to be able to access at patient medical information, and the patient must be
notified of every access. So the clinician has to request a consulting to colleagues
through the hospital and the patient must give the permission to access the data.

It is also possible to make additional queries aimed at verifying a number of
security principles such as least-privilege, or need-to-know policies as done by
Liu et al. [20] in their security requirements model formalized in Alloy.

6 Conclusions

The main contribution of this paper is the introduction of a formal model and a
methodology for analyzing trust during early requirement engineering. To this
end, we have proposed an enhancement of Tropos that is based on the clear
separation of functional dependencies, trust and delegation relationships. This
distinction makes it possible to capture organization-oriented security and trust
requirements without being caught into the technical details about how these
will be realized through digital certificates or access control mechanisms. The
modeling process we envision has the advantage of making clear why and where
trust management and delegation mechanisms are necessary, and which trust
relationships or requirements they address.

The framework we proposed supports the automatic verification of security
requirements and trust relationships against functional dependencies specified
in a formal modeling language. The model can be easily modified to account for
degrees of trust. Levels of trust can be captured by using a qualitative theory
for goal analysis. See [14] for details.

Plans for future work include adding time to trust models and analyzing
these new features with the Formal Tropos T-Tool [11].
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Abstract. Rapid technological advancements capitalising on the convergence of
information (middleware) and communication (network) technologies now
enable open application-to-application communication and bring about the
prospect of ad hoc integration of systems across organisational boundaries to
support collaborations that may last for a single transaction or evolve
dynamically over a longer period. Architectures for managing networks of
collaborating peers in such environments face new security and trust
management challenges. In this paper we will introduce the basic elements of
such an architecture emphasising trust establishment, secure collaboration,
distributed monitoring and performance assessment issues.

1 Introduction

The Internet provides a ubiquitous, standards-based substrate for global
communications of all kinds. Rapid advances are now being made in agreeing
protocols and machine-processible message/document formats that will soon enable
open application-application communication and bring about the prospect of ad hoc
integration of systems across organisational boundaries to support collaborations that
may last for a single transaction or evolve dynamically over many years. Effectively,
we will witness on-demand creation of dynamically-evolving, scalable Virtual
Organisations (VO) spanning national and enterprise borders, where the participating
entities pool resources, capabilities and information to achieve common objectives.

As a motivating example consider the scenario from Figure1. As a part of the
scientific project, researcher Alice needs to perform on-line material analysis using
specialised services provided by different Application Service Providers (ASP1 and
ASP2). Such services may include analysis tools (hosted at another institution SH1),
pre-existing data sets (held by a remote data archive SH2), additional computation
power outsourced to a supercomputing centre acting as ASP1. The goal is, as the
analysis proceeds, to create overlaying security perimeters, protecting different virtual
collaborations that may exist at a time (as a firewall would do in a fixed topology),
while ensuring the security of each member as defined by its local administrator.

Alice belongs to team of researchers assigned to a local administrator at the
University. The main activities of the material analysis are executed by end-to-end

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 191–205, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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services CSI1 provided by ASP1, and CS2 provided by ASP2. We assume that CSI1
is using subservices executed in house at ASP1 who is responsible for administering
CSI1 and its subservices, whereas ASP2 is effectively outsourcing some of the
subservices needed for executing CSI2 to different service hosts SH1 and SH2. Each
administrator wants to protect its local “private” resources from the general “public”
which may include hostile agents. At the same time seamless interaction between
Alice and the end-to-end services, as well as CSI2 and its outsourced subservices, is
highly desirable in order to facilitate collaboration objectives, i.e., material analysis.

Fig. 1. A motivating scenario

This scenario highlights several issues related to secure collaboration in dynamic
virtual organisations:

Collaboration of resources that are controlled by different institutions. Each
institution will have their own policies on access control and conditions of use.
Resources may be called upon to participate in the task without previous
knowledge of the other participants. Trust between resources has to be
established in real time on a peer-to-peer basis.
Resources need to be protected from their collaborators and the whole
collaboration team has to be protected from outsiders including other entities
residing with the participating institutions.
The same resource may interact in different collaborations. A separation between
those interactions has to be achieved.
Different security conditions may be applied for different parts of the resource,
including restrictions on data.
Collaborating resources may play different roles in their organisation and various
collaborations, and different (potentially conflicting) security policies may apply.
There is no central administrative point. Security has to be achieved via devolved
policy management combined with distributed enforcement at a peer level.
Complex trust relationships may hold between collaborating resources (users or
services) and their managers: Trust of a resource may evolve over time based on
the direct observations of its collaborators, witnessing whether it is performing as
expected, given its role. Also, changes of the trust level in a manager may reflect
on the trust level in the resources it manages, and vice versa.

A suitable architecture must be able to provide a security and trust management
infrastructure that meets these requirements. In this paper we introduce the basic
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elements of such architecture and gradually explain how it aims to address the above
requirements, emphasising on trust establishment, secure collaboration, distributed
monitoring and performance assessment issues.

The community management model was first proposed in [10] and developed
further in [6] for multi-domain security management in virtual organisations. It
exploits a variation of the distributed firewall concept [1]. Policy is defined at the
system-management level and distributed to the end-entities (client hosts) by the
means of the certificates and firewall rules, where it is enforced by each entity
participating in the Virtual Collaboration. The security perimeter can be easily
extended to safely include remote hosts and networks, therefore eliminating any
topological obstacles. Some of the functionalities and performance were tested
through simulation, and results are reported in [9]. In this paper we introduce further
enhancements and more complete description of the system. Section 2 gives the
overview of the improved architecture, and section 3 describes trust management
model based on monitoring and performance assessment of the entities in the system.

The architecture presented here provides mechanisms where Closed Collaboration
Teams (CCT) can be dynamically altered in terms of membership and policy
constraints. The interaction model of the proposed architecture integrates a layered
peer-to-peer model (between collaborating resources as well as between the managers
administering resources), with a centralised community management model (between
members and their local managers) and a master/slave model (between security
managers and enforcement agents). It supports on-demand creation and management
of dynamic virtual collaborations in the form of secure groups of peers (users,
services, resources, etc.) that cut across geographical and enterprise boundaries. The
proposed architecture has been developed with two main goals in mind:

Enabling communication within dynamically created collaboration teams, that is:
secure, scalable, accountable, robust and independent of network topology.
Enforcing security perimeters, which adapt to the highly dynamic evolution of a
collaboration group (in terms of membership and security policy).

These goals are addressed through the following means:
Certificates to manage CCT membership and privileges.
Role based security policies describing permissions, prohibitions and obligations
within CCTs, set by, and negotiated between, the community mangers.
Multi-layered end-entity security enforcement mechanism to protect individual
members within a collaboration group and the collaboration group as a whole.
Monitoring and assessing evidence the performance of peers in executing a
collaborative task across heterogeneous administrative and security domains.

Within this architecture, trust in the network entities and the system itself is supported
in the following ways:

Establishment and propagation of trust via digital certificates.
Protecting the collaborating entities and maintaining trust in the operation of the
system by securing entity interactions with dynamic, distributed security
perimeters that extend the functionality of a distributed firewall to the service and
application layers.

2 Overview of the Proposed Architecture
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Monitoring operation and assessing evidence about the performance of an entity
in enacting a task in a given context.

2.1 Community Management Model

The community management model distinguishes several types of roles that
participate in the formation of CCT environment.
Local Security Managers (LSM) are responsible for population of clients. At

client’s initial setup, LSM defines its security policy through means of certificates
and policy rules, and controls it as long as client remains active. During this
period, clients can request to create a new CCT or to join to a number of existing
CCTs that are managed by their own or any other manager. This is done by the
manager in charge of the CCT, through creation of CCT-specific certificate for the
appropriate client.

CCT Managers maintain a number of CCTs, from the group creation until its
termination (which is normally until the last member leaves). They manage group
memberships, maintain the level of CCT security by defining authorization
privileges and assigning them to CCT members through certificates, and update
the group membership and policy. From the perspective of client, LSM and CCT
manager can be the same entity, only performing different role in each context.

Clients (or peers) are networked entities and can be (human) agents, applications, or
service instances. Functionality for supporting CCT and policy enforcement is
localised to each host. Upon initial setup provided by its LSM, client is free to
participate in a number of CCTs, during which period it contacts the
corresponding CCT Manager(s).

Once admitted in the group, CCT members interacts, without manager’s involvement,
by presenting a group certificate embedded in the messages they interchange1.
Messages with certificate not matching the required group certificate are either
deleted or ignored without further processing. The creation of inter-organization
CCTs is supported through interactions between LSMs and CCT Managers, which
may be viewed as CCT members at a level above the level of the teams they manage.

Figure2 illustrates the examples of local CCT (where all the members belong to the
domain of the same LSM; e.g. Loc1 and Loc2) and virtual CCT (where the members
reside in different organizational domains, initially affiliated to different LSMs; e.g.
Vir1 and client Y). Having this in mind, the notion of local CCT could be treated as a
‘special case’, where member may contact CCT Manager directly since the CCT
Manager and LSM are the same entity for that particular client (client Y within CCT
Loc1). Different types of interactions in the CCT environment (given in Figure2) are:

member-to-member (me2me): direct p2p communication between the CCT
members (e.g. file transfers, white boarding, procedure calls, process invocation).
This is supported with a group certificate, issued by a CCT manager in charge.
member-to-manager (me2ma): regarding the interactions related to CCT
management, e.g. manager’s updates of group policy, and for the clients’
negotiation with the CCT Manager for creating/joining a new group.

1 For this, SPKI certificates could be used, to support use of groups for identifying set of users
within a name space [23]
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manager-to-manager (ma2ma): direct peer-to-peer communication between
LSMs and CCT Managers. For example, this would include negotiating the
introduction of a new CCT member, negotiating policy updates, propagating
performance assessment or intrusion detection information, etc.

Fig. 2. Types of interactions and groups within the CCT environment

Security Management and Enforcement Model2.2

Group management within the CCT environment is supported through the use of
public key certificates (for authentication), attribute certificates (for authorization)
and encryption (for data confidentiality) [20]. Policy deployment model of the CCT
architecture combines default security settings with a role-based access control
approach. Policy is defined at the LSM / CCT manager level based on the anticipated
role of the client in the organization / group, and distributed to the end-entities (client
hosts), where it is enforced . The security perimeter can be easily extended to safely
include remote hosts and networks, therefore eliminating any topological obstacles.
There are two essentially different classes of policies:

Local Policies, which are owned and maintained by the LSMs and apply to the
clients associated with its organizational structure. Those policies are defined at
the creation of the organizational structure, and are accordingly modified.
CCT Policies, which are defined at the CCT creation and are maintained by the
CCT manager. Depending on the scope of the group, those policies may be
negotiated between the CCT manager and client’s LSM, which can impose the
constraints on the CCT policy suggested by the CCT manager.

Some policy deployment information is distributed to the client at the initial setup
(registration). It comprises default firewall rules for the client host (for securing the
lower level of the communication protocol stack), authentication certificate (that
establishes the identity of a client within the architecture) and the access privileges
(based on a defined role of a client within the organization). CCT policy is a shorter-
term, more dynamic and addresses smaller population comparing to a local policy. It
is defined based on the client’s role in the group, and delivered at the joining time by
means of the attribute certificate. It provides more sophisticated method in terms of
access control, authorizing the members (only) to certain action within the group.

The actual policy deployment is always performed by the LSM. A (remote) CCT
manager can interact with members only via their LSM(s). CCT policies and policy
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updates are communicated by the CCT manager to the LSM which has the
responsibility for their deployment among its clients. Once delivered, it is enforced at
the enforcement agents at the client’s host.

Trust Establishment. Authentication of the entities within the CCT environment is
supported through the use of PKI certificates (PKC) [15]. The certificate structure of
each organization participating in the CCT environment can be seen as a single-level
PKI, where the LSM is an issuer of local PKCs to clients. At initial registration, client
and the LSM perform mutual authentication via PKC issued by some of the
commercial CAs (Certification Authority). Upon this, the LSM creates a local public-
key certificate, to be used by a client for all the authentication-related purposes within
the CCT environment. Through use of a ‘local’ PKC the LSM keeps control of who is
registered with the organization and for how long (e.g. via the validity period of the
PKC). Local PKC is used at client’s negotiation with the administrator for creation or
joining a group, or mutual authentication of the CCT members prior to the
establishment of p2p session within the group. The ‘commercial’ PKC are used within
the CCT environment for the authentication of the manager nodes, and as a ‘root’
certificate upon which the trust and legitimacy of the local certificates is built on.

Group management and member’s privileges within the particular CCT are
regulated through “authorization certificates”. Through usage of attribute certificates
(AC) the issuing authority can specify a set of credentials authorizing the holder of
the certificate to claim certain privileges [12]. Within the context of the CCT
architecture, AC issuer is CCT manager, which defines the group policy and sets the
credentials granted to each group member. Credentials are an abstraction of the
privileges, and each group member is granted the credentials that relate to its
anticipated role in the group, upon entering the group. Credentials are used to inform
security policy enforcement as described in section Distributed Security Enforcement.
In a similar way, the LSM defines the organizational policy and delivers it to a client
at the initial setup (local policy, as defined before). The privileges specified here do
not express the possible relationships within the organization (since all peer-to-peer
communication is carried out via CCTs); rather, they can be used for the LSM to put a
constraint on the CCT policy that applies to the client, and prohibit certain actions.
This can be also done by the LSM while endorsing a client’s membership to a CCT.

Normally, AC does not contain the holder’s public key, but it may contain the
reference to the PKC and / or CA which can verify the holder’s PKC. In such a way,
PKC and AC (which are presented separately) can be easily correlated for the
verification. This also allows the flexibility in the policy definition, since the PKC
(and client’s duration in the environment) will normally last for a longer time than the
AC (and the membership to a group).

The separation of concerns between credentials, roles and policy statements
improves the scalability of the architecture and the flexibility of enforcement:

Roles, being more generic than member IDs, reduce the overhead of managing
and enforcing security policies.
Modification of policies associated with a role does not necessitate issuing new
and revoking old attribute certificates (AC) for the whole CCT.
Although, changes to the role of a member in the CCT may necessitate issuing of
new AC by the CCT manager, no changes need to be made in the CCT policy.
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The enforcement mechanism at entity does not need to maintain information
about the enforcement of the complete set of policies that may apply to a large
network. Instead it is concerned only with the policies relevant to the CCTs it
participates in, and from those only the subset of rules needs to be retrieved and
enforced during the CCT interactions.

When member leaves a CCT (or its certificate has been revoked), this information
needs to be passed to the rest of the CCT in order to maintain the level of security. In
the current approach, this is performed directly by the CCT manager (either
periodically or on as-needed basis).

Secure communication. Communication is secured through message encryption.
Symmetric keys are used for the interactions where large amount of data is transferred
(since introducing less processing overhead) or where the number of entities sharing
them or the duration of their usage is not significant. In addition, every of the
signalling messages is digitally signed with a sender’s private key (from the key pair
where public key is a basis for the PKC, naturally providing the basis for non-
repudiation and accounting. This is illustrated via an example given in Figure3.

Alice wants to join a CCT. The whole process is initiated by the client (Alice)
through the join request message to its Alice authenticates herself at the
LSM via PKC, previously assigned by the same entity at registration.

If the authentication and the request are approved, the LSM contacts the
appropriate CCT manager authenticating itself via PKC issued by the commercial CA

If this has been performed satisfactorily, CCT manager creates a symmetric key
and delivers it to the LSM, encrypted with the LSM’s public key The message
also contains the PKC of the CCT manager, enabling the LSM to authenticate the
CCT manager. This ends the phase of the authentication: public keys are temporarily
stored to check the signature until the joining process is completed, and the symmetric
encryption key is kept by both of the parties in order to support any subsequent
communication related to this CCT. This key is periodically being updated by either
of the parties, and (in this example) it is needed until Alice leaves the CCT. Now, the
LSM forwards the Alice’s request to the CCT manager If the CCT manager
accepts the request2, it defines the Alice’s privileges as a CCT member (via attributes
within the AC, and compiles the CCT policy rules and the list of current CCT
members. This data is delivered to the encrypted with the inter-manager
key. Upon the receipt, the LSM decrypts and examines the CCT-related data, and if
the terms are accepted forwards it to Alice (now encrypted with Alice’s public
key)3.

This concludes the process of the joining – Alice is now member of the CCT and
can start peer-to-peer communication with the rest of the group (e.g. Bob). Before the
peer-to-peer session can commence, group members authenticate themselves by
presenting their PKI certificates, in order to establish initial trust at each other &

At this stage, entities may (optionally) contact each other’s LSMs for the
purpose of the certificate verification (not shown in the diagram). If this process is
performed satisfactorily by both parties, Bob will create the symmetric key (to be

2 The acceptance of the request depends on the policies of LSM and CCT Manager, and other
concerns such as trust between the entities involved in this process.

3 Rejection would lead to re-negotiation, with revised AC being presented by a CCT manager.
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used between him and Alice for the purpose of this session), and delivers it securely,
encrypted with Alice’s public key This key is used to exchange the appropriate
attribute certificates as well as for the encryption of subsequently transferred
data

Fig. 3. Inclusion of new member in CCT and subsequent me2me communication

As more than two entities may participate in the same interaction session within a
group, the protocol also supports more complex multicast interactions, using ‘N
root/leaf pairwise keys’ algorithm for key distribution [25]: the initiator of the session
(root) generates a list of the participants (leaves) and sends it with the requests to each
of them. The leaves respond with the acceptance/rejection message, upon which the
root creates the record of the public keys of the members who accepted the session,
and exchanges the encryption key only with them. This approach contributes the
scalability since the most time consuming operation, public-key encryption, is
minimized.

Distributed Security Enforcement. The separation between policy specification and
enforcement is one of the key features of our scheme that brings the flexibility and
scalability of policy deployment, consistent with the proposed interaction model.

CCT policies are defined by the CCT manager, but enforced by policy enforcement
agents residing at each individual host (Figure4). Enforcement agents are controlled
and (re)configured by the corresponding LSMs using a master/slave interaction
model. Neither the client nor the CCT manager can access and reconfigure these
enforcement agents. This controls personalised CCT member access through the
security perimeter of the corresponding CCT member based on the AC it is provided
with, creating the shell at the level of the executed application or service. The
additional protection is supported at the network level, through performing packet

4 The AC carries the information about the privileges of a CCT member, and in part reflects
both the policy of that CCT, as well as the member’s ‘profile’ (over the set of the CCTs it is
involved in). Encryption of the AC assures that this information is not publicly disclosed.

4,
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filtering and monitoring of incoming traffic5, which is common for the hosting
environment that may serve several clients. Security perimeters for each individual
member contribute to the formation of a distributed security where enforcement is
managed by LSM of each member and coordinated by the CCT manager of the group
around which the distributed perimeter is established.

Fig. 4. Instance of multi-layered architecture for distributed security enforcement, localized at
each CCT member

With every incoming peer-to-peer interaction, attributes from the AC indicate the
sender’s role and the associated policies dictate which of its requests and actions (e.g.
in the sense of Remote Procedure Calls) are authorized. Similarly, the policies
associated to the sender’s role dictate if its requests or intended actions (e.g. in the
sense of Remote Procedure Calls) should be blocked or delayed by its end-point
firewall instance. For every interaction, per-message security checks are performed at
a distributed security perimeter instance:

For an outgoing message from the CCT member, the intended action is checked
against the set of member’s privileges within the CCT and, if compliance is
confirmed, it is wrapped with the appropriate certificate and sent via the firewall.
For an incoming message, after packet stream is examined, the message is
verified against the appropriate certificate. As explained earlier, attributes within
the AC are related to sender’s role, and the intended action is clarified at the
policy enforcers, in terms of sender’s credentials, prior to executing the specific
request. Finally, the message is passed through the application-level monitoring,
and onto the application layer.

If at any point non-compliance with the security policy is detected, communication is
blocked and the appropriate action taken (generating the alarm, logging the event,
etc.). Notably, blockage of unauthorized actions may happen at either endpoint
depending on the CCT and local policies that may apply.

CCT policies and policy updates are communicated by CCT manager to the
corresponding LSMs which have the responsibility for their deployment among their
local clients that participate in that CCT. Deployment is initiated by compiling the
CCT policy statements and distributing to the corresponding members the resulting
end-point enforcement rules that apply to them. Prior the deployment or update, the

5 For a simpe implementation of an analogous mechanism in the Linux OS kernel, see [17].
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LSM inspects policy suggested by a CCT Manager. Clearly, devolution of policy
control may lead to the appearance of conflicts between policies: At present we have
made a simplifying assumption that in the case of a conflict between the local and
CCT policy, local policy prevails and will always override the CCT policy. In future
versions of the architecture we expect to introduce a dedicated distributed mechanism
addressing the resolution of conflicts between CCT and local security policies.

The independent research presented in [16] is similar to this aspect of our work. It
proposes Virtual Private Services that should provide separation of policy
management and enforcement, mainly focusing on the issues related to the
mechanisms for distributed access control enforcement. Also, there are technologies
[22] promising to facilitate implementations of functionalities providing evidence-
based and role-based security on web services based commodity platforms.

3 Performance Monitoring and Assessment

An additional level of security enforcement is that of performance assessment
including the monitoring of task execution at the application level (noted in Figure4).
A simple demonstration based on the monitoring of software execution and inputs to
the software have already been documented [21], although not in a distributed
scheme. Need for the more comprehensive assessment scheme that can be used for a
variety of purposes (SLA performance, electronic contracts, security) has been
clarified in [7]. For the purpose of the CCT architecture, we propose a distributed
implementation of a multi-layer scheme of “monitors”, which collect evidence/data
by all clients in the group. These events of interest are communicated to the relevant
entities where the analysis is performed.

In such a scheme the evidence is associated to the observation of events, which is
reasonable for virtual organisations built on top of dynamic service environments6. In
such environments, a CCT Monitor act a as an intermediary facilitating event
collection: it collects events generated as a result of CCT interactions and either they
forward them to a CCT management capability (responsible to assessing
performance) or they analyse them and generate a derived event for the attention of
the CCT management. The derived event may depend on the occurrence of a number
of potentially interdependent events within a CCT.

The following roles need to be established in order to support performance
monitoring during the enactment of interactions within a CCT.

Monitor Sensor enables monitoring of the activities of parties, and recording the
relevant events. It can also signal a suspected non-performance to the Arbitrator
(regarding performance assessment, see below) if it detects such an event.
Monitor Correlation Agent enables the correlation of individual events that may
be observed in different local parts of a CCT (that correspond to the subset of
CCT members associated with same LSM).
Monitor Notification Service implements the notification mechanism for sending
warning messages to indicate detection of a possible non-compliance event.

6 Such environments, distributed over WAN, typically use asynchronous communication of
events often taking place on a “push” basis: “consumers” subscribe to events and “producers”
are obliged to notify them. In such situations, the occurrence of an event may be uncertain.
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We distinguish three levels of monitoring:
1.

2.

3.

Monitoring at each member, about the events relating to the inbound/outbound
communication of a CCT member and the individual actions a member performs.
Monitoring within a local part of CCT, which may involve correlation of
observations within that locality.
Monitoring across the different localities of a CCT which focuses on interactions
between members across the local parts of the CCT and may involve correlation
of observations made in each locality.

Depending on the configuration of a local part of CCT, we distinguish three different
options for monitoring (Figure5), which can also be combined into hybrid schemes:
Centralised monitor capability at each CCT locality is subscribed to significant

events relating to the performance of a collaborative task, evaluating them against
the normative behaviour descriptions. In me2me communication, its functionality is
restricted to observing the events, monitoring network traffic and occasionally
intercepting messages. Should events created within a CCT locality need to be
communicated outside the team, Monitor takes the role of the intermediary in such
communication and invokes the Monitor Notification Service as appropriate.

Devolved monitor is an abstraction of a collective realisation of a monitoring
capability. Each CCT member comes with its own “atomic” monitoring capability,
contributing to the formation of a collective opinion about the event’s occurrence.
Devolved monitoring appears to be a natural choice for CCTs formed in the absence
of uniform and sophisticated underlying infrastructure management services.

Locally Coordinated Monitor combines the behaviour of devolved monitoring with a
centralised coordinator (residing at the CCT manager) who weights the evidence
provided by each local member vs. trust in member’s monitoring capability. Each
member contributes evidence as a part of its me2ma communication (potentially
distinguished and encoded in a special me2ma certificate). If evidence about
interdependent events needs to be correlated in order to account for an observation,
Monitor Correlation Agent needs to be realised and invoked.

Devolved monitors are also suitable for maintaining provenance information related
to the member that can be used by the member in case of dispute. Centralised and
locally coordinated monitors focus on higher-level overview within the local part of
the CCT for the purposes of group management. Each monitoring option captures
Monitor behaviours that are operationally different (when viewed from within a CCT)
but observationally similar (when viewed from the outside of a CCT). In addition,
both monitors & sensors operate in master-slave mode, controlled by the LSMs.

The Monitor capability of a (virtual) CCT effectively amounts to a network of
local CCT Monitors, each of which is responsible for monitoring of the activities of
parties, and recording/ notifying about the relevant events within its local part of a
CCT. Each local CCT monitor participating in a virtual CCT monitor is subscribed to
significant events, and when these occur evaluates them against the local policies for
these events by invoking a local Monitor Correlation Agent, if necessary. Significant
events of interest for the CCT management (which may be the result of a correlation
of local events) are communicated through the local Monitor Notification Service. A
further correlation of these events and evaluation against CCT policies may then take
place at the (virtual) CCT Monitor capability associated with the CCT management.
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Fig. 5. Overview of different monitoring options and their combination in a hybrid scheme

Performance assessment for interactions within a CCT local is facilitated by an
Arbitrator capability associated with the CCT Manager, capable of arbitrating about
the performance of a CCT member or LSM (based on of evidence provided by a CCT
Monitor) and making a judgement about the extent of deviation or non-performance7.
Although confidence parameters may be associated with an event, we do not assume
any complex reasoning / decision making by a monitor. Effectively, monitors report
the events (or results of a correlation of events), even when they themselves can only
get second hand evidence. The CCT Arbitrator does the reasoning and makes the
decisions, taking into consideration its confidence in the competence of the
contributing local monitors. The monitors can supply degrees of confidence with each
reported event, to form a basis for the Arbitrator’s reasoning and decision-making.

CCT Arbitrator enables measuring deviation from expected or prescribed
behaviour, which in turn can be used for assessing the performance of an entity
(Member or LSM) in performing a task. Together with information collected about
past performance or reputation in performing similar tasks in different CCT contexts a
CCT manager can form opinions about:

7 For example, neural networks could be used to detect deviation from typical behaviour.
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Whether the current interaction is a possible attack, based on the significance of a
deviation (e.g. detection of an intruder) or correlation of different behaviours that
fit the pattern of a distributed or coordinated attack by a group of intruders [2].
Performance of a CCT member or a number of them in enacting a contract (e.g.
SLA or multiparty contract modelling a collaboration agreement) [7].
Competence of a member in performing a specific task.
Competence of a local Monitor (Sensor) in making reliable observation.
Competence of a Monitor Correlation Agent in correlating a collection of
interdependent observations.
Competence of a LSM in controlling the enforcement of the agreed CCT policies.
Competence of a member in enforcing the prescribed CCT policies.

In the case of security violation or non-compliance by a CCT member, and depending
on the extent and type of deviation or non-compliance, the CCT Arbitrator will
initiate either a mediation process, managed by a Mediator, or the enforcement of any
sanctions applicable, to be instructed by the CCT Manager and carried out by the
corresponding LSM through the Enforcement Agents residing at that member.

In addition, the evolving history of the past performance assessments in similar
contexts may provide the basis for building a reputation of the network entities
potentially associated with a CCT. Such information can also contribute to the
derivation of confidence about an entity’s anticipated performance in a CCT, or guide
the discovery and engagement of suitable entities in a CCT.

4 Conclusions and Further Work

Security, trust and compliance to the collaborative business agreements are the main
prerequisites for successful functioning and operation of Virtual Organizations (VO).
In this paper, we have presented an integrated architecture for dynamic and trusted
management of the secure and distributed collaborations, where evidence-based trust
may impact role-based security and relationships in the system. Within our
architecture, trust in the network entities and the system itself is supported in the
following ways:

Establishment of trust via digital certificates.
Maintaining the trust by securing the interaction s in the system with dynamic
distributed perimeters.
Evaluating and building the trust through performance assessment of the entities
involved.

We are currently evaluating a number of approaches [11], [13], [14], [18] in order to
identify suitable trust metrics that would: 1) allow an entity to quantify the
trustworthiness of another entity about a specific task; 2) support the effective
integration of reputation systems into the CCT architecture model. Other aspects of
future work include the introduction of a suitable language for specifying and
negotiating policies, mechanisms for resolving conflicts between policy statements,
and the potential of automatic generation of “executable” commands for the
enforcement agents from the suitable policy statements. In that context, a number of
existing solutions is being considered [2], [4], [5], [19].
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Related work includes the Globus Project’s Community Authorization Service
(CAS) [26] enhancement of Grid Security Infrastructure (GSI), which provides an
intermediate layer for establishment of trust relationships between specific clients and
services, and is responsible for managing policies that govern access to (parts of) a
community’s resource. Both CAS and the CCT architecture incorporate a community
management model, separate policy specification from enforcement, and use
potentially short-lived (attribute) certificates. However, unlike CAS, our architecture
avoids delegation of user rights: when entering a CCT, clients are granted access
rights associated with the role they assigned to. Also, CAS focuses on authentication
and distributed enforcement of authorisations, whereas our architecture integrates
dynamic network management, communication security and distributed enforcement
of access policies. Finally, our architecture can capture complex organisational
structures as hierarchies of “local” groups that represent intra-enterprise security
administrative domains, and multi-institutional collaborations as “virtual” inter-
enterprise communities that cross multiple domains. This capability is not built into
CAS and it is not straightforward to implement.

Parts of the presented architecture have been tested through simulation, and results
are reported in [9]. Current plans include implementing a variant of the architecture
for securing the groups of service instances that may need be created and integrate in
order to collaboratively execute a composite application in a Grid-based Application
Service Provision scenario, in the context of the European project GRASP [8], [24].
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Abstract In the literature, the validity of theories or models for trust is usually
based on intuition and common sense. Theories and models are not often
verified experimentally. The research reported here contributes results of
experiments on the dynamics of trust over time depending on positive or
negative experiences. In previous research a number of dynamic properties for
such trust dynamics were identified, but not verified empirically. As a
continuation of this work, now these properties have been verified in an
experimental setting. The outcomes of the experiment (involving a substantial
number of 238 subjects) are discussed and related to the previously formulated
dynamic properties.

1 Introduction

Trust is omnipresent in all our interactions with other people; e.g., [1], [2], [4], [11].
Without trust, the every day social life which we take for granted is simply not
possible [11], cited in [7]. Our society, in which each individual plays its own niche
role in complex network of social interactions, would grind to a halt due to a lack of
cooperation. A difficulty with the concept trust, is that it is impossible to observe it, or
to directly relate it to other simple observable facts. This may be one of the reasons
why not many sociologists addressed the concept until recently [12].

1.1 Characterising Trust by Entailed Behaviour

Elofson describes trust as “the reliance upon the characteristics of on object, or the
occurrence of an event, or the behavior of a person in order to achieve a desired but
uncertain objective in a risky situation.” [5]. Luhmann gives a similar definition of
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trust: “Trust is a reliance in turbulent conditions on some number of certainties and on
other individuals’ actions, that affect one’s own welfare, that despite conditions
largely unknown can be counted on to act in a predictable and presumably benevolent
fashion” [11]. Trust can also be defined as “the degree of confidence that you feel
when you think about a relationship” [13] as cited in [5]. Or as “an interpersonal or
interorganizational state that reflects the extend to which the parties can predict one
another’s behavior, can depend on one another when it counts; and have faith that the
other will continue to act in a responsive manner despite an uncertain future.” [16].

The above characterisations of trust look forward in the sense that once a state of
trust is there in an agent, they explain how this is used by the agent to make decisions
on behaviour. The backward perspective in the sense of the question how a trust state
was reached, i.e., how trust is gained or lost over time is left out of consideration in
these characterisations.

1.2 Dynamics of Trust Based on Experiences

Trust is not a static mental state, but instead a dynamic one, as trust can change over
time. This makes the question of what generates, maintains, substitutes, or collapses
trusting relations [6] important. One of the central hypothesis in the research reported
here is that trust is based on observed events in the real world. Lewis and Weigert
state the same when they state that trust is formed by “observations that indicate that
members of a system act according to and are secure in the expected futures
constituted by the presence of each other for their symbolic representations.” [9].
Elofson identifies the same origins of trust in “Trust is the outcome of observations
leading to the belief that the actions of another may be relied upon” [5].

Events that are observed in the real world can only be interpreted within the context
in which they take place. This context defines whether an event helps in achieving
ones goals or not and also helps understanding the situation in which the other was
placed (e.g., sometimes you cannot really blame someone for not helping you.). Wels
and Van Loon point at a similar issue when they say “Every event is created by a
different ensemble of interactions; all sense making is relative to this level specifity.
Hence, the meaning attached to the events to the concepts vary not only in relation to
different actors, but also to different contexts.” [15].

In [8], a formal framework to model dynamics of trust is given. In the framework
some of the events in the world are considered trust-influencing experiences. Such
experiences are either positive or negative, in other words may increase your trust in
something or someone, or decrease it. According to this framework the trust that is
acquired by an actor depends on two variables, the initial trust and the trust dynamics.
The model for trust dynamics specify how an agent adjusts its trust in someone or
something based on experiences.

1.3 Trust Dynamics Experiments

In a number of recent articles on intelligent agents and (formal) trust models the
validity of certain models is only “proven” with an argumentation that appeals to
common sense. The extent to which the models are correct (either in a descriptive or
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in a normative sense) is not measured. The only way to assess the correctness of a
trust model, which claims to describe cognitive processes related to trust, is to
perform experiments with human test-subjects. Or as Smet, Wels and Van Loon put
it: ‘We need, however, to stop making speculative claims based on grand, but rather
unsubstantiated, theorising if we are to make any proper sense out of trust and co-
operation.’ [14].

In this research the focus is on the question of how to adjust trust based on
experiences and to verify that experiences really do influence trust in other persons,
organisations or objects. In this paper a description is given of the experiment that has
been conducted to determine whether and in what form trust is really influenced by
experiences as has been suggested in literature (see for example [9; 5; 8]), and to
determine if some regularities occur in the extend and direction to which trust is
influenced by experiences.

In this paper, Section 2 describes the design of the experiment. In Section 3 the
outcomes of the preliminary validation tests in the experiment are presented. Section
4 presents the outcomes of the final experiments. In Section 5 the outcomes are
compared to dynamic properties of trust as have been identified in previous work.
Section 6 concludes the paper.

2 Design of the Experiment

Possible angles to examine the dynamics of trust are to focus on the factors that
influence how initial trust is established or to focus on how trust is influenced by
events. In the research reported in this paper the focus is on how events influence
trust.

2.1 Factors Affecting a Trust State

Numerous factors influence the impact an event has on someone’s trust. These factors
can be divided into two categories: factors that influence how an event is evaluated
and factors that influence the relative weight an experience has on someone’s trust, in
relation to all the other experiences that person had and his or her initial trust value.
An example of a factor that could influence how an event is evaluated is kinship:
generally people will feel much more left in the lurch if a family member does not co-
operate than if a stranger is uncooperative. An example of a factor that could
influence the relative weight of an experience is the amount of time passed since the
event took place: people might place more trust in a photocopier that failed to work
two years ago than they would in a photocopier that malfunctioned just two hours
ago.

The difference between the evaluation of an event and the relative weight is that the
evaluation of an event is dependent on the context in which the event took place,
whereas the relative weight may depend on the total collection of experiences over
time of that person. Usually the evaluation of an event remains unchanged after the
event has occurred, whereas the relative weight of an experience will usually change
over time as the person has acquired more experiences. However, it may be possible
for an evaluation of an event to change if a person acquires more information about
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the context in which the event took place. The focus of this research is on the factors
that influence the relative weight an experience has.

Time is one of the important factors that influences the relative weight of an
experience. The amount of influence an event has decreases over time, as is
demonstrated by Derrida in the specific context of giving gifts [3], cited in [15]. In [8]
it is suggested that the temporal order in which the events occurred, could influence
the impact an event has on the trust state. Following this, in this study the temporal
order of events has been used as the factor that influences the relative weight of an
experience.

2.2 Overview of the Experiment

In the experiment, subjects have been presented with sequences of short stories
(written in Dutch) that each describe an event that occurred with an organisation or an
object. Within a single sequence all stories deal with the same object or organisation.
After each story the subject is asked to state (on a five-points Lickert scale) how much
trust he or she has in the object or organisation. The subject is instructed to base her
trust in the object or organisation on all stories that have been presented. The
difference in the trust values the subject assigns to an object or organisation shows
how the trust in that organisation or object has been affected by the experiences. By
varying the order of the events, these differences in trust values allow the
measurement of how experiences and the order in which the experiences occur,
influence a person’s trust in an organisation or object.

The questions have been presented to the subjects over the Internet. Distributing the
questionnaire over the Internet has two distinctive advantages: first of all the subjects
can complete the questionnaire when it suits them and therefore the response rate of
potential subjects has been relatively high (the estimated response rate was 35%),
even though almost no financial incentive to participate in the experiment has been
offered. A potential drawback of distributing the questionnaires over the Internet is
that there is little control over the environment in which the subject fills in its
questionnaire.

For their participation in the experiment the subjects were offered a lollipop and the
chance to win a single reward of  20. In total 238 people participated in the
experiments, which brings the estimated response rate to 35% (78 personal invitations
have been sent by e-mail to relatives, friends and participants of the pre-tests of the
experiment, 250 flyers have been handed out on campus and an open invitation to
participate in the experiment has been posted on the Usenet newsgroup of the
department of Mathematics and Computer Science, which has an estimated reach of
350 persons).

As the experiment tries to determine the effect of experiences with an object or
organisation on the amount of trust a person has in that object or organisation, an
operationalisation of the concept amount of trust is necessary. In this experiment we
will use a five-point Lickert rating scale to allow subjects to state the amount of trust
they have in the object or organisation. The five-point trust rating scale contains the
following levels: “veel vertrouwen” (much trust, 5) “redelijk vertrouwen” (a
reasonable amount of trust, 4) “neutral” (neutral, 3) “weinig vertrouwen” (little trust,
2) “heel weinig vertrouwen” (very little trust, 1).
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In the test the effect of experiences with an organisation or an object on the trust in
that organisation or object is measured. The effect of the experiences on trust is
measured by exposing the subject to multiple events with a certain organisation or
object and measuring the trust in the object or organisation between every event using
the trust rating scale described above.

It is time-consuming and expensive to let the subjects have real interactions with
objects and organisations, as this would require subjects to undergo the experiment in
a lab in which the interactions can be simulated. This is a main reason why in this
experiment instead of undergoing real interactions with objects and organisations the
subject have been presented with stories that describe certain experiences.

2.3 The Scenarios

For this experiment two scenarios have been written: in one scenario the subjects deal
with a photocopier and in the other scenario the subjects interact with a travel agency.
Each scenario consists of an introduction and ten distinctive stories, five of which are
positive (written to induce trust) and five of which are negative (written to induce
distrust).

The topic of the scenarios (a photocopier and a travel agency) have been chosen so
that not many people have strong emotional feelings about the subject (as one could
have with the Dutch railroad corporation or the tax authority) which could influence
the results of the experiment. The stories have been written in a neutral tone, to
prevent to explicitly direct the subject to the ‘desired’ response. On top of that stories
do not cross-reference each other, as the stories had to be presented in a randomised
order.

Photocopier scenario. The first scenario contains an introduction and ten stories,
which describe experiences a user can have with a photocopier that uses a debit card.
It is assumed that the subjects have had prior experiences with photocopiers that use
debit cards (this assumption holds for almost all students). After each event the
subject can indicate his or her trust in the photocopier. In the following table the
introduction and the some of the stories can be found (both in Dutch and translated
into English):
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Travel agency scenario. The second scenario contains an introduction and ten
stories, which describe experiences a user can have with a travel agency. After each
event the subject can indicate his or her trust in the travel agency.

2.4 Balancing the Experiment

In our study the subject received two series of each 10 stories. The first sequence of
stories deals with an object, a photocopier, and the second sequence deals with an
organisation, a travel agency. In each sequence half the stories were positive
(designed to induce trust) and half the stories were negative (designed to induce
distrust).

In the study half the subjects first received the negative stories for the copier or the
travel agency and after that the positive stories for the copier or the travel agency and
half the subjects first received the positive stories. This made it possible to study both
the increase and decrease in trust. Within a sequence of positive or negative stories
the order of the stories has been determined randomly, in order to prevent side effects
from the order of the stories.

To prevent carry-over effects of the first part of the test to the second part of the
test, half the subjects that received in the first part of the test a sequence with first
negative stories and after that positive stories will receive in the second part of the test
a sequence with first negative stories and after that positive stories and the other half
of the subjects will receive in the second part of the test a sequence with first positive
stories and after that negative stories. This way four different paths through the test
are created, which is illustrated in the following table.
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3 Analysis of the Results: Preliminary Validation Tests

In this section the outcome of the two preliminary validation tests (to test the
experience stories) and the final experiment are briefly discussed and the data is
analysed to draw some preliminary conclusions. To determine whether the stories that
describe interactions with the photocopier and the travel agency have the desired
positive or negative effect on the trust in that photocopier and the travel agency, a
preliminary test has been executed.

In the preliminary test 80 subjects were presented with a form on which a single
description of an experience with the photocopier and a single description of an
experience with the travel agency were recorded. After reading each story, the
subjects were asked to answer whether they would have more trust, the same amount
of trust or less trust in the photocopier or travel agency after the described event.

In the preliminary test each story has been presented eight times. Unwanted carry-
over effects from the story about the photocopier onto the responses on the story
about the travel agency where prevented, because 50% of the stories about the travel
agency were preceded by a positive story about the photocopier and 50% of the
stories about the travel agency were preceded by a negative story about the
photocopier.

In Tables 2 and 3 the effectiveness of the stories about the photocopier can be
found. In these tables one can see that all negative stories about the photocopier have
the desired effect (in all cases the trust either decreases or remains the same). The
effect of the positive stories is not as good as that of the negative stories, but when
comparing the groups of positive stories and negative stories, the effect is still visible
and significant, as Cramer’s V = 0.720, (cf. [10], pp. 14-15) which means that a
signification correlation exists between the category of the stories and its outcome.
Therefore all stories depicted in the tables have been used in the further experiments.

In Tables 4 and 5 the effectiveness of the stories about the travel agency can be
found.
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In Table 4 one can see that all stories, except for positive story 2 and negative story 1,
have the desired effect on the trust in the travel agency. Comparing the effects of the
group of positive and negative stories about the travel agency (see ), it is clear that
there is a difference between the effects of the positive and negative stories. This
difference is significant, as Cramer’s V = 0,735 (cf. [10], pp. 14-15).

We can conclude based on the above crosstables that although the effects of the
stories are not perfect (in which case positive stories would only increase trust and
negative stories would only decrease trust), the overall effect of the stories is
significant and therefore the stories can be used for the experiment.

4 Analysis of the Results: Final Experiment

In total 294 subjects started with the final experiment. This means that 294 people
opened the first web-page of the questionnaire of the final experiment. From these
294 subjects 238 subjects (81%) completed the full questionnaire. The other 19% of
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the subjects were either not able to complete the questionnaire because of technical
problems, decided to stop during the experiment or did not respond to a question
within a given time limit of 15 minutes between each question. Only the data obtained
from subjects that fully completed the questionnaire has been used for analysis.

After the subject has been presented with both pre-tests, the main part of the test
begins. In the main test the effect of experiences with an organisation or an object on
the trust in that organisation or object is measured. The effect of the experiences on
trust is measured by describing various experiences in small stories and instructing
the subject to state his or her trust in the object or organisation after having went
through such an experience. Trust in a certain object or organisation is stated using
the five-points trust rating scale described in Section 2. Each scenario consisted of an
introduction and ten distinctive stories, five of which were positive (written to induce
trust) and five of which were negative (written to induce distrust). For more details,
see Section 2. In this following section the results of the main part of experiment are
presented.

In the Figures 1 to 4 below the dynamics of trust, for both the photocopier and the
travel agency are plotted. In the plots the median of the trust values are displayed. We
can immediately see that trust increases when the subject had a positive experience
and that trust decreases as negative experiences are received. Moreover, as we can
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see, there is a clear difference between the between the plots that start with negative
experiences and the plots that start with positive experiences.

To determine the significance of the difference, a 2-way between subjects ANOVA
test was performed on the means of the positive and negative experiences within a
single scenario. The ANOVA test takes both the experience (positive or negative) and
the order in which experiences are presented (positive-first or negative-first) into
account. From the results we can see that both factors have an effect on trust in the
object or organization at a significance level beyond 0,001. Furthermore we can
conclude that there is no significant interaction between experience (positive or
negative) and the order in which experiences are presented.

Fig. 1. Dynamics of trust in Photocopier: positive experiences first

Fig. 2. Dynamics of trust in Photocopier: negative experiences first

Having examined and established the order effect of experiences for mean trust
scores, now the duration of the effect is established.

For the stories about the photocopier, the negative effect, of first receiving negative
stories, on the trust score after receiving positive experiences remains significant for
the whole trail. The positive effect, of first receiving positive stories, on the trust score
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after positive experiences remains significant only for the first three turns, after which
the difference becomes insignicant (at the 0.05 significance level).

For the stories about the travel agency, the negative effect, of first receiving
negative stories, on the trust score after receiving positive experiences remains
significant a single round. The positive effect, of first receiving positive stories, on the
trust score after positive experiences remains significant only for the first turn, after
which the difference becomes insignicant (at the 0.05 significance level).

Fig. 3. Dynamics of trust in Travel Agency: positive experiences first

Fig. 4. Dynamics of trust in Travel Agency: negative experiences first

5 Relating the Outcomes to Previous Work

In [8] a number of (possible) dynamic properties of trust have been identified. In this
section the outcomes of the experiments are compared to the most relevant of these
dynamic properties.
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Positive and Negative Trust Extension

After a positive experience an agent will trust more or the same amount, but never
less. After a negative experience an agent will trust less or the same amount, but never
more.
From the figures in Section 3, Tables 3 and 5 it can be seen that in a large majority of
cases these two properties hold. In particular, negative trust extension always holds,
both for the photocopier and the traveling agency. Positive trust extension holds in
95% of the cases for the photocopier and in 92.5 % of the cases for the travelling
agency. Other evidence that by and large these properties hold can be found in the
graphs in Section 4. In none of the graphs depicting the median values a transition can
be found that violates one of the two properties. Of course these results heavily
depend on the chosen stories as being positive or negative. For example, if a story was
classified as positive, whereas it only is felt as a slightly positive experience, it would
be reasonable to assume that a very high level of trust can decrease to a slighly less
high (but still positive) trust level by this experience.

Other properties in [8] address the flexibility of trust: can negative trust be made
positive (again) by offering the appropriate types of experiences, and vice versa?
From our analysis in [8] the following more or less opposite properties would be
possible

Degree of Trust Dropping or Trust Gaining N

After N negative events the trust will be negative.
After N positive events the trust will be positive.

Negative or Positive Trust Fixation of Degree N

After N negative events the agent will never trust anymore and its trust will remain
the least possible. After N positive events the agent will forever trust (even when
faced with negative events) and its trust will remain maximal.

These trust fixation properties are more or less the opposite of the previous ones. In
[8] we could not indicate which of them would be more realistic. On the basis of the
experiments, now it is suggested that trust fixation does not occur, at least in contexts
as investigated. In the graphs depicted in Section 4, negative or positive trust fixation
of degree N does not occur for N < 6. For higher N it was not tested in the
experiments.

From the graphs in Section 3 it can be seen that for the photocopier, 3 negative
experiences in a row are sufficient to get a negative trust (no matter how positive trust
was), and for the travelling agency 2 negative experiences are sufficient. So, N = 3,
resp. N = 2 apply in these cases, i.e., for the photocopier the property ‘degree of trust
dropping 3’ holds, and for the traveling agency ‘degree of trust dropping 2’ holds.
For the positive side, in both cases 2 positive experiences are sufficient to get trust
positive again, so the property ‘degree of trust gaining 2’ holds for both cases.

An effect that does occur, however, in the photocopier context, is that after a series
of negative experiences (see Figure 2), the level of trust does not become as high as in
the case of no negative experiences (see Figure 1). More refined properties than the
ones above can be formulated to account for this relative form of trust fixation. Notice
that in the traveling agency context this effect does not occur.



218 C.M. Jonker et al.

6 Discussion

In papers on trust models the validity of models is usually based on intuition and
common sense only. The extent to which models are correct is rarely verified
experimentally, which is considered a lack in the literature on trust; cf. [14]. The
research reported here contributes results of experiments on the dynamics of trust
over time depending on positive or negative experiences. In [8] a number of dynamic
properties for trust dynamics were identified, indeed mainly on the basis of inutition
and common sense. As a continuation of this work, now these properties have been
verified in an experimental setting. Even if sometimes these properties may seem
clear or self-evident at first sight, without any empirical verification they remain
speculative.

By the above experimental results it can be shown that positive experiences can be
identified that (usually) have an increasing or at least nondecreasing effect on trust,
and negative experiences that have a decreasing or at least non-increasing effect. Here
it appears easier to destroy trust than to build trust: the designed negative experiences
show a stronger negative effect on trust than the positive effect shown by the designed
positive experiences (see Tables 2 to 5).

Moreover, it is shown that trust can be flexible in the following sense: trust that has
become positive can be made negative if a number of subsequent negative
experiences occur, and trust that has become negative can become positive if a
number of subsequent positive experiences occur. This may give an indication for
handling trust in open system applications. If it is noticed that an agent has
encountered a number of negative experiences, then it can be arranged that this agent
should have a number of positive experiences first, for example, by paying extra
attention to this agent and offer special services.

A number of issues can be investigated in more depth. First of all, it may be
investigated in how far the same patterns can be found in other contexts. There may
be contexts where, in contrast to the contexts used in our experiments, trust fixation
does occur. For example, after a number of serious negative experiences with your
partner in a relationship, trust may have gone forever, and not be (re)gained by
positive experiences.

A related issue is to investigate further the notions of positive and negative
experiences. What types of experiences qualify as such? One may be tempted to
consider a positive (resp. negative) experience by definition as an experience that
usually increases (resp. decreases) trust. However, a more independent definition
would be more valuable. For example, the positive experiences are experiences
leading to satisfaction of a certain type and level, the negative ones are experiences
leading to frustration of a certain type and level? This also implies that a more fine-
grained scale between positive and negative may be relevant. A more fine-grained
scale would also enable to classify the experience stories based on the results in
Tables 2 to 5 (which show that the stories differ in their impact on trust).

Another issue is the notion of trust used by the subjects. In our experiments a kind
of folk-psychological trust notion was assumed in each of the subjects. A more
fundamental approach would not use the word ‘trust’ in the experiments, but would
define trust by the decisions (e.g., in relation to specific goals or tasks of the agent)
that are made based on certain trust levels, and ask the subjects about these decisions,
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instead of their level of trust. However, in such an approach other factors (other than
trust) affecting such decisions may have to be taken into account as well.

An important further question is in how far subjects are equal in they way in which
they show trust dynamics. Our hypothesis is that substantial individual differences
between subjects may exist, for example in initial trust attitudes (e.g., positive or
negative initial bias), in trust-steadyness (how sensitive trust is w.r.t. new
experiences), or in (non-initial) positive or negative biases in trust dynamics. The
number of subjects in our study was not low (238), but to obtain statistics for
individual differences, a reasonable number per type of subject is needed. Further
experimental work is planned to address this issue.

Acknowledgements. The authors are grateful to the anonymous reviewers putting
forward a number of further suggestions that have been used to improve the text.
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Abstract. Recommender systems (RS) have been used for suggesting
items (movies, books, songs, etc.) that users might like. RSs compute
a user similarity between users and use it as a weight for the users’
ratings. However they have many weaknesses, such as sparseness, cold
start and vulnerability to attacks. We assert that these weaknesses can
be alleviated using a Trust-aware system that takes into account the
“web of trust” provided by every user.
Specifically, we analyze data from the popular Internet web site epin-
ions.com. The dataset consists of 49290 users who expressed reviews
(with rating) on items and explicitly specified their web of trust, i.e.
users whose reviews they have consistently found to be valuable.
We show that any two users have usually few items rated in common.
For this reason, the classic RS technique is often ineffective and is not
able to compute a user similarity weight for many of the users. Instead
exploiting the webs of trust, it is possible to propagate trust and infer
an additional weight for other users. We show how this quantity can be
computed against a larger number of users.

1 Introduction

Recommender Systems (RS) [8] are widely used online (e.g. in amazon.com)
to suggest items that users may find “interesting”. These recommendations are
generated using two main techniques: content-based, and collaborative filtering.
Content-based systems require manual intervention, and do not scale to large
item bases. Collaborative filtering (CF) [2] systems do not depend on the seman-
tics of items under consideration; instead, they automate the recommendation
process based solely on user opinions.

While CF algorithms are promising for implementing large scale recom-
mender systems, they have their share of problems. The problems with pure
CF systems can be classified in three domains: problems affecting new user start
up, sparsity of useful information for existing users, and relatively easy attacks
on system correctness by malicious insiders. We describe these attacks in detail in
Section 1.2. In this paper, we propose an extension to pure CF systems, and as-
sert that our extension addresses all of the problems with currently implemented
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collaborative filtering algorithms. Specifically, we argue that these problems can
effectively be solved by incorporating a notion of trust between users into the
base CF system. To this end, we present an analysis of a large scale deployed
recommender system (epinjons.com): our work clearly identifies the problems
with the base CF system, and we describe how trust-based extensions would
solve these problems for this data set, and for similar systems.

The contributions of this paper are three-fold:

We articulate specific problems with collaborative filtering systems currently
deployed, and present a new solution that addresses all of these problems.
We present a thorough analysis of a large, existing RS data set, and show
that the problems we identified do exist in reality. (Note that we do not
specifically show the existence of malicious insiders, but it is clear that such
an attack is possible on the base system).
We present preliminary results that show that our trust-based solution does
alleviate or eliminate the problems-that we identify in the base system.

The rest of the paper is structured as follows: first, we introduce Recom-
mender Systems (Section 1.1), their weaknesses (Section 1.2) and how trust-
awareness can alleviate them (Section 1.3). Section 2 presents experiments on
epinions.com that support our thesis while Section 3 concludes discussing new
research lines based on the provided evidence.

1.1 Recommender Systems

Recommender Systems (RS) [8] suggest to users items they might like. Two main
algorithmic techniques have been used to compute recommendations: Content-
Based and Collaborative Filtering. The Content-Based approach tries to suggest
to the user items similar to her previous selections. To achieve this, content-based
RSs need a representation in terms of features of the items. Such a representation
can be created automatically for machine-parsable items (such as news or papers)
but must be manually inserted by human editors for items that are not yet
machine-parsable (such as movies and songs). This activity is expensive, time-
consuming, error-prone and highly subjective. Moreover, for some items such as
jokes, it is almost impossible to define the right set of describing features and to
“objectively” classify them.

Collaborative Filtering (CF) [2], on the other hand, collects opinions from
users in the form of ratings to items. When asked for a recommendation, the
system identifies similar users and suggests the items these users have liked in the
past. The interesting point is that the algorithm doesn’t need a representation
of the items in term of features (i.e. genre and actors for movies) but it is
based only on the judgments of the user community. Because of this, CF can
be applied to virtually any kind of item: papers, news, web sites, movies, songs,
books, jokes, locations of holidays, stocks. Since CF techniques don’t require any
human intervention for tagging content, they promise to scale well to large item
bases. In the rest of this paper we concentrate on RSs based on CF.
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The traditional input to a CF algorithm is a matrix that has a row for every
user and a column for each of the items. The entry at each element of the matrix
is the user’s rating of that item. Figure 1 shows such a matrix.

When asked for a recommendation by an user (recommendee), a standard
CF algorithm performs 3 steps.

It compares the recommendee against every other user in the community
computing a user similarity coefficient.
Different techniques have been proposed for this task. Pearson correlation
coefficient is the best performing and most used [3]. Proposed alternatives
are Constrained Pearson correlation coefficient, Spearman correlation co-
efficient and cosine similarity [3]. The Pearson correlation coefficient
(Equation 1) represents the similarity of user with user with regard to
their ratings on items and is defined as:

where is the number of items rated by both and is the rating
given by user to item and is the mean of ratings of The coefficient is
in [–1,1]. It is important to underline that the coefficient can be computed
only if there are items rated by both the users.
It predicts the recommendee’s rating for every item she has not yet rated.
The predicted rating (Equation 2) that user might give to item is the
mean rating of plus the weighted sum of deviation from mean rating for
every user where the weight is the user similarity with user

It is possible to consider only the most similar users or all the users. The
user similarity of with every user is used as a weight for the opinions of
that user. Intuitively if user A is very similar to user B, the opinions of user
A are given importance when creating a recommendation for user B.
It suggests to the user the items with highest predicted ratings.
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1.2 Weaknesses of Recommender Systems

RSs are a very useful tool for dealing with information overload since they can
suggest to an user the few items worth consuming out of a huge item set. We
have seen that Collaborative Filtering can be applied in every domain and with
no additional efforts required for human editors to tag content or classify items.

Despite the potential, we believe RSs have still failed in unveiling their dis-
ruptive power because of a number of weaknesses we present in the rest of the
Section.

Data Sparseness. A realistic CF matrix would contains millions of users and
millions of items. In practice users only rate a few of the entire set of items and
this results in a very sparse matrix.

The “sparseness” of a CF matrix is the percentage of empty cells. Eachmovie
and Movielens1, two of the public datasets typically used in research, are respec-
tively 97.6% and 95.8% sparse. We will see in Section 2 that the epinions.com
dataset has even higher sparseness. Sparseness is also a huge problem for freshly
created RSs that, when start operating, have no ratings at all.

Consequence of sparseness is that, on average, two users, picked uniformly
at random, have low overlap. For this reason, the Pearson coefficient is noisy
and unreliable. In practice, it is often the case that there is no intersection at all
between users and hence the similarity is not computable at all.

Singular Value Decomposition has been proposed as a technique for dimen-
sionality reduction and consequent reduction of sparseness [9]. However, on ex-
tremely sparse datasets, it has shown no improvements over standard techniques.

Cold start. A second weakness is the so called “cold start problem” [5]. This
is related to the situation when a user enters the system and has expressed
no ratings. CF cannot compute a recommendation under such cases. We define
“cold start users” as the users who have expressed less than 5 ratings. With these
users, RSs present the biggest problems and are usually unable to make good
quality recommendations. However, these are the users who need good quality
recommendations as an incentive to continue using the system.

Attacks on Recommender Systems. Another concern is related to the existence
of users that want to maliciously influence the system: if the process of creating
recommendations is known and if the ratings of every user are publicly available
(as it is in epinions.com, for instance), a very simple but effective attack is the
following. Let suppose the malicious principal wants the system to recommend to
user target the item spambook. She can simply create a new user fakeuser, rate
in the same way all the items rated by user target and also rate with the highest
possible rating spambook. In this way, when looking for users similar to target,
the system will assign to fakeuser a user similarity of 1 and will weight her rating
on spambook the most and will probably end up recommending spambook to
user target. The malicious users can even create a whole bunch of fake users

1 For publicly available datasets, see www.grouplens.org
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reinforcing each others. In general it is also possible to trash the dataset quality
by automatically creating many users with pseudo-random rating profiles. We
believe that this kind of attacks were not a problem for current commercial RSs
because they are centralized and creating a user and rating items it is a time-
expensive activity. This is true unless the attacker can create a bot doing this
but there is no economic incentive for now in doing this, even if we see this can
become a sort of very effective “hidden” commercial spam. We are not aware
of research lines taking into account this as a problem for RSs. We think it
will become a huge concern as soon as RSs start becoming more decentralized
systems [6], in the sense that users profile will not be stored in the hard disks of
one central RS server but will be spread across the sites of community members
and publicly available in well defined semantic formats.

RSs are hard to understand and control. The last weakness is reported in some
papers [4,10] that say how users often see RSs as a black box and are not aware
of their working model. In fact, with current RSs it is very hard (or impossible)
for the user to control the recommendation process so that if the RS starts giving
bad quality recommendations, usually the user just stops using it [11].

1.3 Solution to Weaknesses: Trust-Awareness

We believe that taking into consideration trust relationships between principals
in the system will alleviate the problems that beset RSs.

In the rest of the Section, we define our trust model and give anecdotal evi-
dence that trust-awareness can solve the previously stated weaknesses. Section 2
will confirm the claims based on an empirical analysis of epinions.com dataset.

A trust statement is an explicit assertion of the fact a user trusts another
users. User A can only create trust statements specifying the users she trusts.
In the context of Trust-aware Recommender Systems, a trust statement made
by user A towards user B means that user A consistently finds the reviews and
ratings of user B valuable.

A trust (or social) network is constructed by aggregating every trust state-
ment. A trust network is a graph in which nodes are users and directed edges
are trust statements.

Fig. 1. A Trust network. Arrows are trust statements.

Trust metrics [1] can be used to propagate trust over the social network.
Intuitively, if A trusts B and B trusts C, it is possible to infer something about
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how much A might trust C. Trust metrics can be used exactly for inferring trust
in unknown users depending on the social network. In this paper we analyze how
trust can be used to extract useful information for making recommendations and
overcome the previously cited RSs weaknesses for a real community. We leave
as a future work the proposition of a trust metric able to actually predict trust
values in unknown users.

We have seen in Section 1.2 that because of the high sparseness of the CF
matrix, it is rare that two users have rated some items in common (we present
evidence of this in Section 2). However, the Pearson correlation coefficient can
be computed only on overlapping items. Thus, for any given user, the number
of other users with whom it is possible to compute similarity is low. Instead,
propagating trust over the social network allows to reach a larger portion of
the user base. In this way it is possible to compute an alternative weight re-
lated to how much we should take other users into account when computing a
recommendation.

Cold start users, who are the most critical users for standard CF, can benefit
highly from trust propagation as long as they provide at least one trusted friend
in the community. This can be an effective mechanism to rapidly integrate new
users, especially if compared with standard CF where users are usually required
to rate at least 10 items before to receive a recommendation.

Further the attack we outlined in Section 1.2 is not effective as long as the
fake users are not trusted by any real user.

Unlike traditional RS, that are often seen by users as black boxes [4,10], we
think that the concept of social network is easier to grasp. Human Computer
Interaction studies [10] are needed to investigate the best ways to visualize the
social network and how this could help the user in understanding the recom-
mendation model and in controlling it.

It is important to note that trust metrics predict personalized values of trust
in unknown users. For this reason, the inferred trust in user A can be different for
user B and user C and depends on their different webs of trust. This is different
from what many current online systems do. For example, PageRank [7] (used
by google.com) computes a global value for every web page that is the same for
every searcher, ebay.com computes a unique global value for every buyer and
seller as well, as does slashdot.org for its contributors.

Lastly, even if trust-awareness can be introduced inside a single centralized
server, centralized approaches of data collection in general are subject to the
following huge disadvantages. Expressing information (what you like, who you
like) in a centralized RS server means that only that server will be able to use
it. This results in users profiles being scattered in portions on many different,
not cooperating servers and every single server suffers even more of sparseness.
Moreover, this means the user cannot move from one RS to another without los-
ing her profile (and, with it, the possibility to receive good recommendations).
We also believe it does not make sense to introduce concerns about trust and
then leave the computation of recommendations out of possible user control. We
think Trust-aware Recommender Systems [6] demand a decentralized environ-
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ment where every user publishes their information (trust and ratings) in some
Semantic Web format and then every machine has the possibility of aggregating
this information and computing recommendations on behalf of her user.

In this Section, we have argued that Trust-awareness alleviates problems with
standard RSs. In the rest of the paper, we present results from a large deployed
system that support our claims. We begin with an overview of our data set.

2 Experiments on Epinions.com

In this Section we present experimental results on epinions.com that show that
our trust-based solution does alleviate the problems that we stated in Section 1.2.
We begin by explaining how the dataset was collected. We then present some
statistics of the community such as number of expressed reviews and friends and
ratings distribution across items. We then analyze the differences in computabil-
ity for the two quantities that can be used as weights for every user: Pearson
coefficient and Trust. We show how the second is computable on many more
users than the first and how this is especially true for “cold start users”.

Epinions.com is a web site where users can review items (such as cars, books,
movies, music, software, . . . ) and also assign numeric rating in the range from
1 (min) to 5 (max). Users can also express their Web of Trust, i.e. “reviewers
whose reviews and ratings they have consistently found to be valuable”2 and
their Block list, i.e. a list of authors whose reviews they find consistently offensive,
inaccurate, or in general not valuable. While the Web of Trust of every user is
public and everyone can see it with a browser, the Block list is kept private
by epinions.com. Since epinions.com does not provide a complete list of users
or items, we obtained the dataset by crawling the epinions.com web site during
November 2003. We conducted a depth-first search starting from some users who
were classified as Advisors in the category Movies, Books and Online Stores &
Services and repeatedly following all the users in their web of trust. For every
user we also fetched all the reviews the user made. The information collected for
every user is shown in Figure 2.

Of course, because of the way we obtained the dataset, we did not fetch all
the users; in fact we downloaded all the users that were reachable walking the
web of trust of starting users. If there were users not trusted by some of the
reached users they were not added to our dataset. The same argument applies
for items. In the collected dataset there are only the items that were rated at
least once by one of the reached users.

2.1 Statistics on the Community

Our dataset consists of 49290 users who rated a total of 139738 different items
at least once. The total number of reviews is 664824. The sparseness of the
collected dataset is hence 99.99135%. This sparseness is very high if compared to
2 From the Web of Trust FAQ (http://www.epinions.com/help/faq/?show=faq_wot)
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the 2 public datasets Eachmovie and Movielens (respectively, 97.6% and 95.8%)
commonly used in research. We believe one of the reasons is that Eachmovie
and Movielens have a smaller item base (1628 and 3900 movies, respectively).
Moreover, rating an item on epinions.com is a time-expensive activity since the
user must write a review of at least 20 words. Instead the two research systems
presented the user many movies in the same web page and allowed her to rate
all of them simultaneously with few clicks.

Fig. 2. Numbers of users who created reviews. The vertical lines are the mean (13.49)
and the median (4). Note the high percentage of “cold start users” (users who have
less than 5 reviews).

We would like to stress the fact that epinions.com is a very well known site
with a big and active community and nevertheless it has such a sparse matrix of
ratings. The problem of sparseness is even bigger for Recommender Systems that



Using Trust in Recommender Systems: An Experimental Analysis 229

have just started operating or those that don’t have a large community base.
Moreover it is important to remember that the items that are in our dataset
received at least one rating (that’s because of how we collected the data); if we
were to consider all the ratable items on epinions.com the theoretical sparseness
would have been even much higher.

Figure 2 shows the number of users who created a certain number of reviews.
The mean number of created reviews is 13.49 with a standard deviation of 34.16.
The median is 4. In particular, 9127 users created 0 reviews while the maximum
number of reviews created by one user is 1023. It is important to have a look at
what we have called “cold start users”, users who expressed less than 5 reviews.
They are 26037 and represent 52.82% of the population.

Figure 3 shows the number of users who have expressed a certain number of
friends (we call friends of User A the users that are in the web of trust of User
A). The mean number of friends is 9.88 with a standard deviation of 32.85. The
median is 1. In particular, 15330 users (31.30%) expressed 0 friends, i.e. have
their web of trust empty, and one user added 1760 users to her web of trust.

Fig. 3. Numbers of users who expressed friends. The vertical lines are the mean
(9.88) and the median (1).

Though not directly related to our results, it is interesting to note the dis-
tribution of ratings. In our dataset, 45% of the ratings are 5 (best), 29% are 4,
11% are 3, 8% are 2 and 7% are 1 (worst). The mean rating is hence 3.99.

In order to compute the user similarity between 2 users, a very important
quantity is the distribution of reviews over items. It makes a big difference for
the overlapping of 2 random users if the ratings generally concentrate on few
items rated by almost everyone or if they are uniformly distributed over the
item base. Figure 4 shows the distribution of ratings over items. Note that the
vast majority of items (precisely 78465 corresponding to 56.15% of the item base)
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received only one review and this makes them totally useless for computing user
similarity between users, infact their columns in the matrix only contains one
rating value and so, along these columns, there doesn’t exist 2 users that overlap
and can be compared. Only 11657 items (corresponding to 8.34%) have 10 or
more reviews.

Fig. 4. Number of reviews received by Items. Note that 78465 items (56.15%) received
only 1 review and are totally useless for computing user similarity. Since we fetched
only the items when present in a user’s review, in our dataset there are no items with
0 reviews, while instead on epinions.com they are the greatest part.

We have seen that the sparseness in the users × items matrix of ratings is very
high (99.99135%) and that the greatest part of items received few reviews. In
Section 2.2, we will show how this results in low overlapping among user ratings
and hence in reduced computability of Pearson coefficient. In Section 2.3, we
will show how trust propagation suffers less from the sparseness and allows to
infer “trust” in a larger number of users.

2.2 Computability of User Similarity

When predicting the rating of user A on an item, RSs (based on Collaborative
Filtering) first compute a similarity coefficient of user A against all the other
users. This coefficient is then used to weight the ratings given by other users.

As argued in Section 1.3, we could also use direct or propagated trust as a
weight for the opinions of other users.

We show here how user similarity between 2 users is a quantity that can be
usually computed against a very small portion of the user base and usually can
be computed only based on a small number of overlapping items producing a
noisy and unreliable value. Instead the number of users reachable through some
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trust chain is generally very high. Along a chain of trust is possible to propagate
and infer trust using a trust metric.

This difference in the number of users in which it is possible to compute simi-
larity and trust is even exacerbated for cold start users, i.e., users who expressed
few ratings and friends. These users are usually the largest portion of users and
also the ones that will benefit the most from good quality recommendations.

Fig. 5. The thick line plots the number of users who have expressed a specific number
of ratings. For each of these users, the thin line plots how many comparable users exist
in the system on average. (By comparable we mean that the 2 users have rated at least
2 items in common). The table groups results for class of users depending on number
of expressed ratings.

In Figure 5 we plot the number of comparable users averaged over all the
users who created a certain number of reviews. We define 2 users comparable
if they have rated at least 2 items in common. On every comparable user it is
possible to compute the Pearson correlation coefficient and to use it as a weight
for that user. Unsurprisingly, the users who created many reviews have a higher
number of users against which Pearson is computable. However the plot shows
that even for that users the coverage over user base is very limited: for example,
the 54 users who created 60 reviews have a mean number of users against which
Pearson is computable of 772.44 that is only the 1.57% of the entire user base.

Figure 5 shows only a portion of the total graph in fact the axis can go up
to 49290 users and the axis up to 1023 items. In an ideal system, it would be
possible to compare one user against any other user; in this case the mean number
of users would have been 49289 independently of the number of written reviews..
Instead, Figure 5 makes evident how on epinions.com dataset, the technique is
far from ideal.

Let us now concentrate on “cold start users” who, by the way, are the ma-
jority of users in the system. For them (as shown in the 2nd row of the table in
Figure 5) Pearson is computable on average only against 2.74 users over 49290!
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And also only 1413 of the 26037 cold start users have at least 10 users against
which Pearson is computable. It is worth noting that, even for the most overlap-
ping user, Pearson correlation coefficient is computable only against 9773 user
that is 19.83% of the entire population.

This plot is a stray evidence of how Pearson correlation coefficient is often
incomputable and hence ineffective.

2.3 Computability of Trust

In this Section, we provide evidence about the potential use of trust in alleviating
the RSs problems.

We have suggested that, for a given user (the recommendee), it is possible
to compute trust in every other user and then use this computed quantity as a
weight for those users. Trust (either direct or propagated) can potentially also
be even combined with user similarity. In this paper, we simply provide evidence
of the fact that it is possible to infer a trust value on a big portion of the user
base. For this reason, we compute for every user the minimum number of steps
needed to reach every other user. In this way, for every recommendee, we end
up with some class of equivalence on trust: all the users reachable in one step
(direct friends), the users reachable in 2 steps (friends of friends), etc. We are
of course aware that it makes a big difference if a user at distance 2 from the
recommendee is trusted by only one of her friends of by all of her friends, but the
goal of this paper is not to propose a suitable trust metric for the domain but
just to show that propagating trust is feasible and has the potential to solve RSs
weaknesses. Note that on our dataset, sophisticated inference is difficult because
the collected epinions.com trust data is binary, i.e. users either completely trust
others (or not).

Figure 6 shows the mean number of users at a certain distance. The different
lines represent different subsets of users (all users, users who created less than 5
and more than 100 reviews). Some users cannot reach all the other users through
any trust chain. Such users are not considered when computing the mean number
of users at a certain distance. Table of Figure 6 shows for different class of users
the number of users who are connected to everyone in the system. Considering
that 15330 users provided 0 friends and of course cannot reach all the other users
through some trust chain, over the remaining users (33960) almost everyone
(32417) is connected to every user in the network. Of the 1543 users who cannot
reach every other user, 1224 are users who provided just one friend in their web
of trust.

The mean distance over all users is 4.56 (see table of Figure 6). One user has
a mean distance of 9.67 (maximum) and another one (who has 1760 users in her
web of trust) has a mean distance of 2.89 (minimum). These data show that the
trust network is very connected and in part this depends also on the way we
collected the dataset.

Figure 6 shows that, for users who wrote more than 100 reviews, other users
are generally closer in the trust network (and hence a trust metric could infer
trust more easily). For cold start users, other users are in general less close but
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Fig. 6. The Figure shows the mean number of users at distance for different class
of users. The table shows, for different class of users, the users who are connected to
every other user (in absolute value and in percentage), the mean of the mean distances
and the mean of the max distances.

anyway many of them are reachable so that it is possible to predict a trust value
for them. It is important to note how even for users with just one friend (last
row of table of Figure 6), trust can be very effective. In fact, the mean distance
averaged only over them is 5.11 (compared with 4.56 over all users). We believe
that just adding one friend is a very easy and quick way to bootstrap the system.
In this way, the system can be able to make good recommendations soon also
to new users (who are generally also “cold start users” since they have provided
few ratings as well).

We now summarize the results of the previous figures in Table 3 which pro-
vides the final argument. In fact it shows how, for a given user, the standard CF
technique (Pearson correlation coefficient) on average allows to compute user
similarity only on a small portion of the user base, precisely 160.73 over 49290
(less than 1%!). On the other hand, by propagating trust it could be possible to
infer trust in the other users and use this value as an alternative weight when
creating a recommendation. For the average user, in one trust step it is possible
to cover 9.88 users (direct friends), in 2 steps 399.89 users (friends of friends), in
3 steps 4386.32 users and in 4 steps 16333.94 users. In computing these values
we considered also the users who were not able to reach all the other users, for
example the users who provided 0 friends.

The previous difference in coverage of the user base with the two techniques
is even exacerbated in the case of “cold start users”, users who expressed less
than 5 ratings. The mean number of users against which Pearson is computable
for this class of users is only 2.74 (0.0056% of the users). Instead propagating
trust it is possible to reach 94.54 users in just 2 steps and 9120.78 in 4 steps.

In this Section we have analyzed how on a dataset of real users (epin-
ions.com), using a trust metric in order to assign a trust weight to unknown
users can potentially be much more effective than computing user similarity as
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traditional RSs do. In the next Section, we summarize the contributions and
discuss which research lines the provided evidence opens up.

3 Contribution and Future Work

This paper presents evidence that Recommender Systems [8] that incorporate
trust can be more effective than systems based on classic techniques, such as
Collaborative Filtering (CF). In particular, CF involves the computation of a
user similarity measure (for example, Pearson Correlation Coefficient [2]). We
have shown how this quantity, on average, is computable only against a very
small portion of the user base and is, in most cases, a noisy and unreliable value
because computed on the few items rated in commons by two users. Instead,
trust-aware techniques can produce a trust score for a very high number of other
users; the trust score of a user estimates the relevance of that users’ preferences.

We have argued how even for “cold start users”, i.e. users who provided few
ratings and usually are the majority, trust propagation could be very effective
(especially when compared with Pearson correlation coefficient that is almost
always incomputable). The reported evidence opens the way to a number of
research paths we briefly explore in the rest of the Section.

Trust metrics. Of course not all the users at the same distance should be trusted
the same. A trust metric [1], given a trust network, infers trust in unknown
users. Studying different trust metrics is certainly important in a time when
more and more data about real social networks are starting to become available
in electronic format. Trust propagation is a compelling research line especially
when applied to social networks who have weighted trust relationships (ex: A
trusts B 0.7 and C 0.1). In this sense it would be very interesting to analyze
also the web of distrust of epinions.com users. A special attention should deserve
research about possible attacks from malicious users. We have a project and a
Wiki for studying these issues3.
3 The Wiki (a writable web site) is at http://moloko.itc.it/trustmetricswiki/moin.cgi
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Comparison of Trust and User Similarity. The next steps will be to analyze
what the relationships between Trust and User Similarity are: e.g., how often
and how much are they consistent? In which cases a trust metric suggests a user
that happens to be very dissimilar or vice versa does not find a very similar user?
A user reviews more items in common with her friends than with a random user?
Based on this comparison, successful ways to combine User Similarity and Trust
in order to decide a weight for the users’ ratings can be proposed.

Recommendations computation. The final goal is to produce recommendations
using Trust-aware Recommender Systems and to compare these recommenda-
tions with traditional systems. We will analyze the performances of systems
that use only trust (inferred with different trust metrics), only user similarity
and combinations of the two.

User acceptance. Human Computer Interaction studies [10] are needed to inves-
tigate the best ways to visualize the social network and how this could help the
user in understanding the recommendation model and to control it.
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Abstract. The modeling tool was developed for the design of
a value proposition for virtual organizations. However, it is less suitable
for designing the control structure of the virtual organization. We show
how can be extended using legal concepts such as ownership,
possession, usufruct and license. We also introduce value object transfer
diagrams that show the transfers of value objects graphically and that
can be used for elicitation of the required control mechanisms in order
for the virtual organization to function properly and with a level of risk
that is acceptable to all parties in the virtual organization.

1 Introduction

Virtual organizations are an important new governance structure for many trans-
actions. A virtual organization can be defined as ‘an organization network, which
is structured and managed in such a way that it operates vis à vis customers and
other external stakeholders as an identifiable and complete organization’ [11].

The design of a virtual organization is far from trivial. It is a balancing
act between potentially conflicting interests and concerns of participating enter-
prises. Many approaches suggest that a suitable starting point for designing a
virtual organization is the value proposition(s) of such an organization (see e.g.
[17] and [3]). Such a proposition contains at least two important elements: (1)
a description of the participating actors, the value adding activities they per-
form and the objects of economic value they exchange with each other and with
their customers, and (2) a description of contracts including inter-organizational
controls. Since participants in a virtual enterprise do not trust each other on
forehand with respect to the objects of economic value they exchange, contracts
and supporting controls are used to enable secured participation in a virtual
enterprise.

The proposition of a virtual enterprise can be described in many ways, e.g. by
natural language as it is often done in practice. In this paper however, we propose
a more formal, conceptual modeling, based way to lay down this proposition. My-
lopoulos (1992) defines conceptual modeling as ‘the activity of formally defining
aspects of the physical and social world around us for the purpose of under-
standing and communication’. Natural language has a few serious drawbacks,
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compared to formal modeling, such as noise (irrelevant information), silence
(omission of important information), over specification, contradictions, ambigu-
ity, forward references, and wishful thinking (Mayer 1985). Consequently, we
advocate to conceptualize the value proposition thoroughly to create a shared
understanding of the proposition at stake. Specifically in the case of virtual enter-
prises, with involvement of different types of stakeholders representing different
interests and concerns of companies the risk of mis-understanding is high. Addi-
tionally, (semi-) formal conceptual models allow for proper analysis and provide
a starting point for the design of inter-organizational information systems that
support the virtual enterprise.

In this paper we present an approach for designing a virtual organization
both from a value proposition and trust/control perspective. We first discuss
design and life-cycle models of virtual organizations (Sec. 2). These models show
that contractual elements in terms of value objects to be exchanged and inter-
organization controls are an important tool for structuring virtual organizations.
Then we introduce in Sec. 3 the methodology for conceptualizing a
virtual enterprise’s value proposition [6,7]. As we will see in Sec. 4, the
methodology is suitable for representing a value proposition but lacks functions
for representing trust and associated control issues. To this end, we introduce
a new description technique, called a value object transfer diagram, to analyze
the vulnerabilities of the members (See Sec. 5). Finally, in Sec. 6, we present our
conclusions.

2 Modeling Tools for Designing Virtual Organizations

Let us first look a design approach for virtual organizations in general, before
we look at the modeling tools in detail. In [3] Carson et al. present a framework
for designing institutions. In this framework the virtual organization is called
an Institutional Arrangement (IA) and is distinguished from the Institutional
Environment (IE). Carson et al. describe their framework as follows:

‘The framework begins with a consideration of the desired outputs and the
activity sets required to bring about these outcomes. Then we design contractual,
ownership, and social elements of IAs that support these joint profit-maximizing
activity sets according to our remediable efficiency tests. We proceed in a staged
manner, moving from contractual to ownership to social (relational and reputa-
tional) elements of the IA.’

The Carson et al. framework is shown in Figure 2. In literature on virtual
organizations the assumption is made that a virtual organization rapidly re-
structures itself if circumstances change. However, it is not obvious when the
virtual organization should restructure or when it should remain as is. For ex-
ample, if restructuring the virtual organization would cause an existing member
to be much worse of, then this member would obviously object to the restructur-
ing. Carson et al. use ‘the remediable efficiency criterion’ to evaluate a possible
restructuring. The remediable efficiency criterion as defined as:
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An IA (and the activity set that it allows) is remediably efficient if it max-
imizes the joint profit created in an Marketing Value System (MVS) subject to
the IA ’s feasibility given (1) the IE and characteristics of the proposed activity
set and (2) switchover costs associated with transitioning into and out of the IA.
([3], page 118)

Hence, only in case joint profit-enhancing actions require reallocation to align
efficiency with own-firm profits a new IA comes into consideration. The virtual
organization will have to be restructured every time the members have identi-
fied this kind of joint profit-enhancing actions. If we assume that this happens
frequently, then it is important the elements that make up the structure of the
virtual organization are flexible enough.

The assumption that Carson et al. make is that contractual arrangements
are the least complex and that social norms are the most complex elements
of the structure. Their argument is that ‘when feasible, contracting poses the
least complex IA design problem because it uses fine-grained support from the
IE judiciary, i.e. the system of courts of law, and the IE polity, i.e. the form
of political organization, to bind parties to joint profit making (JPM) activity
sets” and ‘social elements of IAs are ... more complex to develop because they
depend minimally on the IE polity and judiciary and almost entirely on norms
in the IE and IA to support JPM activity sets’.

Social norms are indeed hard to design as Carson et al. claim. For example,
we agree that trust, which is an important concept in the social norms described
by Carson et al., is difficult to build or ‘design’. However, if (strong) social
norms that can support the virtual organization already exist, then it might
be easier to rely on these social norms rather than to design new contractual
elements. Whether contractual elements can replace social norms is actually a
debated topic. For instance, Sitkin and Roth state that ‘legalistic remedies have
been described as weak, impersonal substitutes for trust’ [13]. More dramatically
stated, it might be impossible to set up a virtual organizational at all if there
is insufficient trust or lack of social norms. Social norms are a much stronger
foundation for a virtual organization than contractual norms. In our opinion
contractual elements should, therefore, only be used in case no suitable social
norms exist. In other words, the contractual elements used to structure the
virtual organization should be appropriate to the existing social norms.

3 The Methodology

The Carson et al. framework stresses that it should be clear to all members what
joint profit the institution is going to achieve and what individual profits each
member is going to make. In other words, it is important that the members reach
a good and mutual understanding of what the value proposition to the customer
is and what value each members contributes to the overall value proposition,
what risks and vulnerabilities exist, and how the virtual organization deals with
the risks in terms of the control structure of the virtual organization.
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Fig. 1. Design Framework for Institutional Arrangements.

The theory [6,7] provides a (graphical) conceptual modeling tool for
designing and analyzing the value proposition and value exchanges between the
members of the virtual organization and between the virtual organization and
its customers.

The theory is specifically developed for exploring networked organizations as
virtual enterprises are. These organizations tend to be complex in a sense that
they consist of many enterprises that offer a joint product or service. Therefore,
they are hard to understand at first sight, so it is worthwhile to conceptual-
ize such organizations. Consequently, the theory has specific modeling
constructs to conceptualize who offers what of economic value to whom and ex-
pects what in return. This contrasts to relatively straightforward examples of
e-business such as a single web-shop; the essentials here can be expressed by
natural language or forms of structured English that prescribe how to outline a
value proposition.

The purpose of the theory is to provide a shared understanding of
a virtual enterprise’s proposition by thoroughly conceptualizing it. A shared
understanding is important because, in practice, the development of a virtual
organization’s proposition involves a number of persons, all speaking ‘different’
languages resulting in different interpretations of the proposition. A virtual en-
terprise consists of other (virtual) enterprises, which in turn are represented
by different stakeholders (e.g. CxO’s, marketing stakeholders, ICT people and
persons dealing with trust issues). The conceptualization constructs (see below)
force to ask specific questions to enterprises involved and to steer the discussion
to arrive at a shared understanding of the proposition at stake.
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Additionally, with tool support it is possible to check whether a proposition
is well-formed. An example of such a check is the ‘socket’-rule: an enterprise only
offers an object of value if and only if s/he obtains another object of economic
value in return. Also, it is possible (with tool support) to assess whether a
value proposition seems to be profitable for all enterprises involved. In short,
we ask enterprises to assign economic value to objects they obtain and deliver,
make assumptions on their quantity, and use these numbers to calculate the
net cash flow for each enterprise involved (see [7] for more information). At
http://www.cs.vu.nl/~gordijn/tools.htm, the reader can download such a tool
with these capabilities.

Finally, an model can be used as a starting point for further analysis
and design. In this paper, we use a virtual enterprise’s value model for design
and assessment of trust- facilitating controls. Other examples are the design of
inter-organizational business processes and supporting information systems.

Figure 2 shows an easy to understand model representing that a
supplier offers some object of value to a customer and obtains a fee in return.
We keep this value web deliberately simple, to explain our formalization. The
grey legend on top of Figure 2 is not part of the modeling, but is just
included to explain the various elements that make up the value model. We now
briefly introduce the elements of the modeling technique (based upon
[7]). In the coming sections we discuss the concepts, such as actor, value object
and value exchange in more details.

Fig. 2. A supplier and a customer exchanging objects of value. (Note: The grey area
and superimposed text are only for explanatory purposes and are not part of the

modeling technique itself)

Actor. An actor is perceived by its environment as an independent economic
(and often also legal) entity.

Value Object. Actors exchange value objects, which are services, products,
money or even consumer experiences. The important point here is that a value
object is of value for one or more actors.

Value Port. An actor uses a value port to show its environment that it
wants to provide or request value objects. The concept of port enables us to
abstract away form the internal business processes, and to focus only on how
external actors can be ‘plugged’ in.

Value Interface. A value interface models what an actor offers to and re-
quests from the environment. Value objects are exchanged via ports, which in
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turn are part of a value interface. A value interface assumes atomicity: either
all ports exchange objects of value or none at all. How this is accomplished is
not expressed by models but a matter of robust process design. This
atomicity should in many cases be observed by inter-organizational controls that
e.g. can start escalation procedures as soon as atomicity is violated.

Value Exchange. A value exchange is used to connect two value ports with
each other. It represents one or more potential trades of value objects between
value ports. As such, it is a prototype for actual trades between actors. It shows
which actors are willing to exchange value objects with each other.

Value Transaction. A value interface prescribes the value exchanges that
should occur, seen from the perspective of an actor the value interface is con-
nected to, because all ports in a value interface should exchange objects, or none
at all. Sometimes, it is convenient to have a concept that aggregates all value
exchanges, which define the value exchanges that must occur as consequence of
how value exchanges are connected, via value interfaces to actors. We call this
concept a value transaction. In its simplest form, a transaction is between two
actors. However, a transaction can also be between more than two actors. We
call such a transaction a multi-party transaction.

The methodology does not tell what specific value exchanges and
transactions should be included in the model. Rather, the designer has to go
through an elicitation process to find the value exchanges and transactions. It
is usually not very hard to list the core value exchanges. For instance, in a
sales transaction between a buyer and a seller the core (primary) activities,
deliver and pay, will spring to mind immediately and these result in primary
value exchanges such as good and a fee. However, other (secondary) activities
such as ‘arrange insurance’, ‘obtain import license’ and ‘inspect goods’ do not
immediately spring to mind, but they might be necessary or at least desirable
for the successful completion of the primary value transaction.

Secondary activities can be broadly classified in two groups. One group of
activities is required to complete the transaction. We call those the ‘doing tasks’
(see also [1,2]). The other group are activities that are required to monitor the
transaction, which we call ‘control tasks’ (see also [1,2]). The activity ‘obtain
import license’ is an example of a ‘doing’ task as this activity is required (by some
governments) to complete the transaction. The activities ‘arrange insurance’ and
‘inspect goods’ are control tasks as these activities are not required to complete
the transaction. These activities can be included in the model of the transaction
in order to assure that the transaction completes to everyone’s satisfaction. In
other words, the control tasks are included to alleviate problems that could result
from the actions of the members or that could be the result of outside forces
(such as the weather, political decisions or technical failures).

The problems that the members foresee with respect to the actions of the
members are usually a trust issue. For example, a member is not sure that
another member is capable of delivering the required value (e.g. the quality might
be an issue) or that the other member might not be willing to delivery the right
value under all circumstances (e.g. when there is room for opportunism). Mayer
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et al. define trust as ‘The willingness of a party to be vulnerable to the actions
of another party based on the expectation that the other party will perform a
particular action important to the trustor, irrespective of the ability to monitor
or control that other party’ [10]. Hence, in case a member is not willing to be
vulnerable to the actions (or a particular action) of another members then we
have a trust issue. It is an accepted principle in the literature that a lack of
trust can be compensated by the introduction of control mechanisms (see for
instance [4,8,13,14,15,16]). In this paper we focus on the design of the control
tasks and we use value object transfer diagrams to scan the value exchanges for
vulnerabilities.

4 Value Modeling from a Control Perspective

In the previous sections we discussed the importance of contractual control el-
ements for the design of virtual organization. Modeling the trust and control
aspects of the contract using (graphical) modeling tools based on the
theory, before or during the drafting of the contract, can improve that quality
of contract and can facilitate the negotiation process between the members of
the virtual organization. In this section we introduce the general concepts that
can be used from a control perspective to model business transactions.

We have attempted to stay as close as possible to the definitions in the
ontology [6,7]. However, we have evaluated the definitions

from control modeling perspective. As a result, we introduce several extensions.
We will use the following general concepts: actor, role, value object and value
object transfer.

Actor. We define the concept of actor in the same way as in the
theory: ‘An actor is perceived by his/her environment as an economically inde-
pendent (and often also legal) entity.’ Enterprises and end-consumers are exam-
ples of actors. A profit and loss responsible business unit, which can be seen as
economically independent is an actor, although such a unit is not a legal entity.

Value Activity and Role. While designing controls, it is convenient to
model business transactions without knowing which individual agent is going to
participate in that transaction yet. To that end, the theory proposes
value activity. This is defined as an activity, which is beneficial for at least one
actor. The latter is important, because we want to assign activities to performing
actors, and so at least one actor should be interested in the execution of such an
activity.

Instead of value activity we use the concept of role from the research on inter-
organizational trust building from Bons[1]: ‘A role is a model of a meaningful
cluster of external activities, recognized by the business world’. With external
activities Bons refers to those actions that can be observed by other actors.
Typical roles in the business world are buyer, seller, bank, freight forwarder,
insurer etc. An actor is said to perform a role, implying that in the business
transaction the actor will perform the actions that the role comprises. In our
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ontology an actor is always associated with a role. A role, however, can be used
without any actor being associated with it.

Value Object. In the ontology a value object is defined as follows:
‘A value object is a service, a product, or even an experience, which is of economic
value for at least one of the actors’. We extend this definition because we want
to explicitly include rights, and in particular intellectual property rights, such as
copyrights, patents and trademarks, in the definition. Intellectual property rights
have always played an important role in many business transactions. Moreover,
with the capability to distribute or deliver certain products by means of digital
networks we believe that recognizing intellectual property rights and related
legal constructs, such as licenses, in value modeling and trust modeling this
is becoming even more important. In ontology a value object has a
name as the only property. We add type as property in our ontology. The Type
property can have the following values: product, service, right and experience.
We also extend the ontology by adding as properties some legal constructs that
are usually associated with a value object. These legal constructs are: Ownership,
Possession, Usufruct and License. The following three constructs are used for
value objects of type products, and are defined as follows (Webster online):

Ownership: the state, relation, or fact of being an owner
(see http://www.webster.com/cgi-bin/dictionary?book=Dictionary).

Possession: a) the act of having or taking into control b) control or occupancy
of property without regard to ownership

Usufruct: the legal right of using and enjoying the fruits or profits of some-
thing belonging to another

An example of the distinction between these three concepts is that you can
be the owner of a house, the tenant can have possession of the house, and a third
party can have the usufruct of the house by being entitled to the rent.

These three legal constructs are a property of the value object concept in
our model. The value of these properties is always a reference to an actor or a
role. In other words, what is important in our ontology is which actor or role
has ownership, possession or usufruct of a value object.

For value objects of the type Right we use the constructs Ownership and
Usufruct in the same way as for products. In addition we use the construct
License in respect to rights. We define a license as follows (based on Webster):
“License: a permission granted by a competent authority to engage in an activity
otherwise unlawful.”

Services and experiences cannot be owned or possessed or licensed. A service
or an experience can be based on rights owned or licensed. For example, a certain
service can be so unique that it can be patented and hence can only be offered
by the patent owner. However, we will not say that the actor owns the service in
case he owns the patent. The same holds for experiences. Of course, this changes
nothing about the fact that a value can be assigned to a service and experience.
The value of the service or experience can be exchanged for another value object.
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Value Object Transfer. The legal constructs associated with value objects
are important for modeling control structures, because business transactions are
usually about the exchange of value objects between actors. The legal constructs
allow us to be more precise about what we mean with ‘the exchange of value
objects’ as we can now distinguish between a transfer of ownership, a transfer
of possession, a transfer of usufruct and a transfer of a license.

An exchange of a value object can of course be any combination of these
transfers. The simplest exchange is the exchange in which all transfers occur
together. In international trade the transfer of ownership and the transfer of
possession, however, are often separated. Typically in the Letter of Credit control
procedure, the seller of a value object can first transfer possession to a freight
forwarder and retain the ownership and then later, e.g. after receiving payment,
transfer the ownership to the buyer. After becoming the owner the buyer can
request a transfer of possession from the freight forwarder. The Bill of Lading,
which is issued by the forwarder when he receives the goods from the seller, is a
control document in the letter of credit procedure that is used to prove that the
seller has transferred the possession of the goods to the forwarder.

Many interesting situations exist in which a product is sold in combination
with a license. Typical examples are CDs and DVDs. CDs and DVDs are physical
products combined with a license to play music or watch a movie. However, it is
important to distinguish the license from the product. The same physical DVD
is combined with a license for personal use when a consumer buys it in a store
and is combined with a rental license when sold to a video rental shop (usually
in return for a much higher fee in the latter case). In Figure 4 the model
of a DV rental scenario is shown.

Note, however, that by renting a DVD from the shop the consumer gets a
license for personal use from the copyright owner not from the shop! When an
actor without the special rental license lends a DVD to another actor (i.e. only
the possession of the physical object is transferred), then no license for personal
use is granted by the copyright owner. When the new possessor would watch
the DVD, then he would violate the copyright! In the next session we introduce
value object transfer diagrams that allow us to model these details in a more
precise manner.

5 Value Object Transfer Diagram

We use a Value Object Transfer Diagram to visualize the value object transfers.
The diagram consists of roles, transfers and tokens. The colored tokens represent
the concepts ownership, possession, usufruct, license and value. The transfers
represent the transfer of one or more concepts.

An important distinction is that models are static models whereas
the value object transfer models are dynamic. The model shows the
value exchanges between the roles without modeling the actual flow of value
through the model. The value object transfer diagram uses the concept State
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Fig. 3. An model of the DVD rental scenario

for capturing the dynamics. A state is defined as any distribution of the tokens
over the roles.

The idea is that the diagrams are used to graphically show the transfers
of value objects that take place in a business transaction whilst leaving the
sequencing open for further planning. Note that the difference between for in-
stance a ‘pre-payment’ scenario and a ‘post-payment’ scenario is the sequencing
of the transfers, and not the transfers that make up the business transaction.
The sequencing is left for a later stage because the scenarios are quite different
from trust perspective. For example, in a typical post-payment scenario goods
are delivered before any money is received in return. If there are no controls in
place then the party delivering the goods needs to have sufficient trust in the
other party paying eventually in order for the parties to be able to agree on this
scenario. Whether the trust levels are sufficient or not, is a question that needs
to be answered at a later stage of our approach. At that stage there might be
a negotiation between the parties and controls might have to be added in order
to reach a satisfactory agreement. The intention of the diagrams presented here
is to make the parties aware of the trust issue related to this particular value
exchange.

Note that this is also an important distinction from process modeling tools,
such as Petri Nets, state-transition diagrams or workflow management systems.
In the process modeling tools the sequencing of actions is very important. This
makes such models very useful for specifying the execution of transactions, but
not for the trust design that is the subject of this paper.
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Figure 5 shows a Value Object Transfer Diagram for the simple international
trade example described above. Initially, all tokens, i.e. value object concepts,
are with role 1, i.e. the seller. Then transaction t1 fires and the possession is
transferred to role 2, i.e. the freight forwarder. Then transaction t2 fires and
the ownership and usufruct are transferred to role 3, i.e. the buyer. And finally
transaction t3 fires and the possession is transferred to role 3, i.e. the buyer. Note
that in international trade the transition t2 usually takes the form of sending
the Bill of Lading to the buyer and that transition t3 requires the buyer to show
the bill of lading to the freight forwarder.

Fig. 4. Value Object Transfer Diagram.

The value object transfer diagram as shown in Figure 5 is a mix of elements
from the models and of Colored Petri Nets. To make this mix possible
of these two representation tools we will not assume the Petri Net property that
it must an a-cyclic graph, i.e. that there should be no loops. We will later explain
why we need these cycles, and also how it can be easily repaired in order to get
a proper Petri Net. The most important reasons that we allow for cycles is that
a value object can be transferred back and forth between two or more roles.
The value object transfer diagrams can be converted into The value interface
and value ports are taken from the models and the colored tokens and
transitions and arcs are taken from colored petri nets.

Also note that Figure 5 is obviously not a complete transaction. For example,
the payment, i.e. the transfer of ownership of a monetary value object, from the
buyer to the seller is not included in this figure. The freight forwarder has to be
paid by either the seller or the buyer for his service too. The service provided
by the freight forwarder is also a value object according to our definition. As
it is unintuitive to talk about the ownership or possession of a service or an
experience, we will simply refer to a ‘transfer of value’ in relation to value objects
of the type service and experience.
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The issue of ownership is not fully covered by existing international conven-
tions and can thus differ in the various national laws [18]. For instance for the
transfer of ownership many national laws make a distinction between register
goods, such as houses and cars and non-register goods. The legal requirements
related to these distinctions might differ among the national laws though. In the
Value Object Transfer diagram we will not take any specific legal requirements
into account regarding a transfer of ownership, we simply assume that a transfer
of ownership occurs or does not occur and if it occurs it is always successful.

Note again that the Value Object Transfer Diagram is quite different from the
models. The purpose of the Value Object Transfer Diagram is to model

how the value objects flows from one actor/role to another actor/role during
the execution of a transaction. The purpose of the models is to model
what value objects actors offer in exchange for other value objects. Moreover,
the models assume that the exchange of value objects is atomic at the
level of the value interface. According to Gordijn, ‘This ensures that if an actor
offers something of value to someone else, s/he always gets in return what s/he
wants. How this is ensured is a matter of a robust business process design, legal
agreements, or sometimes use of technology, but this is not of interest for the
value model’([5], page 53). Designing control mechanisms to ensure atomicity is
exactly what the research described in this paper aims to accomplish. Hence, in
order to support the design of robust business processes with the appropriate
control structure, after the business opportunity has been clearly established
using models in the first phase of the life-cycle, we have to assume that
the exchange of value objects is not atomic at the level of the value interface.

In Figure 5 a part of the DVD rental example is shown in a value object
transfer diagram. The figure represents the part of the scenario in which the
consumer rents a DVD from the rental shop and later returns the DVD, i.e. the
value transfers for the manufacturer and distributor are not shown.

The figure shows three states 1) the begin state before the DVD is rented,
2) the intermediate state in which the consumer has rented the DVD and 3) the
final state in which the consumer has returned the DVD.

There are six value object transfers. In the first transfer t1, the rental shop
transfers the possession of the DVD to the consumer in return for which the
consumer transfers the ownership, possession and usufruct of some money to
the rental shop (transfer t2). At the same time the copyright owner transfers a
person use license to the consumer (transfer t3). We are now in the intermediate
state where the consumer has the possession of the DVD and a personal use
license to watch it. Note that the copyright owner has not received anything
in return for transferring the license. This is because the copyright owner has
received a fee beforehand from the distributor, which is not shown in the diagram.

When the consumer returns the DVD, i.e. the consumer transfers the pos-
session of the DVD back to the rental shop (transfer t5) and at the same time
the consumer returns the license to the copyright owner (transfer t4). Note that
we would have a trust problem if the consumer would get nothing in return for
transfer t4 and transfer t5 and the scenario would terminate after transfer 5. If
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Fig. 5. Value Object Transfer diagram for DVD example.

there was no incentive for the consumer to execute transfers t4 and t5, then why
would he do so? This is where the control structure becomes important.

There are several possible control mechanisms that we could introduce to
provide an incentive for the consumer to return the DVD. First of all, the rental
shop, copyright owner and consumer should have a contract governing the entire
exchange. The contract should state that the consumer is obliged to return
the possession of the DVD and the license at some point. The institutional
environment is of course important as the IE might have to enforce this contract.
However, the strength of the incentive for the consumer to return the DVD
depends on how the IE would enforce the contract. If the IE would just make
the consumer return the DVD without a penalty, then the consumer could easily
decide to wait for this to happen. Therefore, an additional control mechanism to
ensure a prompt return of the DVD would be a penalty clause in the contract,
which stipulates a (monetary) penalty for a late return.

In Figure 5, however, we have opted for another control mechanism; namely
a deposit. We assume that in transfer t2 the amount of money paid by the
consumer covers two things: 1) the fee for renting the video and 2) a deposit
(note that in Figure 5 there are two monetary value objects). Therefore, there
is a final transfer t6 in which the rental shop transfers the deposit back to the
consumer after the transfers t4 and t5 have occurred.

The value object transfer diagrams can support the designer to find the
transfers that might require control mechanisms and to model the relevant value
transfer aspects for the design of appropriate control mechanisms. The DVD
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rental example, which at first appears to be very simple, turns out to be quite
complex if we model the actual value object transfers and control mechanisms.

As we mentioned above the value object transfer diagrams are not always
a-cyclic. In particular, in the above figure many of the arcs constitute loops be-
tween actors. This is not in accordance with the basic definition of Petri nets
that it should be a-cyclic graphs. However, the value object transfer diagrams
can be easily converted into colored Petri nets. The role places will have to be
separated in several places in the colored petri net, ensuring that a token can
never be in the same place more than once. For example, transfer t3 and t4
constitute a cycle. But if we would represent the actor Copyright Owner twice,
then we could remove this cycle by first having transfer t3 from Copy Right
to Consumer and then subsequently transfer t4 from Consumer to the second
instance of Copy Right Owner. A similar approach also works for the other cy-
cles. This also shows that an explicit representation of the actual process flow
would become much more complicated, and less insightful for modeling the value
exchanges and corresponding control mechanisms. The morale here is, as with
most representation formalisms, that the correctness of a representation for-
malism critically depends on the modeling objective. Modeling value exchanges
apparently requires a slightly different perspective than pure process modeling.

Here we extended with a kind of Petri nets to represent the dynamic
transfer of the legal constructs. Other formalisms are also widely used to model
legal aspects. For example, there is a long tradition of deontic logic to model
legal notions (see e.g. [9]). However, most of these formalisms focus mainly on
the representation of static legal aspects, whereas we focused on the dynamic
aspects of the transfer of legal constructs. In [12] a deontic logic is discussed
based on dynamic logic. In future research we plan to investigate the relation
between our value object transfer diagrams and this deontic this logic.

6 Conclusions

In this paper we have discussed the importance of designing the control struc-
tures of virtual organizations and the importance of having the right modeling
tools for this task. The theory provides a (graphical) modeling tool for
elicitation of the value proposition of the virtual organization and the value ex-
change between the members of the virtual organization. We have shown that
the theory, however, does not allow us to design the control structure
of the virtual organization which in our opinion can be equally important to
a proper value proposition. The theory is intended to model a virtual
enterprise’s proposition from a business value perspective only. Consequently
the theory is not detailed enough about the actual transfer of value objects. To
overcome these constraints on the theory we introduced models that
enable a more detailed analysis of the value object transfers. We used important
legal constructs such as ownership, possession, usufruct and license to achieve
this. We also introduced the idea of value object transfer diagrams to model the
transfers graphically.
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Abstract. Past evidence has shown that generic approaches to recom-
mender systems based upon collaborative filtering tend to poorly scale.
Moreover, their fitness for scenarios supposing distributed data storage
and decentralized control, like the Semantic Web, becomes largely lim-
ited for various reasons. We believe that computational trust models bear
several favorable properties for social filtering, opening new opportuni-
ties by either replacing or supplementing current techniques. However,
in order to provide meaningful results for recommender system appli-
cations, we expect notions of trust to clearly reflect user similarity. In
this work, we therefore provide empirical results obtained from one real,
operational community and verify latter hypothesis for the domain of
book recommendations.

1 Introduction

Computational trust models [15,21,17] are becoming invaluable goods for to-
day’s networked worlds where uncertainty and anonymity prevail. According to
Marsh [14], trust can render agents less vulnerable to others and may enhance
collaboration significantly.

Recently, approaches incorporating trust models into recommender systems
are gaining momentum [20,11,8], synthesizing recommendations based upon
opinions from trusted peers. Most notably, decentralized recommender systems
cannot rely upon generic collaborative filtering methods only, scaling poorly.
These systems require novel approaches that allow some prefiltering and neigh-
borhood formation, like, for instance, trust.

Trust therefore becomes supplementary or even surroagate filtering mecha-
nism. However, in order to provide meaningful results, one should suppose trust
to reflect user similarity to some extent. Clearly, recommendations only make
sense when obtained from like-minded people having similar taste.

Hence, Abdul-Rahman and Hailes [2] claim that given some predefined do-
main and context, e.g., communities of people reading books, its members com-
mence creating ties of friendship and trust primarily with persons resembling
their own profile of interest. Reasons for latter phenomenon are manyfold and

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 251–265, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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mostly sociologically motivated, like people’s need for some sort of social affilia-
tion. For instance, Pescovitz [24] describes endeavors to identify trust networks
for crime prevention and security. Hereby, its advocates operate “on the as-
sumption that birds of a feather tend to flock together [ ... ]”. However, though
belief in correlation of trust and user similarity has been widely adopted and pre-
supposed, thus constituting the foundations for trust-based recommender and
rating systems, to our best knowledge, no endeavors have been made until now
to provide “real-world” empirical evidence. We claim that latter correlation not
only represents some desired, but even an essential and vital feature for reason-
able application of trust to those systems. Profound empirical analysis therefore
becomes indispensable, constituting our major contribution.

Hence, we want to investigate and analyze presence or absence of latter cor-
relation, relying upon data mined from an online community focusing on books.
Studies involve several hundreds of members telling which books they like and
which other community members they trust, hence substantiating our results
extensively. Our motivation mainly derives from incorporating trust models into
decentralized recommender systems, exploiting trust not only for selecting small
neighborhoods upon which to perform collaborative filtering, but also for intel-
ligent prefiltering of relevant, similar peers.

In section 2, we briefly outline existing approaches dealing with the incor-
poration of trust into reputation systems and online recommenders. Section 3
presents experiments we performed in order to investigate correlation between
trust and similarity. Hereby, large parts of latter section are devoted to the con-
ception and makeup of our novel approach to profile similarity computation,
designed in order to render our experiments feasible. Suggestions for exploita-
tion of correlation between trust and similarity are offered in section 4, while
section 5 mentions open questions and possible future work.

2 Recommender Systems and Trust

Online recommender systems [26] intend to provide people with recommenda-
tions of products they might appreciate, taking into account their past ratings
profile and history of purchase or interest. Hereby, distinctions between three
types of filtering systems are made [7], namely collaborative, content-based and
economic. While content-based filtering, also dubbed item-to-item correlation
[29], takes into account properties attributed to the nature of products them-
selves, collaborative filtering relies upon building “neighborhoods of like-minded
customers” [28] whose rating history may then serve to generate new recom-
mendations. Economic filtering has seen little practical application until now
and exerts marginal impact only.

Recent studies [31] have shown that people tend to prefer receiving recom-
mendations from people they know and trust, i.e., friends and family-members,
rather than from online recommender systems. Some researchers have therefore
commenced to focus on computational trust models as appropriate means to
supplement or replace current collaborative filtering approaches. Kautz et al. [9]
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mine social network structures in order to render fruitful information exchange
and collaboration feasible. Olsson [23] proposes an architecture combining trust,
collaborative filtering and content-based filtering in one single framework, giv-
ing only vague information and insight. Another agent-based approach has been
presented by Montaner et al. [20], who introduce so-called “opinion-based” filter-
ing. Hereby, Montaner claims that trust should be derived from user similarity,
implying that friends are exactly those people that resemble our very nature.
However, Montaner’s model only extends to the agent world and does not re-
flect evidence acquired from real-world social studies concerning the formation
of trust. Similar agent-based systems have been devised by Kinateder [11,10]
and Chen [5].

Apart from research in agent systems, online communities have also dis-
covered opportunities through trust network leverage. For instance, Epinions
(http://www.epinions.com) provides information filtering facilities based upon
personalized “webs of trust” [8]. Guha tells that latter filtering approach has been
greatly approved and appreciated by Epinion’s members. However, justifications
and causal analysis underpinning these findings, like indications of correlation
between trust and interest similarity, have not been subject to Guha’s work. All
Consuming (http://allconsuming.net) represents another community combining
ratings and trust networks. Unlike Epinions, All Consuming only poorly exploits
synergies between social filtering and trust.

3 Analyzing Correlation between Trust and Similarity

Recent studies [31] have provided evidence that users tend to rely upon recom-
mendations from friends and family members, i.e., people they trust, more than
upon those from online systems. However, Sinha’s experiments only included
nineteen people, rendering his results fairly applicable. Furthermore, those stud-
ies did not investigate the reasons which made people stick to their friends’
opinions rather than automated collaborative filtering. We believe that given
an application domain, such as, for instance, the book-reading domain, people’s
trusted peers are considerably more similar to their sources of trust than arbi-
trary peers. More formally, let A denote the set of all community members and

the set of all users trusted by

For instance, given that agent is interested in Sci-Fi and AI, chances that
trusted by also likes these two topics are much higher than for peer not

explicitly trusted by Various social processes are involved, such as participa-
tion in those social groups that best reflect our own interests and desires. Some
recommendation and reputation systems based upon trust have already been
proposed [8,23], exploiting latter expected correlation between trust and inter-
est similarity, but none have provided clear evidence that trust does correlate to
profile similarity.
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3.1 Model and Data Acquisition

Our study intends to close latter gap by analyzing rife user information collected
from the All Consuming book-reading community. Hereby, we have opted for All
Consuming for mainly two reasons. First, all information published on its site
may be accessed without violation of copyright and without any other legal
limitations. Second, All Consuming provides both, personal webs of trust that
link users to peers they trust, as well as data about the books people have
completed and are currently reading.

Information Model. Before delving into the details and makeup of applica-
tion data our tools have been mining and collecting, we depict our underlying
information infrastructure.

Set of agents Set A contains all agents part of the
book-reading community.

Set of books All published books are comprised in
set B, i.e., all those books that possess an International Standard Book
Number. Latter ISBN consequently serves as the globally unique identifier
for all

Set of partial trust functions Every agent
has one partial trust function that assigns continuous trust
values to its peers. Functions are partial since agents generally only
rate small subsets of the overall community, hence rendering sparse:

(a)

(b)

(c)

We define high values for to denote high trust from in and low
values near zero to express low trust, respectively.

(d) Set of partial book rating functions In addition to
functions every has one partial function
that expresses his liking or dislike of books No person can read and
rate every book published, so functions are necessarily partial.

Intuitively, high positive values for denote that highly appreciates
while low negative values near – 1 express utter dislike, respectively.

(e) Taxonomy C over set of book categories. Book
category descriptors represent topics and categories that books

may fall into. Hereby, topics can express broad or narrow categories.
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Taxonomy C arranges all in an acyclic graph by imposing partial
subset order on D, similar to class hierarchies known from object-oriented
languages. Hereby, inner topics with respect to C are all topics
having subtopics, i.e., an outdegree greater zero. On the other hand,
leaf topics are topics with zero outdegree, i.e., most specific categories.
Furthermore, taxonomy C has exactly one top element which represents
the most general topic and has zero indegree.

Book descriptor assignment function Function assigns a
set of book topics to every book Note that books may possess
several descriptors, for classification into one single category generally entails
loss of precision. Furthermore, all are expected to represent leaf nodes
with respect to taxonomy C.

The following section will now relate our formal environment model to an
actual scenario, hereby making use of variable and function bindings introduced
above.

Data Acquisition. All Consuming represents one of the few communities that
allow members to express which other agents they trust as well as which items, in
our case books, they appreciate. Hereby, users may import their list of trusted
persons from other applications like FOAF [6]. Likewise, All Consuming also
offers to automatically compile information about books its members have read
from their personal weblog. Members may furthermore explicitly assert trust
statements and indicate books they own, have read, like most, and so forth.

Trust assertions from user to in All Consuming are boolean, either
denoting full trust, i.e., explicitly states trust in or no trust, if does
not. Hence, our real-world scenario is less precise than our model, where we have
defined instead of Moreover, book mentions in
All Consuming seldom reflect “real” ratings, like dislike or liking. They rather
indicate that agent has read or purchased book These statements therefore
count among implicit ratings, which nevertheless provide valuable information.
Clearly, people tend to only buy and read books they expect to appreciate. In
fact, numerous recommender systems are purely based upon implicit ratings
[22] since user incentive to provide explicit ratings generally tends to be low
[3]. Compared to our model presented in section 3.1, book rating information
for user obtained from All Consuming is therefore more imprecise, mapping
books to values 0 or 1 instead of [–1,+1]. Hereby, we define to
denote that actually has mentioned and that has not.

Our tools have mined data from about 2,074 weblogs contributing to the
All Consuming information base, and 527 users issuing 4.93 trust statements on
average. These users have mentioned 6, 592 different books altogether. In order
to obtain category descriptors for all discovered books we have written
several web extraction tools which have mined latter classification information
from the Amazon online bookshop (http://www.amazon.com). For each book,

(f)



256 C.-N. Ziegler and G. Lausen

Amazon provides an average of about 4 classification topics. These topics repre-
sent leaf nodes relating to the huge Amazon book taxonomy, comprising 13,394
categories after duplicate removal and data cleansing. We have extracted the
taxonomy from the Amazon Associates pages via screen scraping tools written
particularly for this purpose. Note that the Amazon book taxonomy induces a
tree structure on our set of categories D, hence making each node have at
most one parent We adopt this model for our approach to user similarity
computation and hence suppose taxonomy C to define a tree.

3.2 User Similarity Computation

In order to analyze correlation between trust and user similarity, we need math-
ematical models indicating how to compute latter similarity. Hereby, the book
domain bears some notable differences to most other domains like videos, com-
puter games, and DVDs. First, every published book is uniquely identified by
its ISBN, which makes it easy to ensure interoperability and gather supplemen-
tary information from various other sources, e.g., mentioned category descriptors
from Amazon for any given ISBN. Second, the set of published books is vast and
much larger than for videos or DVDs. Consequently, profile overlap, i.e., the
amount of books two given users have both rated, is generally small.
Common techniques used in collaborative filtering, such as computing Pearson’s
correlation coefficient [30,25], are therefore bound to fail within our context.
Even more advanced techniques, like Sarwar’s singular value decomposition [28],
cannot reduce dimensionality satisfactorily for our book domain.

Profile Generation. We propose another, more reasonable approach which
does not represent users by their respective book-rating vectors of dimensionality

but by vectors of interest scores assigned to topics taken from the book
categories taxonomy C. Our method is inspired by Middleton’s work on the
application of ontologies for content-based filtering [19,18] but goes much further.

Since is equal to the number of categories, user profile vectors shrink to
size which tends to be significantly lower than Moreover, making use
of profile vectors representing interest in topics rather than book instances, we
can exploit the hierarchical structure of taxonomy C in order to generate over-
lap and make similarity computation more meaningful: for every leaf category

of books agent has mentioned and thus implicitly rated, we
also infer an interest score for all super-topics of topic in user profile vec-
tor. However, interest score assigned for super-topics decreases with increasing
distance from leaf We furthermore normalize profile vectors with respect to
the amount of score assigned, according overall fix score Hence, suppose that

represents the profile vector for user where gives
the score for topic Then we require the following equation to hold:
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We now formally define the profile generation algorithm for user as follows:
suppose that constitutes the set of all books user
has mentioned and thus implicitly rated. Due to normalization, the score for each
book amounts to which is proportional to the number of distinct
books has mentioned. Consequently, for each topic descriptor
categorizing book we obtain topic score Topic
score for is hence distributed evenly among its topic descriptors.

Now suppose that gives the path from top element
to leaf node within our tree-structured taxonomy C for any given

Hence, topic descriptor has super-topics. Score normalization
and inference of fractional interest for super-topics imply that descriptor topic
score may not become fully assigned to but in part to all its ancestors

likewise. We therefore introduce another score function that
represents the eventual assignment of score to topics along the taxonomy path
leading from to

Furthermore, we require that the interest score accorded to
which is super-topic to depends on the number of siblings of

The less siblings possesses, the more interest score is accorded to
its super-topic

We hereby assume that sub-topics have equal shares in their super-topic
within taxonomy C. Clearly, this assumption may imply certain issues, e.g.,
when certain sub-taxonomies are much denser than others [27]. However, rea-
sonable solutions to mitigate latter effect would require explicit annotation of
the taxonomy telling semantic distances from sub-topics to super-topics, which
is not the case for the Amazon book taxonomy and most other taxonomies.

Equations 5 and 6 describe conditions which have to hold for the compu-
tation of leaf node profile score and the computation of scores for
its taxonomy ancestors where We hence derive the
following recursive definition for

where

and
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Having computed we may now apply Equation 5 to compute all other
scores These scores are then used to update profile vector of user
adding scores for the respective topics in The procedure is repeated for every
book mention and every descriptor

Example 1 (Topic score assignment). Suppose the taxonomy given in Figure 1
which represents a tiny fragment from the original Amazon book taxonomy. Let
user have mentioned 4 books, namely Matrix Analysis, Fermat’s Enigma,
Snow Crash, and Neuromancer. For Matrix Analysis, 5 topic descriptors are
given, one of them pointing to leaf topic Algebra within our small taxonomy.

Suppose that defines the overall accorded profile score. Then the
score accorded to descriptor Algebra amounts to Ancestors of
leaf Algebra are Pure, Mathematics, Science, and top element Books. Score 50
hence must be distributed among these topics according to Equation 5 and 6.
Application of Equation 7 gives score 29.087 for topic Algebra. Likewise, apply-
ing Equation 6, we get 14.543 for topic Pure, 4.848 for Mathematics, 1.212 for
Science, and 0.303 for top element Books. These values are then used to update
the profile vector of user Note that after elimination of numerical errors
inferred by rounding, summation of latter scores yields exactly score 50.

Fig. 1. Small fragment from the Amazon book taxonomy

Profile Similarity Computation. The presented approach computes flat pro-
file vectors for agents assigning score values between 0 and maxi-
mum score to every topic from the set of book categories D. However, one still
needs to match these profile vectors against each other in order to come up with
one single similarity metric value. Sarwar et al. [28] count nearest-neighbor tech-
niques like Pearson’s correlation coefficient [30,25] and cosine similarity, widely
known from information retrieval, among the most popular approaches used
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for measuring profile proximity. We opt for Pearson correlation instead of cosine
similarity since Pearson’s correlation coefficient also allows for detecting negative
correlation. For two given profile vectors Pearson correlation is
defined as below:

Hereby, and give mean values for vectors and In our case, because
of profile score normalization, both values are identical, i.e.,
Values for range from –1 to +1, where negative values indicate neg-
ative correlation, and positive values positive correlation, respectively. Clearly,
people who have read many books in common also have high similarity. For
generic approaches to collaborative filtering, the opposite direction also holds,
i.e., people who have not read many books in common have low similarity. Our
approach, on the other hand, may compute high similarity values even for pairs
of agents that have little or even no books in common. Clearly, quality hereby
highly depends on the taxonomy’s design and level of nesting. According to
our scheme, the more score two profiles and have accumulated in same
branches, the higher their computed similarity:

Example 2. (Positive correlation) Suppose has read only one single book
bearing exactly one topic descriptor that classifies into Algebra. Agent
has read another book assigned to one of the leaf nodes1 of History. Then

will still be reasonably high, for both profiles have significant over-
lap in categories Mathematics and Science.

On the other hand, negative correlation occurs when users have completely
diverging interests. For instance, in our information base mined from All Con-
suming, we had one user reading books mainly from the genres of Sci-Fi, Fantasy,
and AI. Latter person was rather negatively correlated to another one reading
books about American history, politics, and conspiracy theories.

3.3 Experiment Setup and Analysis

We now proceed to describe the two experiments we have performed in order
to analyze possible correlation between user similarity and trust. In both cases,
experiments are run on data obtained from All Consuming, as has been described
in section 3.1. Considering the slightly different composition of information the
two experiments were based upon, we expected the first to define some upper
bound for correlation analysis, and the second one some lower bound. Results
obtained confirmed our assumption.

1 Leaf nodes of History are not shown in Figure 1.
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Fig. 2. Results obtained from our upper-bound analysis

Upper-bound Analysis. Before running our first experiment, we applied data
cleansing and duplicate removal to the All Consuming’s active user base of 527
members. First, we pruned all users having less than three books mentioned,
removing them from user base A and defining for all other users

Next, we deleted all users from our test base which did not issue any
trust assertions. Interestingly, some users created several accounts. We discov-
ered latter “duplicates” through searching account names for similarity patterns
and via tracking identical or highly similar profiles in terms of books mentions.
Eventually, we removed self-references, i.e., users trusting themselves.

Through data cleansing, 266 users were removed from our initial test set,
leaving 261 users for our experiment to run upon. We denote the reduced set of
users by and corresponding trust functions by For our first experiment,
we proceeded as follows: for every single user we generated its profile
vector and computed similarity with each profile of all trusted peers

Then we took the average of these proximity measures and
recorded latter value in some table. Next, we computed similarity of profile
with the profiles of all agents, except itself, from dataset Again, we took
the average of these proximity measures and stored the resulting value.

In 173 cases, users were more similar to their trusted peers than to the en-
tirety of The opposite held for only 88 users. On average, users had similarity
score 0.247 with their trusted peers, while only 0.163 with all users of In other
words, users were more than 50% more similar to trusted agents than arbitrary
peers. Histogram representations showing the distribution of similarity values
for both cases of our first experiment are given in Figure 2.
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Fig. 3. Histogram representation of our lower-bound analysis

Lower-bound Analysis. The first experiment conducted underpins that peers
tend to trust agents being significantly more similar than usual. However, we
have to consider that All Consuming bears one feature that proposes friends
to new users Hereby, All Consuming chooses users which have at least one
book in common with Hence, we had to suppose that our first experiment was
biased and too optimistic with respect to correlation between trust and similarity.
Consequently, we pruned user set even further, eliminating trust statements
whenever trusting user and trusted user had at least one book in common.
We call latter user base now reduced to 210 trusting users, and indicate
its respective trust functions by Clearly, our approach to eliminate All
Consuming’s intrusion into the natural process of trust formation entailed the
removal of many “real” trust relationships between agents and These
relationships had been established because of actually knowing and trusting

and not because All Consuming proposed as an appropriate match to
Proceeding for experiment two in exactly the same fashion as for its predecessor,
we then expected results to be biased towards the other direction, i.e., unduly
lowering correlation between trust and user similarity. Bear in mind that in
users have not one single book in common with their trusted peers.

Results obtained from the second experiment confirmed our expectations, be-
ing less indicative for an existing correlation between trust and user similarity.
Nevertheless, similarity of users with trusted peers still significantly exceeded
average similarity. In 112 cases, users were more similar to their trusted fellows
than arbitrary peers. The opposite held for 98 users. Similarity between trusting
users and trusted agents amounted to 0.164, while average similarity between
any two arbitrary users only made 0.134. Hence, even for our lower-bound ex-
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periment, users were still about 23% more similar to their trusted fellows than
arbitrary agents.

We may conclude our experimental analysis noticing that without exact
knowledge of how much noise All Consuming’s friend recommender adds to our
obtained results, we expect “true” correlation between trust and similarity to
reside somewhere within our computed upper and lower bound. At any rate,
sufficient evidence has been provided exposing that similarity may substantially
increase when considering trusted peers opposed to arbitrary ones.

4 Exploiting Correlation between Trust and Similarity

Knowledge about positive correlation between trust and interest similarity may
be exploited for diverse applications. In particular, we envision trust to play
an important role for decentralized recommender systems. These filtering sys-
tems suppose distributed data and control and currently face various problems
inherent to their very nature:

Credibility and attack-resistance. The Semantic Web and other open
systems lack dedicated mechanisms and facilities to verify user identity.
Hence, these systems tend to encourage insincerity and fraudulent behavior.
Moreover, penalization and banishment are hard to accomplish and facile
to short-circuit. Collaborative filtering becomes particularly suceptive to
attack, for malicious users simply have to create profiles replicating the
victim’s in order to obtain high similarity. Then they can lure the victim into
buying items the purchase of which may provide some utility for the attacker.

Product-user matrix sparseness. Communities often limit the number
of ratable products, therefore avoiding product-user matrices from becoming
overly sparse. Besides, Ringo [30] and other systems require users to rate
items from small product subsets to generate user profiles with sufficient
overlap. However, decentralized recommender system cannot suppose
reduced item sets. Bear in mind that controlling product set contents and
having users rate certain goods presupposes some central authority.

Computational complexity and scalability. Centralized systems are
able to control and limit the number of members. Depending on the commu-
nity’s size, large-scale server clusters ensure proper operativeness and scala-
bility. In general, recommender systems imply heavy computations. For in-
stance, collaborative filtering systems compute Pearson correlation for users

offline rather than on-the-fly. Recall that coefficients have
to be computed for every other agent Clearly, this approach does
not work for large decentralized systems. Sensible prefiltering mechanisms
which still ensure reasonable recall are needed.

Clearly, trust succeeds to address the credibility problem. Every agent builds
its own neighborhood of trusted peers, relying upon direct trust statements

(a)

(b)

(c)
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and those from trusted peers, likewise. For deriving trust, numerous metrics
have been proposed during the last decade, among those [16], [1], [4], and [13].
However, we believe that local group trust metrics like Levien’s Advogato [12]
and Appleseed [33] best fit neighborhood formation in decentralized systems
[32]. Unfortunately, trust cannot handle product-user matrix sparseness, nor
substantially reduce dimensionality. Supplementary approaches are needed, e.g.,
taxonomy-based filtering techniques similar to the one proposed.

Increased computational complexity and loss of scalability are mitigated and
may even be eliminated when supposing positive correlation between trust and
user similarity. Note that our complexity issue itself does not require latter cor-
relation: limiting collaborative filtering to selected peers part of agent trust
neighborhood only entails complexity reduction, too. However, when supposing
that trust does not reflect similarity, serious tradeoffs are implied, for scalabil-
ity comes at the expense of recall. Mind that trust neighborhood of agent

only represents one tiny fraction of the overall system A. Moreover, latter
fraction not necessarily contains similar peers. Instead, trusted agents are on av-
erage no more similar than arbitrary ones. Recall, i.e., the proportion of agents

with found by the filtering process, degrades proportionally
to On the other hand, when assuming that trust does correlate with
similarity, respective degradation does not take place equally fast, thus ensuring
reasonable recall.

Guha’s approach [8] relies upon trust networks as only filtering mechanism,
clearly exploiting latter correlation. Positive user feedback seems to justify his
design decision. Nevertheless, we believe that trust should rather supplement
than replace existing filtering techniques. For instance, ex-post application of
collaborative filtering to computed trust neighborhoods might boost preci-
sion significantly.

5 Discussion and Outlook

We have articulated our hypothesis that correlation between trust and user
similarity exists when the community’s trust network is tightly bound to some
particular application. Empirical evidence has been provided based upon data
obtained from the All Consuming book-readers’ community. To our best knowl-
edge, suchlike experiments have not been performed before, since communities
incorporating explicit trust models are still very sparse.

We believe that our results will have substantial impact for ongoing research
in recommender systems, where discovering user similarity plays an important
role. Decentralized approaches will especially benefit from trust network lever-
age. Hereby, the outstanding feature of trust networks refers to sensible prefilter-
ing of like-minded peers and credibility of recommendations. Arbitrary social
networks, on the other hand, only allow for computation complexity reduction.

Though backing our experiments with information involving several hundreds
of people, studies for distinct interest domains are required. We would also like
to run our analysis on communities larger than All Consuming.



264 C.-N. Ziegler and G. Lausen

References

ABDUL-RAHMAN, A., AND HAILES, S. A distributed trust model. In New Security
Paradigms Workshop (Cumbria, UK, September 1997), pp. 48–60.
ABDUL-RAHMAN, A., AND HAILES, S. Supporting trust in virtual communities.
In Proceedings of the 33rd Hawaii International Conference on System Sciences
(Maui, HW, USA, January 2000).
AVERY, C., AND ZECKHAUSER, R. Recommender systems for evaluating computer
messages. Communications of the ACM 40, 3 (March 1997), 88–89.
BETH, T., BORCHERDING, M., AND KLEIN, B. Valuation of trust in open networks.
In Proceedings of the 1994 European Symposium on Research in Computer Security
(1994), pp. 3–18.
CHEN, M., AND SINGH, J. P. Computing and using reputations for internet ratings.
In Proceedings of the 3rd ACM Conference on Electronic Commerce (Tampa, FL,
USA, 2001), ACM Press, pp. 154–162.
GOLBECK, J., PARSIA, B., AND HENDLER, J. Trust networks on the semantic web.
In Proceedings of Cooperative Intelligent Agents (Helsinki, Finland, August 2003).
GOLDBERG, D., NICHOLS, D., OKI, B., AND TERRY, D. Using collaborative filter-
ing to weave an information tapestry. Communications of the ACM 35, 12 (1992),
61–70.
GUHA, R. Open rating systems. Tech. rep., Stanford Knowledge Systems Labora-
tory, Stanford, CA, USA, 2003.
KAUTZ, H., SELMAN, B., AND SHAH, M. Referral web: Combining social networks
and collaborative filtering. Communications of the ACM 40, 3 (March 1997), 63–
65.
KINATEDER, M., AND PEARSON, S. A privacy-enhanced peer-to-peer reputation
system. In Proceedings of the 4th International Conference on Electronic Commerce
and Web Technologies (Prague, Czech Republic, September 2003), vol. 2378 of
LNCS, Springer-Verlag.
KINATEDER, M., AND ROTHERMEL, K. Architecture and algorithms for a dis-
tributed reputation system. In Proceedings of the First International Conference
on Trust Management (April 2003), P. Nixon and S. Terzis, Eds., vol. 2692 of
LNCS, Springer-Verlag, pp. 1–16.
LEVIEN, R. Attack Resistant Trust Metrics. PhD thesis, UC Berkeley, Berkeley,
CA, USA, 2003.
LEVIEN, R., AND AIKEN, A. Attack-resistant trust metrics for public key certifica-
tion. In Proceedings of the 7th USENIX Security Symposium (San Antonio, Texas,
USA, January 1998).
MARSH, S. Formalising Trust as a Computational Concept. PhD thesis, Depart-
ment of Mathematics and Computer Science, University of Stirling, Stirling, UK,
1994.
MARSH, S. Optimism and pessimism in trust. In Proceedings of the Ibero-American
Conference on Artificial Intelligence (Caracas, Venezuela, 1994), J. Ramirez, Ed.,
McGraw-Hill Publishing.
MAURER, U. Modelling a public key infrastructure. In Proceedings of the 1996
European Symposium on Research in Computer Security (1996), E. Bertino, Ed.,
vol. 1146 of Lecture Notes in Computer Science, Springer-Verlag, pp. 325–350.
MCKNIGHT, H., AND CHERVANY, N. The meaning of trust. Tech. Rep. MISRC 96-
04, Management Informations Systems Research Center, University of Minnesota,
MN, USA, 1996.

1.

2.

3.

4.

5.

6.

7.

8.

9.

10.

11.

12.

13.

14.

15.

16.

17.



Analyzing Correlation between Trust and User Similarity 265

MIDDLETON, S., ALANI, H., SHADBOLT, N., AND DE ROURE, D. Exploiting
synergy between ontologies and recommender systems. In Proceedings of the
WWW2002 International Workshop on the Semantic Web (Maui, HW, USA, May
2002), vol. 55 of CEUR Workshop Proceedings.
MIDDLETON, S., DE ROURE, D., AND SHADBOLT, N. Capturing knowledge of user
preferences: Ontologies in recommender systems. In Proceedings of the First Inter-
national Conference on Knowledge Capture (Victoria, British Columbia, Canada,
October 2001).
MONTANER, M., LÓPEZ, B., AND DE LA ROSA, J. Opinion-based filtering through
trust. In Proceedings of the Sixth International Workshop on Cooperative Informa-
tion Agents (Madrid, Spain, September 2002), S. Ossowski and O. Shehory, Eds.,
vol. 2446 of LNAI, Springer-Verlag, pp. 164–178.
MUI, L., MOHTASHEMI, M., AND HALBERSTADT, A. A computational model of
trust and reputation. In Proceedings of the 35th Hawaii International Conference
on System Sciences (Big Island, HI, USA, January 2002), pp. 188–196.
NICHOLS, D. Implicit rating and filtering. In Proceedings of the fifth DELOS
Workshop on Filtering and Collaborative Filtering (Budapest, Hungary, 1998),
ERCIM, pp. 31–36.
OLSSON, T. Decentralized social filtering based on trust. In Working Notes of the
AAAI-98 Recommender Systems Workshop (Madison, WI, USA, 1998).
PESCOVITZ, D. The best new technologies of 2003. Business 2.0, 11 (November
2003). Time Inc. Publishing.
RESNICK, P., IACOVOU, N., SUCHAK, M., BERGSTORM, P., AND RIEDL, J. Grou-
pLens: An open architecture for collaborative filtering of netnews. In Proceedings
of ACM 1994 Conference on Computer Supported Cooperative Work (Chapel Hill,
NC, USA, 1994), ACM, pp. 175–186.
RESNICK, P., AND VARIAN, H. Recommender systems. Communications of the
ACM 40, 3 (1997), 56–58.
RESNIK, P. Using information content to evaluate semantic similarity in a tax-
onomy. In Proceedings of the 14th International Joint Conference on Artificial
Intelligence (Montreal, Canada, 1995), pp. 448–453.
SARWAR, B., KARYPIS, G., KONSTAN, J., AND RIEDL, J. Application of dimen-
sionality reduction in recommender systems - a case study. In ACM WebKDD
Workshop (Boston, MA, USA, August 2000).
SCHAFER, B., KONSTAN, J., AND RIEDL, J. Recommender systems in e-commerce.
In Proceedings of the 1st ACM Conference on Electronic Commerce (Denver, CO,
USA, 1999), ACM Press, pp. 158–166.
SHARDANAND, U., AND MAES, P. Social information filtering: Algorithms for
automating “word of mouth”. In Proceedings of the A CM CHI’95 Conference on
Human Factors in Computing Systems (1995), vol. 1, pp. 210–217.
SINHA, R., AND SWEARINGEN, K. Comparing recommendations made by online
systems and friends. In Proceedings of the DELOS-NSF Workshop on Person-
alization and Recommender Systems in Digital Libraries (Dublin, Ireland, June
2001).
ZIEGLER, C.-N. Semantic web recommender systems. In Proceedings of the Joint
ICDE/EDBT Ph.D. Workshop 2004 (Heraklion, Greece, March 2004).
ZIEGLER, C.-N., AND LAUSEN, G. Spreading activation models for trust prop-
agation. In Proceedings of the IEEE International Conference on e-Technology,
e-Commerce, and e-Service (Taipei, Taiwan, March 2004), IEEE Computer Soci-
ety Press.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

31.

32.

33.



Trust Development and Management in Virtual

Communities

Tanko Ishaya and Darren P. Mundy

Centre for Internet Computing, University of Hull,
Scarborough Campus, Filey Road, Scarborough, UK
{t.ishaya, d.p.mundy}@hull.ac.uk

Abstract. The web is increasingly used as a platform and an enabler for the
existence of virtual communities. However, there is evidence that the growth
and adoption of these communities is being held back by many barriers- in-
cluding that of trust development and management. This paper discusses the
potential benefits and barriers to the introduction of trust development and
management in virtual communities. Based on the analysis of the barriers and
benefits of trust development and management, mechanisms for supporting its
development and management is proposed and presented. Ideas for further re-
search are presented and discussed. The paper is based on ongoing research
and is part of a research bid towards the introduction of a trust development and
management framework to support the creation of trusted virtual communities.

1 Introduction

Trust is a term with many meanings and perceptions. For example, [16] defines trust
as “the willingness of a party to be vulnerable to the actions of another party based
on expectations that the other party will perform a particular action important to the
trustor irrespective of the ability to monitor or control that party”. The same trust is
defined as “the firm belief in the competence of an entity to act dependably, securely
and reliably within a specified context” (assuming dependability covers reliability
and timeliness)” [8]. These different perceptions make it extremely difficult to navi-
gate through the literature on trust. There are also many theories on trust, some of
which diverge from each other only in their identification of the grounds on which it
is based. However, most diverging theories cluster either within the rational1 or the
social2 perspective. The distinctions and correlation between the two perspectives has
been established in [12], [13]. Based on which, a complementary perspective has been
defined in which trust is conceptualised as complementary between individual’s ex-
pectations and willingness [13].

One very important feature of trust is that it is something that people use everyday
and most people are relatively good at making decisions with some form of trust in-

1 Based on calculations that weigh the cost and benefits of certain courses of action between
members [14]

2 Based on moral duty which entails suspension of self-interest in favour of a collective orien-
tation [16]

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 266–276, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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volved [19]. In the physical world, trust is developed and managed based on our expe-
rience of others, information we have received about them and how they appear to us.
The trusting decisions we make are based on the situation we find ourselves in, and
how we want to apply it. Since trust is an experiential phenomenon, it grows or
shrinks depending on time and experience [13], [15]. In many cases, people use gen-
eral trusting judgement based on similar experiences or situations in the past to make
decision. Then, the decision made may lead to further relationships where trust is de-
veloped over time. Generally, there are at least two different layers of trust, which are
an initial judgement and a more complex experiential trust [20].

In a virtual community this would mean the belief that a user will carry out actions
responsibly in the context of the rules of the virtual community. Trust development
covers how the user will obtain trust and perhaps increase their trust level within the
community. Trust management determines how trust will be assigned, modified and
revoked. All this makes trust a very subjective phenomenon. The number of people
we can relate to within a physical community is limited by distance and physical con-
straints. In the virtual world, the number of people on-line or in a virtual community
only limits the number of people that one can potentially relate to. In the physical
domain there are established frameworks, legal, ethical and others that provide pro-
tection and assurance upon which trust is built. In the virtual domain guidelines and
boundaries become much more difficult to define and trust becomes increasingly
more difficult to determine. Here, security measures become a crucial trust develop-
ment factor.

Despite intensive developments in the area of virtual communities and the wide va-
riety of software tools available from many different vendors, there is increasing evi-
dence that the lack of trust with respect to online communities constitutes a psycho-
logical trait to participants of online communities [13], [14]. One of the causes of this
psychological trait is that it is not possible to identify trusted virtual environments.
Similarly, the extent in which miscreants, for example paedophiles, use untrusted
virtual communities like chat rooms are matters of concern to society. Research is
therefore required to help better promote an appropriate use of virtual communities by
providing recommendations for building trust relationships within them.

The purpose of this paper is to present, analyse and discuss potential benefits and
barriers to the introduction of trust development and management in virtual commu-
nities, with the aim of proposing mechanisms for building and managing such a
trusted virtual community. In the next section, the main benefits that could be gained
from the development of trusted virtual communities are presented. Section 3, de-
scribes some of the barriers identified as a result of an initial investigation carried out.
Section 4, describes the proposed set of mechanisms for trust development and man-
agement. Section 5 concludes the paper with further research.

2 Potential Benefits from the Development of Trusted Virtual
Communities

A lot of benefits from the development of trusted virtual communities have been
identified in e.g. [5] [6] [13]. Based on this vast available literature on trust and vir-
tual communities, benefits from the introduction of trusted virtual communities can be
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broken down into three categories society, organisational and personal benefits. Each
of these categories is briefly described and presented below.

2.1 Society Benefits

Social scientist Fukuyama in his book “Trust: The Social Virtues and the Creation of
Prosperity” suggests that there are two cultures of trust low and high, which busi-
nesses exist in. Businesses existing in low trust cultures are almost exclusively family
owned whereas in high trust cultures an organisational structure has been developed
where trust is placed in professional managers [6]. Fukuyama contends that low trust
communities e.g. South America, North Korea, China result in less vital economies
than high trust communities for example within Japan, USA and Europe. Whilst the
view that “trust is the major determinant of economic performance and the social
virtue par excellence” [24] may not be completely accurate it is fair to say that trust
does generate social capital for example in relationships, agreements, decisions and
transactions. This would seem to suggest that trusted virtual communities will pro-
vide both social and economic benefits.

It is important to realise however that personal traits towards trust development and
management differ considerably between individuals. Kramer in his paper on “Trust
and Distrust in Organisations” [24] identifies six bases of trust within organisations
these are dispositional, history-based, third party conduits, category based, role-based
and rule-based. Papers by Creed & Miles [5], Lewicki & Bunker [17], Sheppard
&Tuckinsky & Mayer et al [18] are identified in Kramer’s paper as considerable re-
search focused in this area. Therefore a trusted virtual community may have multiple
definitions and will not just be characterised by the existence of a secure technologi-
cal infrastructure. A trusted virtual community will be realised through the existence
of multiple infrastructural elements including security, trust development mecha-
nisms, trust management mechanisms, legal frameworks and psychological condi-
tioning. A good example of a trusted virtual community is eBay where trust relation-
ships exist based on the historical actions of members (forming reputations) and rules
are evident which members should adhere to. Those members not conforming to the
rules may end up disregarded by the community and deemed untrustworthy.

2.2 Organisational and Group Benefits

Within organisations Kramer identifies three benefits of trust these are economic
prosperity (through reduced costs of transaction), organisational social structures and
infrastructure support [24]. Reduced transaction costs come as a direct result of costs
associated with building trust and making associated decisions. For example, if a
company receives a bid from a company that they have never worked with before
they are likely to check out the company’s background, check other organisations
dealings with the company, check for solvency etc. Trusted virtual communities be-
tween organisational parties have the potential to support economic judgement and
the decision making process thereby lowering transaction costs and increasing pros-
perity. For example, there may be certain rules on membership of the virtual commu-
nity e.g. you may have to prove the organisation is economically sound.
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Trust also helps in the generation of organisational social structures which leads to
willingness to share information, ideas e.g. as in [5], [12], [13]. In a trusted virtual
community individuals may be more willing to provide information, reveal personal
experiences, and become involved in group discourse. For example, in a trusted vir-
tual community set-up purely for specific disease sufferers, members may be more
willing to talk about the effects the disease is having on their lives and how they have
coped with the effects.

Finally, Fukuyama’s high trust cultures are evident in the final benefit of trust in
organisations that of trust in authority figures. This leads to a streamlined decision
process, again leading to reduced transaction costs. In a virtual community this may
mean the trust in a recognised individual or party to authorise membership of the
community.

2.3 Personal

Looking at trusted virtual communities from a personal perspective, perhaps the
greatest benefit will be in terms of enhanced safety and security for the more vulner-
able members of our society. Bruce Schneier, a world renowned Information Security
expert suggests that all security involves trade-offs and trade-offs are subjective [21].
At present poor trade-offs in personal security are being made within chat rooms by
younger members of the community, leaving them open to abuse from miscreants in
society. The paper “Online grooming and UK law” [2] written recently by Childnet
International directed to the UK Home Office details cases like: “Patrick Green, a
thirty three year old export clerk, made contact with a twelve year old girl in a teen-
age chat room” [2]. After convincing the girl he was in love with her, he made a se-
ries of indecent assaults. The paper also points to a survey carried out in USA where
it found 1 in 5 youths (from ages 10-17) online receive unwanted approaches by
members of society. Trusted virtual communities are just one of the mechanisms that
could help to alleviate the problem, others include education, changes to the legal
system and improved virtual community management and monitoring procedures.

A further personal benefit of trusted virtual communities could be the removal or
reduction of risk in financial transaction. This benefit can be directly inferred from
the economic prosperity benefits that organisations could receive through trusted
communities.

3 Potential Barriers to Trust Development and Management

A number of MSc Internet Computing dissertation projects were undertaken in the
filed of trust, at the University of Hull, in order to establish the importance of trust in
virtual communities, and to identify potential barriers to trust development and man-
agement. Questionnaires were administered for the collection of data.

Based on analysis of the results, the authors have identified five areas containing
potential barriers to trust development and management in virtual communities. The
areas identified are: sociological, psychological, technological, legal and economic.
A summary of each of the categories containing barriers is presented below.
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3.1 Sociological Barriers

We have identified earlier in the paper that culture plays a part in trust development
and management. Cultural barriers therefore may exist towards trust in electronic en-
vironments, for example attitudes towards electronic signatures amongst different age
ranges within society. Criminology (the study of criminal behaviour) may also pro-
vide us with insights into how trusted virtual communities could be used in criminal
activity. For example, on eBay a member could build up their reputation over time
then make one high value transaction, which they do not fulfil.

3.2 Psychological Barriers

Trust is not just about having a trusted infrastructure in place. How do we build up
stakeholders trust in the virtual community? Psychological barriers may prevent
stakeholders trusting the virtual community and its members, therefore negating any
benefits. As we have seen time and time again in other projects the views and psy-
chological reactions of stakeholders are crucial to the success of a project [1], [23].
Taking the disease chat room stated previously members may be unlikely to commu-
nicate if they cannot trust that other members really do have the same condition.

Technological Barriers3.3

The main technological barriers are those surrounding the security aspects, keeping
unwanted members out whilst securing the privacy of messages within the commu-
nity. We need to examine how we determine people are actually members of the
community (authentication), what access privileges they have (authorisation), how to
keep messages private within the community (privacy and encryption), how to moni-
tor usage (audit), how to register members and how to revoke their status should they
become unwanted (registration and revocation). We also need to determine security
policies governing the development of trusted virtual communities, e.g. how do we
define what a trusted virtual community is? What infrastructure needs to be in place?
etc... We also need to examine stakeholder’s responses to technology. It has been
found in prior literature that technological aspects can undermine trust and usage
[2],[6] i.e. use of surveillance technology.

3.4 Legal Barriers

It is important that trusted virtual community implementations are backed up by solid
legal infrastructure for example, so that electronic transactions cannot be reputed by
any non-fulfilling party, messages can be traced back for libellous statements and pri-
vacy within recognised trusted virtual communities must be assured. Legislation ex-
ists at present but may in some situations be too complex to provide legal protection;
for example, an electronic signature provides message authentication, integrity and
non-reputability. However, in the UK and most of Europe’s legal systems, for an
electronic signature to be considered admissible in court as evidence, it must be be a
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so called advanced electronic signature. “An “advanced electronic signature” means
an electronic signature –
(a) which is uniquely linked to the signatory,
(b) which is capable of identifying the signatory,
(c) which is created using means that the signatory can maintain under his sole con-
trol, and
(d) which is linked to the data to which it relates in such a manner that any subse-
quent change of the data is detectable;” [9]

This suggests that an admissible electronic signature must have been created us-
ing a secure signature creation device such as a personal smart card and be backed up
by a qualified certificate created by a recognised secure Certification Authority (CA).
People generating trusted virtual communities should also be aware of other legal acts
such acts covering privacy and the use of encryption. A legal framework is required
for the generation of trusted virtual communities needs to be published, where data
transmitted can be held admissible in court.

Economic Barriers3.5

Trusted virtual communities may face very large economic barriers. The level of trust
placed in a community may depend on the infrastructure in place and the structures
designed to support it. Infrastructure has an associated economic cost and it is rea-
sonable to assume that a more complex infrastructure may be more expensive to im-
plement and maintain. For example, moderated chat rooms can swiftly grow to a level
at which they become not maintainable or very expensive to maintain. Economic bar-
riers also exist in the development of a secure infrastructure to facilitate the develop-
ment of trust. For example, if all members of the community are expected to go
through some form of authentication process (i.e. to ensure they are who they say they
are) and authorisation process (i.e. to ensure they have authority to access the virtual
community), this could attract significant costs.

4 Potential Mechanisms for Supporting the Provision of Trust

It is easy to lose sight of the fact that conventional security technologies, even per-
fectly implemented do not constitute trust development and management [2]. All the
new protocols, ciphers, patches etc currently available for securing the web seem to
translate to securing the network, web servers and clients. Since trust is conceptual-
ised as expectations and willingness [13], it needs to be managed in several layers-
including network connection as well as social aspects of human interaction. It is
based on this that mechanisms proposed in this paper require considerations involving
all aspects of human interaction that uses a virtual communication medium. This is
simply because, the medium for virtual communication systems does not make them-
selves untrusted entities. It was generally observed that levels of uncertainty and
vulnerability are high within virtual communities, since there are no standardized pro-
cedures or guaranteed controls over individual behaviour. In this situation, trust and
commitment are the only common mechanisms for team cooperation. Although trust
is needed both in face-to-face and computer-mediated communication, it is a pre-
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requisite for success when a collaborative task involves the risk of individualistic or
deceitful behaviour by others. Evidence from [13], shows that people are reluctant to
use computer-mediated systems for collaboration, because lack of face-to-face contact
reduces trust and commitment. This was further proved in Rocco’s investigation in
1998, where trust proved to be possible only in face-to-face communication or in an
initial face-to-face meeting for virtual communities. Proposed mechanisms for trust
development involves - Socio-technical stakeholder participation, Identification of
elements of trust, Identification of the processes of building and maintaining virtual
trust, Guidelines towards the development of a security infrastructure to support dif-
fering levels of trusted virtual communities and finally the creation of trust develop-
ment and management frameworks.

4.1 Socio-technical Stakeholder Participation

Since, the web is now a social phenomenon that will affect people who do not even
use it, a socio-technical study [25] is required into stakeholder perceptions towards
the introduction of trusted virtual communities. We need to investigate stakeholder’s
views on trusted virtual communities and allow communities to define their own
views. Informed citizens must consider, analyse, and present the impact of automat-
ing trust decisions online.

4.2 Identification of the Elements of Trust

Studies should be undertaken to define the elements of trust. An example of the ele-
ments of trust generated for consideration are presented in Table 4.1.



Trust Development and Management in Virtual Communities 273

Defining Trust Building and Maintenance Process4.3

Each virtual community member should define processes for trust building and
maintenance process. Research from [13] for example has examined and defined a
five-stage process of building trust presented in Table 4.2. These processes overlap
and are reinforced, but there is a level of shift over time. The initial expectation of
trust is based on the transference of members - both in face-to-face and virtual com-
munities- followed by the intentionality process driven by personalisation. Over time,
information gleaned from virtual interactions will evoke the predictability and capa-
bility processes. For most of the virtual community’s life, all these processes are
likely to operate in concert in developing trust. Although, [13] has taken a pragmatic
assumption that building trust is a linear progression. Yet, at the same time, because
of the fact that trust may break down and have to re-start, the linear progression of
trust may be inhibited. Thus, in each of the linear stages of building trust, there should
be a mechanism for its maintenance.

4.4 Development of Secure Infrastructure to Support Trusted Virtual
Communities

We must develop guidelines for the construction of secure infrastructure, which will
help to support the development of trusted virtual communities. We need to look in
further detail at the level of security required to provide a secure environment for
members of trusted virtual communities and if indeed security in any form is actually
required in differing environments. Security factors which must be assessed in the
creation of trusted virtual communities are presented in Table 4.3.
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4.5 Development of Trust Development and Management Frameworks

Development of trust management frameworks and tools should not be merely seen as
a cryptographer’s problem in ensuring a trust within virtual communities. While, the
authors recommend for proper implementation of security infrastructure, other issues
such a policies, legal and financial issues should be integrated to any framework or
tool for trust development and management.

5 Conclusions and Future Work

Developing and managing trust online is not a straightforward task. The absence of
face-to-face contact makes the sources of trust in virtual communities fundamentally
different. This paper has discussed the potential benefits and barriers to the introduc-
tion of trust development and management in virtual communities. Mechanisms for
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building and managing such a trusted virtual community has been proposed and pre-
sented. Mechanisms presented in the paper are at a high level and conceptual, further
research will be carried out in order to formalize, test and implement the model.

The authors have submitted grant applications to the UK Engineering and Physical
Sciences Research Council (EPSRC) and UK Economic and Social Research Council
(ESRC) to generate financial support towards the development of a trust development
and management framework.
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Abstract. This paper advances a framework for analysing and managing com-
munity trust relations. The framework is based upon an analysis of the evidence
for different forms of trust in community relations and of the experiential di-
mensions of community relations that promote trust levels. It features a com-
munity trust cycle, a trust compact and an experience management matrix which
collectively support managers in addressing the relational dynamics of commu-
nity trust relations. We show that this framework can be used to analyse rela-
tions that are mediated by ICT and that the framework supports the identifica-
tion of opportunities to better promote ICT-mediated trust development and
promulgation.

1 Introduction

We are interested in providing information and communication technologies (ICT) to
mediate the trust-based relationship between communities and participative organisa-
tions and institutions. Specifically, we are engaged in a research programme to iden-
tify principles and develop frameworks that designers and managers of ICT can use
that facilitate community processes and the achievement of community objectives
through the medium of trust.

We view trust as making possible the achievement of community objectives that
would not be attainable in its absence [1], [2]. Lin and Warren observe that trust en-
ables people to form more extensive cooperative networks, and to benefit from the
more extensive cooperation [3], [4]. Community-based trust relations are an expres-
sion (possibly the principal expression) of a community’s capacity to cooperate to
achieve a better quality of life than would otherwise be available if its members acted
merely as individuals.

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 277–290, 2004.
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Within a community individuals relate to a wide range of institutions: families,
voluntary organisations, cultural and community associations, institutions providing
public services and democratic and legislative fora. Relations with and between these
institutions all operate on the basis of some level of mutual trust. Institutions tend to
have a consultative and/or representative function, through which members express
views and seek to exert influence. They also feature some kind of support or service
function which, at its most general, is the medium through which benefits of partici-
pation are realised (emotional support, health care, community housing, social and/or
cultural identity).

Trust allows all parties in a relationship to avoid the transaction costs involved in
enforcing and regulating cooperation through detailed contracts, establishing moni-
toring and regulating bodies, managing litigation and maintaining a legal framework
that is concerned with specifying conditions for cooperation and responding to
breaches of agreement [5].

Further, it is clear that regulatory behaviours have associated opportunity costs.
The diminution of regulatory effort facilitated by trust allows the realisation of op-
portunities, otherwise denied, to engage in new and more diverse community rela-
tions. If, in turn, these new relations are, or come to be, conducted on the basis of
trust, then there is the prospect of something of a ‘virtuous spiral’ of trust promulga-
tion in the community.

This view of trust suggests that one strategy for promoting trust-based community
participation and is to identify the elements of positive trust relations that exist be-
tween members of a community and its participative institutions and thence seek
ways to enhance access to these relations and, indeed, extending this opportunity to
those who are otherwise socially excluded. This is one part of a vision for e-
Democracy which recognises that ICT can mediate relations between community
members and participative agencies.

The remainder of this paper elaborates a framework for managing community trust
relations and illustrates its use in the context of a case study. In section 2 we review
the evidence for the relation between levels of community trust and peoples experi-
ence of community institutions (and public services in particular). In section 3 we use
this analysis to develop a framework for managing trust relations. Section 4 uses the
framework to reflect upon a prominent experiment in ICT-mediated community par-
ticipation undertaken in the London Borough of Camden. Section 5 makes some
concluding remarks and describes future work.

2 Experiential Trust in Communities

In this section we outline the relational basis of trust within communities. We distin-
guish between two forms of trust (horizontal and vertical) and describe the connection
between people’s experience of relations with community institutions and levels of
both these forms of trust.

In addition, we have identified three experiential factors of relations between
community members and service providers that appear to underpin expressed levels
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of trust. The first of these was how well informed people felt in relation to these
community services. The second was the extent to which they felt an enhanced sense
of control in their personal lives as a result of the relationship. The third was the ex-
tent to which people felt they were able to influence provision of services in the
community.

In the remainder of this section we summarise previous work which provides evi-
dence for different forms of trust and for the experiential dimensions of trust in turn.
The results in this section arise from two large-scale community surveys. The South
Yorkshire Social Capital Survey (SYSCS) [6] was designed and supervised by a local
consortium of governmental and non-governmental agencies. Households were ran-
domly sampled and one adult per sampled household was interviewed. Responses
from 4220 individuals were obtained. The Housing and Regeneration in Coalfield
Communities (HARCC) Survey [7] was commissioned by the Housing Corporation
and the South Yorkshire Coalfields Health Action Zone. This postal survey, in which
more than one person per household was sampled, obtained 1341 responses. The
surveys were independent of each other. (For a fuller account, see [8].)

2.1 Horizontal and Vertical Trust

Community-based trust has two distinct components corresponding to so-called hori-
zontal and vertical trust [9]. Horizontal trust arises from relations between family,
friends, neighbours, etc. Vertical trust arises from relations with local councils and
providers of public services (we examined relations with schools, health facilities,
transport, environment, police, civic planning, local amenities, and others). These two
forms of trust appear correlated Having established sound evidence
of two distinct, but correlated, dimensions of community trust, all of our subsequent
analyses treat these trust components independently.

2.2 Experiential Dimensions of Trust

There appear to be at least three experiential dimensions arising from relations be-
tween members of a community and community institutions or agencies. We charac-
terise these components as information, control and influence.

Information. The information component represents the extent to which experience
of any relationship contributes to a person’s sense of being well informed. There is a
strong, positive, relationship between how well informed individuals feel and the
levels of both vertical and horizontal trust expressed.

Control. The control component captures the extent to which the quality of any rela-
tionship contributes to a person’s sense of control in their personal life. This is char-
acterised by an awareness of there being ‘more means to achieve any one goal or
aspiration’, which we have called the ‘opportunity space’. There is a strong, positive,
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relationship between perceptions of personal control and the level of vertical trust
expressed. The relation to horizontal trust is weaker, but still significant.

Influence. The influence component reflects the extent to which a person feels able to
influence decision-making via the relation. Fig. 3(a-b) illustrates the relation between
perceptions of personal influence and levels of trust. There is a strong, positive, rela-
tionship between perceptions of personal control and the level of vertical trust ex-
pressed. The relation to horizontal trust is weaker, but also significant.

3 Framework for Analysing and Managing Internet-Mediated

Community Trust Relations

We have seen that, from the point of view of community relations, two forms of trust
are (partially) determined by three experiential variates. The identification of these
variates, and their role in promoting trust, suggests that they should each be addressed
in planning and managing relations between community members and community
institutions. The framework we present aims to support that objective.

The framework has three elements. The first is a Community Trust Cycle which il-
lustrates the trust-based relation between community members and community insti-
tutions. The second is a Community Trust Compact which is used to negotiate shared
understanding of the trust relationship. The third is the Experience Management Ma-
trix, which supports each party in determining its participative strategy.

3.1 Community Trust Cycle

The Community Trust Cycle (Fig. 1) provides a framework for understanding the
generation and propagation of trust arising from relations within a community [8],
[10]. Horizontal trust is generated and expressed in relations with peers in the com-
munity. Vertical trust is generated and expressed in relations with community institu-
tions. Levels of trust are promoted by a sense of being able to influence the policies
and practice of the community and its institutions. Experience of the support and/or
service function of these institutions and amenities also reinforces trust. In this case,
two experiential factors are at work, the quality and quantity of information available
and the extent to which the support/service relation facilitates a sense of enhanced
control or autonomy in the community.

ICT has a number of distinctive roles in mediating the trust relations in this cycle.
It can contribute to the connectivity of community, e.g., at the level of family, friends,
neighbourhoods, community organisations; it can facilitate contributions to the for-
mation of policy and, of course, to the election of officers/representatives; it can dis-
seminate information about the role of community institutions and can mediate peo-
ples interactions with those agencies.
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Fig. 1. Community Trust Cycle

3.2 Community Trust Compact

The Community Trust Compact is an agreement between the parties to a trust-based
relation that establishes the basis of participation (a compact is a voluntary, as op-
posed to enforceable, agreement). In some cases it may be formally negotiated and
agreed, but in others it may be informal or even assumed. The compact we propose is
structured to reflect Simons’s systems to facilitate empowerment in a relationship
[11]. A similar approach has been used by Duane and Finnegan to develop a man-
agement framework for managing employee empowerment and control in an intranet
[12]. In the contexts considered by Simons, and later by Duane and Finnegan, one
party has both power and authority over another. Accordingly, we have sought to
adapt the scheme to better reflect the fact that the trust-based relationships we seek to
support are between parties who share a more subtle and complex distribution of
power and authority (e.g., consider the power and authority distribution between and
elected council and its electorate, or between a parent and child and a community
crèche).

In Fig. 2, we identify the systems which we believe should pertain. The intended
outcome of the negotiations over this compact is a shared understanding between the
parties as to what services are provided, the values underpinning this provision, the
range of entitlements that are available and how these depend upon responsible and
trustworthy use of them.
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Agreeing and managing the elements of this compact is a significant undertaking,
not least in respect of the effectiveness of communication that is needed if trust is not
to be undermined during the early stages of a relationship. Parties should seek to
nurture the trust relationship, perhaps starting with modest objectives and building
towards a capacity to manage significant engagements [13].

Fig. 2. Activity framework for managing trust-based relations.

3.3 Experience Management Matrix

The Experience Management Matrix is based upon the inter-relation of the three
experiential factors we have identified as contributing to trust, information, control
and influence. The intuition behind the instrument is that the experiential factors we
have identified apply to both parties in a trust-based relationship. Thus, for each
party, there is scope for shaping the overall trust relationship by managing the com-
munication of information, the distribution of control and the deployment of influ-
ence in respect of the other party. This gives rise to nine separate dynamics in the
trust relation, each of which features a range or scale of behaviours that will shape the
experience of the other party (Fig. 3)
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Fig. 3. Experience Management Matrix - nine dynamics arise from the ‘product’ of the three
experiential factors promoting trust in a two-party relationship. The approach each party takes
to the development and management these strategies (triggered by the questions featured in the
cells of the matrix) will determine the experience of the other party or parties in the relation in
such in such a way as to promote or undermine trust.
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To illustrate the use of the matrix, we provide some examples of how these dy-
namics may be elaborated. First, consider the problem of determining an information
strategy that will engender a sense of being well informed in the second party (row 1,
column 1 of the matrix in Fig. 3). Complex organisations need complex structures to
organise the information they need to convey to widely differing parties. Key issues
include determining an appropriate volume of information to be provided (more is not
always better), the quality and depth of the information (e.g. accuracy/clarity/ acces-
sibility), and the scope of the information (e.g. does it cover the most common/basic
requirements, does it extend to special/unusual requirements, does it refer to alterna-
tive, possibly competing, sources of support/service).

Second, consider how the control available to one party can be deployed to induce
a sense of being well informed in the other party (row 2, column 1 of the matrix in
Fig. 3). In relation to provision of information, the experiential scale has two poles:
the first represents a purely reactive strategy for information provision (information is
provided only when asked for), the alternate pole is proactive information provision.

Finally, consider how the deployment of influence may promote a sense of being
well informed (row 3, column 1 of the matrix in Fig. 3). The experiential dimension
in this case ranges from absence or denial of access to information which has been
used to inform policy through to the elicitation of evidence, and provision of a clear
rationale, for current policy. (The positive effect of this strategy is enhanced if the
evidence is seen to be independent.)

4 Applying the Framework

In this section, we shall give an illustration of how the framework may be applied.
The framework can be used in the de novo development of a project. However, as in
this example, it can be used in a ‘sense-making’ context: here we analyse the evolu-
tion of a project designed to enhance access to public advice services in North Lon-
don.

4.1 CamdenNet and CASweb

CamdenNet (www.camdennet.org.uk) provides community groups in the London
Borough of Camden with an online computer presence. CamdenNet allows individual
community groups to:

promote functions and services
publicise events and announce news
hold online discussions
conduct surveys and polls
allow people to download forms, reports, leaflets, etc
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Community sites are self-administered by authorised administrators who configure
the site, manage content and control access.

CamdenNet is an initiative by the London Borough of Camden as part of their
strategy to support the work of local community organisations. Currently, there are
twenty-nine groups using the services. Their fields of interest are diverse, including
ethnic minority cultural associations, Lesbian & Gay associations, elderly groups,
regeneration initiatives, self-help, residents & tenants associations, young peoples’
organisations, parents groups, conservation groups.

Conceptually, CASweb has its origins in CamdenNet but is a distinct project, due
for launch in March 2004. CASweb is an initiative from five Local Authorities (Bor-
oughs) of the London Central Partnership (Camden, Islington, Kensington & Chelsea,
Westminster and City of London), supported by the Office of The Deputy Prime
Minister. The aim of the CASweb project is to improve the quality and accessibility
of public advice services available to residents of the boroughs. The strategy is based
upon use of internet technology to enhance public access to advice services, facilitate
sharing of successful practice between agencies. There is also an aspiration on the
part of the funding bodies to realise efficiencies in advice service provision.

As with CamdenNet, CASweb will provide community advice agencies with an
online computer presence. CASweb provides the same basic tools and capacities as
CamdenNet (see above). However, more interestingly, the architecture of CASweb
has significant enhancements which are specifically designed to promote inter-agency
awareness and communication and cooperation. The most prominent enhancements
are a communication model which features extensive opportunities for dialogue and
discussion between agencies together with a document and knowledge sharing layer.
Viewed by its developers as an Advice Service Portal, CASweb features include pro-
moting awareness of:

most active discussion fora
newest discussion fora
most widely referenced ‘sharable’ documents
most recently posted ‘sharable’ documents
randomly selected news stories from across participants’ sites
randomly selected events from across participants’ sites
a randomly selected ‘featured site’
active member and user surveys & polls
directory of CASweb registered services

Advice agencies apply to the council for access to the CASweb service. The proj-
ect staff supports agencies in designing their site, largely through the provision of
technical training in the use of a range of software tools that the project has devel-
oped. Agency sites are self-administered – each agency registers one or more admin-
istrators who have authority to manage site content and control access.
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4.2 Sense-Making – Applying the Trust Management Framework

The concept and forms of trust, as social capital, which we have explored above,
applies extensively in understanding these projects and, in particular, when interpret-
ing the evolution of the CamdenNet architecture to that of CASweb. This becomes
more evident when we consider this evolution through the ‘lens’ of the framework we
introduced in section 3. We shall apply each element of the framework, in turn.

Cycle of trust propagation. The cycle of trust propagation (Fig. 1) provides a means
by which we identify the relevant community and institutions and the trust relations
and forms of trust which arise therefrom. In the case in point at least three viewpoints
can be taken. The first concerns the trust relation between the borough councils of the
partnership and the community groups and their managers and administrators who
support their individual sites. The second concerns the relation between those who are
individual participants in the community group (in many cases, users of their infor-
mation services) and the community groups/agencies as community institutions. The
composition of these two viewpoints yields a third trust relation, which represents the
relation between community group participants and the borough councils (this is the
relation that is mediated through the auspices of community group/agency). There is
insufficient space in this paper to consider all of these relational perspectives here –
for purposes of illustration we consider only the first.

In both cases, the community layer is populated not by individuals in the commu-
nity but by individual community groups (CamdenNet) or individual advice agencies
(CASweb). In each case, these groups are very diverse. They vary in many degrees
e.g. of specialisation, professionalisation, funding basis, etc. Further, the groups and
agencies vary in the nature and quality of their relations between each other; not least
because the social, legal, political and economic environment they operate in produce
both cooperative incentives and competitive tensions [13]. The promotion of trust,
and specifically horizontal trust, between these community groups/agencies will be a
significant enabler for sharing of successful practice.

The Borough Councils of Camden and of the London Central Partnership consti-
tute the institution element of the model, respectively. The relationship between
community groups/advice agencies and borough councils can be complex. For exam-
ple, many advice agencies will seek to preserve an identity that is independent of their
local council (not least because they may advise individuals in relation to council
services). Hence, the introduction of infrastructual support, in the form of CASweb,
by the five councils of the partnership, is not without its derivative tensions.

Vertical trust derives from the community groups’ experience of the Camden-
Net/CASweb ‘service’. The project workers address the issues of promoting a sense
of being well-informed and sense of enhanced control through the provision of train-
ing a support of site administrators and of granting those administrators a high level
of autonomy in managing their respective sites.

Trust Compact. CamdenNet and CASweb may be compared using the Trust Com-
pact (The results are presented in Fig. 4).
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Fig. 4. Trust Compact used to compare projects.

Experience Management Matrix. Finally, we shall apply the Experience Manage-
ment Matrix in making the comparison. The result of this is presented in Fig. 5.



288 M. Grimsley, A. Meehan, and A. Tan

Fig. 5. Experience Management Matrix comparison of the CamdenNet and CAS web projects
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The framework has served to clarify the trust-relations at work in both projects.
Applying the Community Trust Cycle introduced an important distinction to be made
when identifying ‘the community’. On this occasion, we have avoid the possible
confusion between a community of groups/agencies with the community of individ-
ual users of those bodies (these relations should be analysed separately).

The components of the Trust Compact indicate that, for both projects, there may
be something to be gained from making more explicit many of the values, boundaries,
incentives, etc. that are currently implicit. Indeed, the communication that is neces-
sary between all parties involved in such a task will, when managed appropriately,
promote trust levels and cooperation.

The completion of the Experience Management Matrix indicates that the thrust of
the CASweb development has been two-pronged: enhancing a sense of control in the
participating agencies by increasing the space of possible actions they can take, with a
clear emphasis on actions that constitute cooperation with other agencies, thus pro-
moting horizontal trust; enhance a sense of influence by responding to expressed
needs. These are important developments but the absence of comparable develop-
ments in relation to the other experiential dynamics points to a future agenda.

5 Conclusion and Future Work

On the basis of earlier research which identified different forms of trust within a
community, and of the experiential dimensions of community relations that appeared
to promote trust levels, we have advanced a framework for analysing and managing
community trust relations. The framework features a community trust cycle, a trust
compact and an experience management matrix which collectively support managers
in addressing the relational dynamics of community trust relations. We have shown
that this framework can be used to analyse relations that are mediated by ICT and that
the framework supports the identification of opportunities to promote trust develop-
ment and promulgation.

Future work will focus upon evaluating the medium and long-term effectiveness of
the CASweb service (launched in March 2004) in terms of promoting trust-based
expressions of cooperative behaviour between participating agencies.
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Abstract. There is no consensus about the definition of the concept of
trust. In this paper formal definitions of different kinds of trust are given
in the framework of modal logic. This framework also allows to define a
logic for deriving consequences from a set of assumptions about trust.
Trust is defined as a mental attitude of an agent with respect to some
property held by another agent. These properties are systematically anal-
ysed and we propose 6 epistemic properties, 4 deontic properties and 1
dynamic property.
In the second part of the paper more flexible notions of trust are in-
troduced: qualitative graded trust, trust defined in terms of topics and
conditional trust.

1 Introduction

The concept of trust is quite complex, it can be interpreted in many different
ways and there is no consensus about its definition [10,12,14,13,15,7,11,6]. That
is the reason why we believe it is interesting to propose clear definitions that
can be accepted, or rejected, but whose meaning is not a matter of discussion.
That is the main purpose of this paper, and that is why the formal definitions
are presented in formal logic.

In fact, we see three different kinds of problems related to trust. The first
one is to define the facts that support trust. Trust can be supported by series of
observations, or by reputation, or by an analysis of the situation. For example,
one may trust a supplier about his capacity to deliver goods in time because he
observed that in the past goods have been delivered in time, or because many
people say that there are delivered in time, or because he knows the details of
the supplier’s organisation and he can conclude that there are good reasons to
believe that they are delivered in time.

The second problem is to find the appropriate rules to derive consequences
of a set of assumptions about trust, where the assumptions may be supported
by the kinds of techniques we have mentioned just before.

The third problem is to use information about trust to take decisions. For
example, if a manager has to assign a task to an employee he may select the
employees in function of his trust about their capacities. We can say that in

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 291–303, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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general trust is used to complete our lack of information. It is better to have
uncertain information derived from trust than to have nothing.

In this paper, in addition to a formal analysis of the definition of trust, we
concentrate on reasoning about trust. That is we ignore the first and the third
problems. Notice that the three problems can be investigated independently.

The starting point of our analysis is that trust is a mental attitude of an
agent with respect to another agent 1. Here we take agent in a very broad sense.
An agent may a human agent or an artificial agent like a robot, or a sensor, or
a program.

This attitude is a sort of belief about some property of an agent. Here we
distinguish what we call belief, strong belief and knowledge. We say that an
agent believes that some proposition holds if he has some justification for this
belief and he believes that his justification may be wrong. For example, I believe
that John is not at the University because his car is not at the parking. I know
that sometimes John comes using a bicycle, therefore I may be wrong, but this
justification is better than complete ignorance and it is enough to support my
belief.

We say that an agent strongly believes that some proposition holds if he has
some justification for his belief and he believes that this justification is true,
though in reality it may be false. For example, I strongly believe that John is
at the University because his car is at the parking and I believe he his the only
driver of his car.

Finally, we say that an agent knows that some proposition holds if he has
some justification for his knowledge and this justification is a true justification.
For example, I know that John is at the University because I see him.

In the context of trust no information can be taken as a true information in
the sense of knowledge. Then, if we say that some agent trusts with respect to
some property that means that a strongly believes that satisfies this property.

Now we can make more specific which kind of property may be trusted. In
a previous work [4] we have only considered epistemic properties, like sincerity
and credibility (see also [3]). Here we have also considered deontic properties like
honesty, and dynamic properties like capacity.

In the section 2 of this paper we analyse epistemic properties, and in the
section 3 we analyse deontic and dynamic properties. Finally, in the section 4
more flexible definitions are proposed. They include qualitative graded trust,
synthetic trust about topics and conditional trust.

2 Trust about Epistemic Properties

To define epistemic properties we consider to what extend one of the following
facts implies another one. These facts are denoted by:

1 Here we take inspiration from a talk given by Andrew J.I. Jones in an informal work-
shop organised at the University of Lisbon in September 1997. One of his intuitive
ideas is that “agent trusts agent if believes that will act in accordance with
a norm which believes accepts”. More details can be found in [9].
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it is the case that
the agent believes that is the case.
the agent has informed the agent that is the case.

Then, the epistemic properties are defined as follows.
Sincerity. The agent is sincere with regard to for iff if informs

about then believes This property is formally represented by:

Cooperativity. The agent is cooperative with regard to for iff if
believes then informs about That intuitively means that does not hide

to This property is formally represented by:

Credibility. The agent is credible (or competent) about iff if believes
then is the case. This property is formally represented by:

Vigilance. The agent is vigilant about iff if is the case then believes
For example, in an airport the fact that an air traffic controller is vigilant about
the fact that some aircraft has landed means that if the aircraft has landed the
controller believes that it has landed. This property is formally represented by:

Validity. The agent is valid with regard to for iff if informs about
then is the case. For example, if the agent is a sensor used to detect that

a door is open, is valid about the fact that the door is open means that if
sends the information that the door is open, then it is the case that the door is
open. This property is formally represented by:

Completeness. The agent is complete with regard to for iff if is the
case then informs about In the example of the sensor that means that if
the door is open then the sensor sends the information that the door is open.
This property is formally represented by:

Notice that all these definitions are defined in terms of implications. It may
be tempting to define them in terms of conjunctions. For example, one could
consider a definition of credibility of the form However, it is clear that
the fact that is not credible means that believes and is not the case,
which is represented by which is logically equivalent to the negation
of and it is not equivalent to the negation of The same
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argument can be used to convince ourselves that the other definitions must also
be defined with an implication.

It can also be noticed that all these properties are pairwise independent.
For example, an agent may be sincere and not cooperative, and he may be as
well cooperative and not sincere. However, three, or more, properties may be
related. For example, validity is a consequence of sincerity and credibility, and
completeness is a consequence of vigilance and cooperativity (see section 2.3).

2.1 Formal Definitions of Trust

Now we can define trust about these properties. We adopt the following notation:
the agent a strongly believes that is the case.

For the formal definitions we consider a modal propositional language with
the modal operators we have presented above (see [2]).

We say, for example, that the agent trusts for his sincerity about iff
strongly believes that is sincere about

Trust is a mental attitude that is expressed in terms of strong beliefs because
if the agent does not believe that his justifications are true justifications, then
that means that may have some doubts about sincerity, and in that case
we cannot say that really trusts

Trust of the agent with regard to about for the property prop is denoted
by Then, trust for sincerity, cooperativity, credibility, vigilance, va-
lidity and completeness are respectively denoted by:

and Their formal definitions
are:

The formal definitions of the epistemic properties can be criticised because
they are based on the material implication. That leads to a well known paradox.
For example, for the definition of sincerity we can infer that is sincere with
regard to for in the situation where has not informed about (i.e. when
we have In other terms, an agent who says nothing is sincere.
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The intuitive definition of sincerity should be that in every circumstances
where informs about then believes This raises the well known issue of
the formal representation of entailment which has no satisfactory solution.

To avoid too complex definitions we have accepted material implication, but
since in the definition of trust the material implication is in the scope of the
modal operator the consequences are less dramatic. Nevertheless, if strongly
believes that it is not the case that has informed about
then we can infer that trusts about sincerity. In the section 4, for the
formalisation of graded trust we have used a conditional connective that avoids
these problems.

2.2 Axiomatics

In addition to the axiom schemas and inference rules of propositional logic we
have the following axiom schemas and inference rules.

The modal operator obeys the system (KD) (see [2]). Then, in addition
to the necessitation rule we have:

The modal operator obeys the system (KD) plus the axiom schema (KT).

The schema (KT) intuitively means that believes that what he believes is
true. That is, has no doubt about the truth of This schema characterises
the notion of strong belief.

The modal operator is not a normal operator it is a classical operator
according to Chellas’s classification [2]. For this operator we only have the rule
of substitutivity of equivalent formulas.

These modal operators are not independent. In particular strong beliefs are
a special kind of beliefs. Then, we have:
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Also it is assumed that communication between the agents works perfectly
well in the sense that each agent knows which message has been sent or has not
been sent. Then we have:

2.3 Logical Properties

As mentioned before trust about validity and about completeness are not inde-
pendent of trust about other properties. We have:

It is also interesting to see what can be infered from the performance of the
communication action depending on what the agent trusts. We have:

These properties show that we can infer information from the fact that has
not informed about in a similar way as we can infer information from the
fact that has informed about

If we analyse the properties that relates trust for compound formulas of the
form or in function of trust for and we see that these properties
are very weak.

For the conjunction we have the following property if prop = cred or prop =

If for the modality we accept the axiom schema of monotonicity (M)
the property holds for prop = val and prop = sinc,

and if we accept for this modality the axiom schema of closure (C)
the property holds for prop = comp and prop = coop.

Acceptation of (M) and (C) comes to accept that saying and independently
has the same consequences as saying

Notice that the following implication never holds 3.

2

3
We omit the proofs since they are very simple exercises.
This is a bit surprising. For example, if trusts for his credibility for (i.e.

we might expect that trusts for his credibility for
(i.e. The reason why this property does not hold is that even if the
set of worlds where we have is included in the set of worlds where we have

we cannot infer that the set of worlds where we have is included in the
set of worlds where we have

vigi
2
:
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For the disjunction we have no property. That is does not
imply and does not imply

For the negation the only property that holds is:

If we accept the axiom schema the property
holds. However, this axiom schema can be accepted only for

the agents who have complete beliefs. If they have incomplete beliefs it leads to
contradictions 4.

It is tempting to think that trust should be transitive. In fact, and this shows
the benefit of formal definitions for reasoning about trust, this is not the case.

For example, if we assume that trusts about sincerity with regard to
for and trusts about sincerity with regard to for should we infer

that trusts for sincerity with regard to for The answer is “no”.
Indeed, in formal terms the question is: does and

implies It is easy to define a counter ex-
ample. Intuitively we can understand that from we can infer nothing
using trust about and trust about

However, if says to that is sincere with regard to him for and if
trusts that is valid for what said, then it can be infered that trusts that
is sincere with regard to for

The formal proof below shows that from the hypothesis (H1) and (H2) we
can infer
(H1)
(H2)

(1)
(2)
(3)
(4)
(5)
(6)

(H1), (Definitions)
(H2)

(OBS1)
(2), (3), (MP)

(1), (4), (K)
(5), (Definitions)

3 Trust about Deontic and Dynamic Properties

To define deontic properties we analyse the possible links between the actions
performed by the agents on one hand, and the obligations to perform actions
on the other hand. The intuitive goal of this analysis is to define the deontic
properties of the agents with regard to their fulfillment of a given regulation. We
adopt the following notations:

the agent brings it about that
it is obligatory that

As usual permission is defined in function of obligation. We have
and is read: it is permitted that

4 For example, if the agent only believes we can infer and and
then which contradicts
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We first analyse the links between the fact that brings it about that and
the fact that it is obligatory that brings it about that

Obedience. The agent is obedient for bringing it about that iff if it is
obligatory that brings it about that then brings it about that In short
terms, does what is should do. This property is formally represented by:

Laziness. The agent is lazy for iff if brings it about that then it is
obligatory that brings it about that We call this property “laziness” because,
by contraposition, if it is not obligatory that brings it about that then does
not brings it about that In other terms only does what he is obliged to do.
This property is formally represented by:

Notice that this definition is logically equivalent to
Now we analyse the links between the facts represented by and
Active. The agent is active for iff if it is permitted that brings it about

that then brings it about that Intuitively that means that performs an
action as soon as it is permitted to perform this action. This property is formally
represented by:

Honesty. The agent is honest for iff if brings it about that then it is
permitted that brings it about that Then, an honest agent only does what
it is permitted to do. This property is formally represented by:

Trust about obedience, laziness, active and honesty are respectively denoted
by: and We have the formal
definitions:

The axiomatics for reasoning about these properties is defined as follows.
5 Since we are interested by individual properties we have not considered the links

between the facts represented by and

5.
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For the operator O we have adopted the simplest logic which is the standard
deontic logic (more sophisticated deontic logics can be found in [1]). This logic
is formalised by a (KD) system. Then, we have:

The operator is a classical operator. It is assumed that this operator is a
success operator. Then, we have the inference rule and axiom schema:

To analyse dynamic properties we have introduced the modal operator
(see [8]). The sentence can be read: the agent attempts to brings it about
that We consider below the links between the facts represented by and

Ability. The agent is able to bring it about that  iff if is in the context
that makes possible to bring it about that p 6 and attempts to bring it about
that then is obtained. This property is formally represented by:

Of course, in this definition denotes a prepositional constant, not a prepo-
sitional variable like in the axiom schema (T).

The property formally represented by means that if is the case
then the agent attempts to bring it about that This corresponds to no
property which has an intuitive meaning.

Trust about ability is denoted by and it is defined by:

The modal operator is a classical operator that obeys the inference rule:

4 More Flexible Definitions of Trust

4.1 Graded Trust

In section 2 the definitions of trust have the general form: For
example, for sincerity we have The intended meaning is that

strongly believes that in all the circumstances where we have we also have
6 We would like to thank the anonymous referee who pointed out the necessity for an

agent to be in a given context to be able to exercise his ability.
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That is, the set of worlds (compatible with what a strongly believes) where
we have is included in the set of worlds where we have In most of the
real situations our trust is less rigid and we strongly believe that the first set is
“more or less” included in the second set.

To formalise this notion of “more or less” included we have introduced the
connective which is indexed by the “level of inclusion” The formula
intuitively means that entails at the level

The semantics of this connective is defined in a similar way as the conditional
connective defined in [2]. For a given world of a given model M we have:

iff
where denotes the set of worlds such that

In a model a function has to be defined for each level A very particular
case might be to define like a probability, that is to have: iff

where denotes the cardinality of the set However,
in many applications such quantitative levels have no intuitive meaning and we
propose to have only qualitative levels for which is defined a partial order relation
denoted by

For the different kinds of properties prop we denote the level of trust by
and we have definitions of the form:

For example, in the case of sincerity we have:

We think that a possible method to assign an intuitive meaning to each
level is to assign some particular agent to each level and to use these agents as
references for each level.

For example, if the agent is used as a reference for the level with regard
to some proposition it is possible to assign the level to another agent if
trusts in the same way (at the same level) as trusts More formally, if is
the reference for the level we should have iff

The consequences of graded trust are graded beliefs. We adopt the notation:
the agent believes at the level that is the case.

If we have from we can infer but if we have
from we can only infer the weaker consequence Then, we have the
following axiom schema:

7 In the definition of conditionals in [2] we have in the satisfiability condition
A consequence of this definition is that we have

(see the rule RCK in [2]) and we do not want this
property for the connective Indeed, in the connective expresses to
what extend the fact that a world is in entails the fact that this world is in

If we accept the definition given in [2] from we can infer
and in general the “strength” of the entailment in is not the same as its
strength in
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The links between graded beliefs and strong beliefs are defined by the fol-
lowing schemas:

If
For every

4.2 Trust with Respect to Topics

In general trust is not specific to a proposition  Rather an agent trusts another
agent for all the propositions related to a given topic. For instance, the agent
may trust with respect to his validity for all the propositions that are about
the topic “nuclear”.

In [5] Demolombe and Jones have defined the property:
the sentence named by “p” is about the topic

and they have defined a logic for reasoning about sentences of the form
This logic is weaker than a classical logic. The only inference rule is:

where V denotes the set of propositional variables in
We denote by the fact that trusts with respect to prop for

the topic and we have the formal definition:

Moreover, it is quite natural to define a structure over the set of topics with
the notion of specificity. We denote by isa the fact that the topic is more
specific than For example, the topic “nuclear weapon” is more specific than
the topic “nuclear”. According to this structure we adopt the axiom schema:

4.3 Conditional Trust

There are many situations where an agent trusts another agent only in some
particular circumstances. For instance, let us suppose that the agent is the
sensor that detects that the door is open. An agent may trust with regard
to his completeness for the fact that the door is open (represented by only if
the electric power is on (represented by

This kind of trust is formally represented by
In general, the fact that trusts for in the circumstances represented by

is denoted by and we have the formal definition:

where  is any property about of the kind that we have seen in the
section 2 or 3.
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It is worth noting that conditional trust would not be correctly represented
by: because what the agent trusts depends on what he
strongly believes (i.e. and not on the fact that really holds (i.e.

We have the intuitive property:

5 Conclusion

We have defined trust as a mental attitude of an agent with respect to another
agent which has been called strong belief. We have shown that this property
may be an epistemic, a deontic or a dynamic property.

These properties have been systematically analysed in the framework of
modal logic. The technic was to consider facts represented by and
for epistemic properties, facts represented by and for deon-
tic properties, and facts represented by and for dynamic properties. An
axiomatic characterisation has been given for the modal operators involved in
these definitions.

This analysis has allowed to “rediscover” some intuitive properties and to
exhibit some of them that are non trivial.

At the beginning trust is defined for a specific fact and we only consider
two situations: an agent trusts, or does not trust, another agent. In the sec-
ond part of the paper have been introduced more flexible definitions that are
closer to the definitions used in practical applications. Graded trust allows to
represent several qualitative levels of trust. Trust about topics allows to define
more generic trust. Finally, conditional trust allows to relativize trust to some
particular circumstances. These extensions of the notion of trust could be easily
combined to define, for example, graded trust defined in terms of topics.
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Abstract
1
. The aim of this paper is to provide a theory of the role trust plays in

knowledge sharing processes, by exploiting a cognitive model of the goals and
beliefs of an agent involved in the decision of passing and/or accepting
knowledge2, and a related model of the symmetrical or asymmetrical trust
relationships within a group (Trust-Nets). This theory is based on the claim that
trust is a fundamental mediator in knowledge sharing, so as most authors
studying Knowledge Management assert. Anyway they do not analyse the
relationship between trust and knowledge circulation theoretically, what is the
objective of our work. Considering knowledge sharing as a decisional act
founded on two different socio-cognitive actions: to pass knowledge and to
accept knowledge, we build a cognitive model of agent’s mind when passing or
accepting it, that is a list of his/her goals and beliefs in accordance with which
s/he decides if sharing knowledge or not; several of them are trust ingredients.
Thus, trust - as mental attitude (a specific set of beliefs and expectations) -
comes into play in knowledge sharing process. However, in our analysis trust is
not only a subjective disposition (towards others) but it is also an act (the act of
trusting somebody) and a social (more or less stable) relationship. This is why
we also analyse trust relations not in mental terms but in structural-relational
terms, as a net of “channels” for knowledge circulation.3

1 This research has been carried out within the PAR research project of University of Siena
and the TICCA project (Trento ITC) as for the trust net and knowledge management, and
within the European Alfebiite project as for the basic model of trust. I would like to
acknowledge Rosella Postorino’s contribution: during her thesis (I was the supervisor of), she
was both collecting data in a real business organization (I thank dott. Thomas Schael for
supervising her in this activity) and discussing and working with me about knowledge
management theories and trust. Many thanks also to Rino Falcone and Maria Miceli for
discussions and comments.

2 For an extended theory of this – also based on an empirical investigation - see Castelfranchi
& Postorino “Trust Relationships and Knowledge Sharing in Organizations” (in
preparation).

The two reference models we take into consideration in our work are: the socio-cognitive
model of trust developed for socio-psychological, organisational and computational studies
by Castelfranchi and Falcone, and Knowledge Management studies.

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 304–318, 2004.
© Springer-Verlag Berlin Heidelberg 2004

3
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1 The Knowledge Management Perspective and the Issue of Trust

Knowledge Management is a discipline which considers knowledge as the most
important organization’s resource and as a strategy whose objective is to collect,
manage and put knowledge in action, so that it circulates and develops continuously.
Managing and diffusing an enterprise’s knowledge capital determines the innovation
of products, processes, organisational models and answers to the customers improving
its competitive position. This kind of knowledge concerns creativity, problem solving,
disposition to dialogue, uncertainty management and sensitiveness towards cultural
context in which the organisation operates.

We assume as references in this domain two of the most relevant contributions to
organisational knowledge studies; those provided by Nonaka & Takeuchi (1995) and
Davenport and Prusak (1998).

Nonaka & Takeuchi affirm that knowledge creation core is the conversion of tacit
knowledge in explicit one and vice versa. The knowledge distinction in tacit and
explicit dates back to Polanyi (1967) who defined tacit knowledge as personal,
peculiar of a context and therefore hard to be codified comparing it to explicit
knowledge that is only the ice-berg peak of the whole knowledge corpus and can be
on the contrary codified and transferred through a formal and systematised language.
The two “epistemological” (Nonaka & Takeuchi, 1996) knowledge dimensions are
complementary. Knowledge can be created and diffused just through their continuous
interaction, that is Knowledge Spiral. Knowledge creation process is also the creation
of Ba (Nonaka, Konno & Toyama, 2001), the specific time and space where
interactions and interpersonal relationships from which knowledge cannot be
separated take place: it is the platform where knowledge concentrates.

The four modalities of knowledge conversion are:
1.

2.

socialization: conversion of tacit knowledge in tacit one through the building of an
interaction field where organisation members can exchange experiences and share
mental models. It is the modality of originating ba, where members meet face-to-
face and share emotions and feelings like care including also commitment, love
and trust;
externalisation: conversion of tacit knowledge in explicit one through dialogue,
using metaphors and analogies. It is the modality of dialoguing ba and of peer-to-
peer interaction;
combination: the elaboration of knowledge through knowledge networks enabling
collaboration also thanks to information technology (systematising ba);
internalisation: the conversion of explicit knowledge in tacit one through the
process of learning by doing “on the site”: in a shared time and space where
focused training with colleagues and senior members helps to underline specific
mental patterns (exercising ba).

3.

4.

In “high care” organisations members tend to bestow knowledge: they form a social
network supporting the individual who is not afraid to ask help in performing his/her
task because all members share “care” value and are accessible at every level.
Members are indulgent towards errors (idem), because sharing the value of learning
and developing new knowledge, important not for power gaining but for the
satisfaction of a common goal: problem solving and task performing, that is the base
of strict cooperation (Castelfranchi, 1998). In this view the relevance of trust in
knowledge creation process is evident, even though not analytically explicated. In fact
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every such step of this ‘knowledge conversion’ requires trust. Sharing knowledge
(both in ‘externalisation’ and in ‘combination’) is a specific action, due either to
personal purposes (for personal advantages) or to shared objectives and values
(cooperation for common goals), or to role duties, or finally to habits and routines. In
all these different motivational sets some form of either implicit confidence (in
routines and habits, or in role playing) or of explicit trust evaluations (of the others
and of the context) is always needed. Analogously, in ‘socialisation’ a trust
atmosphere (see §4.) is both the result and the condition of the process; while
‘internalisation’ presupposes trust in the senior member one is adopting as a model,
and in the established practices.

Davenport and Prusak (1998) consider knowledge as a changeable mix of
structured experiences, values, information about the context and intuitions coming
from experience, providing a model where new information and experiences are
incorporated. It finds itself in individuals’ heads and is embedded in organisation’s
documents, routines, processes, practices and norms. It is different from information
but derives from it so as information differs from data but is formed by them. The
authors stress the importance of trust in Knowledge Management sustaining that it
supports the “knowledge market”. This market is based on reciprocity, reputation and
altruism working effectively only thanks to trust, that must be visible (members must
see that passing their knowledge people receive real acknowledgement: they must
experience reciprocity directly); ubiquitous (because if even one part of internal
knowledge market is not trustworthy, the whole market becomes asymmetric and less
efficient) and must come from the top (if top managers are not perceived as
trustworthy from members but exploiting others’ knowledge for personal incomes a
distrust atmosphere will spread in the organisation, while if their image is positive this
will influence also the whole organisation’s perceived trustworthiness). Trust must be
promoted through frequent face-to-face meetings.

Knowledge management is characterised by three processes: generation,
codification and transfer of knowledge, that can often be inhibited by friction
factors: first of all the lack of trust, whose remedy is the establishment of relationships
and personal contacts among people sharing the same culture and language.

Other authors writing about Knowledge Management emphasise the importance of
trust. Sveiby (1996) considers trust the crux of knowledge sharing and suggest to
invest in human resources, encouraging meetings among members working at the
same projects, promoting dialogue and pleasant environments where good
relationships without fear can grow. Gundry (2000) affirms that trust is necessary for
communication, knowledge exchange and information sharing typical of cooperative
team work. He underlines the circular relation between knowledge sharing and trust:
if trust helps information exchange, people tend also to trust persons who share
knowledge more than others.

Notice that all these authors make clear statements about the crucial role of trust
and correctly focus on the issue, but they are rather generic and vague. Not having a
well defined model of trust they cannot account for how and why precisely trust
mediates and “is the crux” of knowledge sharing and management.

A definitely richer contribution to our theme is provided by Jones and George
(1998). They distinguish trust in conditional and unconditional, considering the latter
as the ideal condition for knowledge sharing in an organisation. They argue that an
agent starts a trust interaction with another behaving as if s/he trusts him/her: it’s a
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“by default” and blind trust, the first step of a potential interaction that helps a future
trust relationship establishment4 more than starting with diffidence; the “null degree”
trust is conditional trust: it induces agents to interact until they behave correctly,
promoting future interactions until they develop positive feelings and opinions about
others’ trustworthiness; the highest form of trust is unconditional trust based on
values sharing: the more agents interact the more they understand to share the same
values, so they do not trust “by default” as before, but because they experienced
directly other’s trustworthiness and his/her adoption of their same values. This kind of
trust encourages cooperation not only because it supports colleagues in following a
common goal as conditional trust does, but also because it lets them feel at ease in
asking help or knowledge: if all members share the value of cooperativeness, then
nobody should feel inadequate or threatened for his/her position of “dependence”.
Moreover, the belief of sharing the same values incites the agent to sacrifice his/her
personal interest and to trust unconditionally colleagues who become even friends. In
the end, since tacit knowledge is embedded in social interactions and transferred by
them and since social interactions are supported by unconditional trust, then tacit
knowledge sharing is possible until members trust each other unconditionally.

This distinction is very interesting, even though the meaning of ‘unconditional
trust’ is not so clear: is it trust without evidences justifying it or is trust without
control or is trust without counterpart? Anyway, it is sure that values sharing – but
only when values are prosocial - facilitates trust relationships: other’s behaviour is
more predicable, because the agent can attribute to colleagues the same values s/he
adopts. In the end, even though Jones sand George do not explicate it theoretically, it
is deducible that unconditional trust is less expensive than conditional one, which
needs information, accepts less risk and is always subject to control. We will discuss
this issue later.

2 What Trust Is: A Socio-cognitive Model

The Socio-Cognitive model of trust (for a more complete presentation see
Castelfranchi and Falcone 1998;2000;2002; Castelfrabchi & Tan, 2001; Falcone and
Castelfranchi, 2001) is based on a portrait of the mental state of trust in cognitive
terms (beliefs, goals). This is not a complete account of the psychological dimensions
of trust: it represent the most explicit (reason-based) and conscious form. The model
does not account for the more implicit forms of trust (for example trust by default, not
based upon explicit evaluations, beliefs, derived from previous experience or other
sources) or for the affective dimensions of trust, based not on explicit evaluations but
on emotional responses and an intuitive, unconscious appraisal.

The word trust means different things, but they are systematically related with each
other. In particular, three crucial concepts have been recognised and distinguished not
only in natural language but in the scientific literature. Trust is at the same time:

a mere mental attitude (prediction and evaluation) towards an other agent, a simple
disposition;

4 Because trust creates trust (Falcone & Castelfranchi, 2001). This default attitude has been
proved for ex. by Axelrod to be a good precondition for promoting cooperation even among
self-interested agents.
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a decision to rely upon the other, i.e. an intention to delegate and trust, which
makes the trustor “vulnerable”{6};
a behaviour, i.e the intentional act of trusting, and the consequent relation between
the trustor and the trustee.

In each of the above concepts, different sets of cognitive ingredients are involved in
the trustier’s mind. The model is based on the BDI (Belief-desire-intention) approach
for modeling mind, that is inspired to the Bratman’s philosophical theory. First of all,
in the trust model only an agent endowed with both goals and beliefs can “trust”
another agent. Let us consider the trust of an agent X towards another agent Y about
the (Y's) behaviour/action relevant for the result (goal) g when:

X is the (relying) agent, who feels trust; it is a cognitive agent endowed with
internal explicit goals and beliefs (the trustier);

Y is the agent or entity which is trusted (the trustee);
X trusts Y about and for

In the model Y is not necessarily a cognitive agent (for instance, an agent can -or
cannot- trust a chair as for as to sustain his weight when he is seated on it). On the
contrary, X must always be a cognitive agent: so, in the case of artificial agents we
should be able to simulate these internal explicit goals and beliefs. For all the three
notions of trust above defined (trust disposition, decision to trust, and trusting
behaviour) we claim that someone trusts some another one only relatively to some
goal (here goal is intended as the general, basic teleonomic notion, any motivational
representation in the agent: desires, motives, will, needs, objectives, duties, utopias,
are kinds of goals). An unconcerned agent does not really “trust”: he just has opinions
and forecasts. One trusts another only relatively to a positive expectation, i.e. for
something s/he wants to achieve, that s/he desires. If x does not have any concern and
goal, she cannot really decide, nor care about something (welfare): she cannot
subjectively «trust» somebody. Second, trust itself consists of beliefs.

2.1 A Cognitive Anatomy of Trust

Since Y’s action is useful to X (trust disposition), and X has decided to rely on it
(decision to trust), this means that X might delegate (act of trusting) some action/goal
in his own plan to Y. This is the strict relation between trust disposition, decision to
trust, and delegation.

The model includes two main basic beliefs (evaluations) (we are considering the
trustee as a cognitive agent too):

Competence Belief: a sufficient evaluation of Y’s abilities is necessary, X should
believe that Y is useful for this goal of its, that Y can produce/provide the expected
result, that Y can play such a role in X’s plan/action.
Willingness Belief: X should think that Y not only is able and can do that
action/task, but Y actually will do what X needs (under given circumstances). This
belief makes the trustee’s behaviour predictable.

Another important basic belief for trust is:
Dependence Belief: X believes -to trust Y and delegate to it- that either X needs it, X
depends on it (strong dependence), or at least that it is better to X to rely rather than
do not rely on it (weak dependence). In other terms, when X trusts someone, X is in
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a strategic situation: X believes that there is interference and that his rewards, the
results of his projects, depend on the actions of another agent Y.

Obviously, the willingness belief hides a set of other beliefs on the trustee’s reasons
and motives for helping. In particular, X believes that Y has some motives for helping
it (for adopting its goal), and that these motives will probably prevail -in case of
conflict- on other motives, negative for it. Notice that motives inducing to adoption
are of several different kinds: from friendship to altruism, from morality to fear of
sanctions, from exchange to common goal (cooperation), and so on (figure 2). This is
why, for example, it is important to have common culture, shared values, the same
acknowledged authorities between trustier and trustee.

2.2 Internal vs. Environmental Trust

Another important characteristic of the socio-cognitive model of trust is the
distinction between trust ‘in’ someone or something that has to act and produce a
given performance thanks to its internal characteristics, and the global trust in the
global event or process and its result which is also affected by external factors like
opportunities and interferences. Trust in Y (for example, ‘social trust’ in strict sense)
seems to consists in the two first prototypical beliefs/evaluations identified as the
basis for reliance: ability/competence (that with cognitive agents includes knowledge
and self-confidence), and disposition (that with cognitive agents is based on
willingness, persistence, engagement, etc.). Evaluation about external opportunities is
not really an evaluation about Y (at most the belief about its ability to recognize,
exploit and create opportunities is part of our trust ‘in’ Y). We should also add an
evaluation about the probability and consistence of obstacles, adversities, and
interferences. Trust can be said to consist of or better to (either implicitly or
explicitly) imply the subjective probability of the successful performance of a given
behaviour  and it is on the basis of this subjective perception/evaluation of risk and
opportunity that the agent decides to rely or not Y. However, the probability index is
based on, derives from those beliefs and evaluations. In other terms the global, final
probability of the realization of the goal g, i.e. of the successful performance of
should be decomposed into the probability of Y performing the action well (internal
attribution) and the probability of having the appropriate conditions (external
attribution) for the performance and for its success, and of not having interferences
and adversities (external attribution). This decomposition is important because:

the trustier’s decision might be different with the same global probability or risk,
depending on its composition (for example for personality factors);
trust composition (internal Vs external) produces completely different intervention
strategies: to manipulate the external variables (circumstances, infrastructures) is
completely different than manipulating internal parameters.

2.3 Degrees of Trust

The idea that trust is gradual quantity is common (in common sense, in social
sciences, in AI). However, since no real definition and cognitive characterization of
trust is given, the quantification of trust is quite ad hoc and arbitrary, and the
introduction of this notion or predicate is semantically empty. On the contrary, we
claim that there is a strong coherence between the cognitive definition of trust, its
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mental ingredients, and, on the one side, its value, and on the other side, its social
functions and its affective aspects. More precisely the latter are based on the former.

In our model we ground the degree of trust of x in y, in the cognitive components
of x’s mental state of trust. More precisely, the degree of trust is a function of the
subjective certainty of the relevant beliefs. We use the degree of trust to formalise a
rational basis for the decision of relying and betting on y. We also claim that the
“quantitative” aspect of another basic ingredient is relevant: the value or importance
or utility of the goal g. In sum,

the quantitative dimensions of trust are based on the quantitative
dimensions of its cognitive constituents.

For us trust is not an arbitrary index with operational importance, without a real
content, but it is based on the subjective certainty of the relevant beliefs which
support each other and the decision to trust (Figure 1).

Fig. 1.

If we call the degree of trust of an agent X about Y on the task we

have:
where:

is the degree of credibility of X’s beliefs about the Y’s
opportunity of performing to realize g;

the degree of credibility of X’s beliefs about the Y’s
ability/competence to perform

the degree of credibility of X’s beliefs about the Y’s actual
performance;

(given that Y
is a cognitive agent)

In any circumstance, an agent X endowed with a given goal, has three main
choices: i) to try to achieve the goal by itself; ii) to delegate the achievement of that
goal to another agent Y; iii) to do nothing (relatively to this goal), renouncing.
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Considered the simplified scenario in which only (i) and (ii) are the possible
choices we have the Figure 2:
Where if U(X) is the agent X’s utility function, more specifically:

the utility of the X’s success performance; the utility of the X’s

failure performance; the utility of a successful delegation (the utility due to

the success of the delegated action); the utility of a failure delegation (the
damage due to the failure of the delegated action).

Fig. 2.

In the above scenario, in order to delegate we must have:

where is the selftrust of X about

Cost [Performance(X)] + Additional Damage for failure;

Value(g) + Cost [Delegation(X Y)]; Cost [Delegation(X Y)]+ Additional
Damage for failure
where is supposed that it is possible to attribute a quantitative value (importance) to
the goals and where the costs of the actions (delegation and performance) is supposed
to be negative. There is threshold for the decision to trust y (which entails a risk and a
bet). We evaluate both the external attribution of trust, i.e. the environmental favoring
conditions and opportunities for y’s successful action, and the internal attribution of
trustworthiness to y (trust in y). This trust in y has two facets: competence and
willingness. Each of them is based on and analyzed in terms of other beliefs about y
(for example y’s motives or know how). The final decision about relying on y’s
action, will be taken on the basis of the strength of those beliefs about y and about the
environment.

3 Mental Ingredients in Knowledge Sharing and the Role of Trust

In our perspective, knowledge sharing is both a state resulting from a process/activity
and the process/activity in itself. This process entails on the subjective, cognitive site
two fundamental decisions and actions:

More precisely, we have:                   Value(g) + Cost [Performance(X)],
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1.
2.

to transfer, to pass a piece of knowledge (PassK);
to accept a given piece of knowledge (AccK).
In the former case, agent x decides whether passing or keeping knowledge; in the

latter case, s/he decides whether accepting or rejecting it. (Castelfranchi, 2001)
Trust attribution supporting the decision to share knowledge is external and

internal, as in the classic model of trust. Internal attribution is constituted by all agent
x’s beliefs about himself/herself and his/her own knowledge and about agent y.
External attribution is constituted by all agent x’s beliefs about the environment where
interaction takes place, that is organisation intended as:

a structure with rules, routines, procedures, represented by an authority A and
defended by a controller C (that can coincide with A too) who has the right and the
power to sanction positively or negatively workers’ behaviour;
the whole of members working in the same organisation, who are potential sources
of information and of reputation about colleagues (so about x and y too);
a set of sets of roles, infrastructures, and of practices, data and procedures, that
should be appropriate for an efficacy and safe work.

Since in our perspective there are two crucial subjective and interpersonal moves for
the knowledge sharing process, we examine them in terms subjective evaluations and
expectations (that is: beliefs) about each others, about k, and about the organisational
context. It will be clear that several of them are typical trust beliefs i.e. the beliefs that
constitute trust as mental disposition.

3.1 Predictions about K-sharing

K-Sh is the result of two different socio-cognitive operations:
passing or not-passing K (PassK);
accepting or rejecting K (AccK).

Those moves determine the spreading of K in the social net (Castelfranchi, 2001) and
their respective decisions are influenced by different factors, but both of them also
depend on trust.

PassK is mainly influenced by centrifuge/outputting trust: the more X trusts Y the
more s/he will be prone to pass her/his K to Y. More precisely, X should trust Y not
generically, but for specific features relevant for passing K to Y:
1.
2.
3.

X believes that Y is able to understand K, to understand the use of K;
X believes that Y will appropriately use K (for the Org purposes and advantage);
X trusts that Y will not make worse (and possibly improve) Y’s attitude towards X
(Y will reciprocate, or be grateful, or more friendly close, Y will increase trust
towards X, etc.);

but also
4. X believes that Y trust him/her enough to AccK (belief about centripetal trust)
Plus other necessary beliefs:
5.
6.

X believes that Y needs K
The belief 1 – belief of competence – and also 2 often implies other two beliefs. If
X doesn’t experience Y’s competence directly, it means that X relies on Y’s
reputation, that is X trusts other members of the organisation as sources of
information about Y.
The belief 4 about Y’s honesty (and so about his/her reciprocation too) implies that
X believes that Y has an “Assumption of Normative Pertinence” and also a

7.
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Normative Goal (that is Y knows the rules and believes that they regard him/her
too, so s/he has the goal to adopt and respect them)

8. X relies on the organisation in general, because s/he believes that if Y has been
employed it means that s/he has got the necessary competencies to work in that
organisation or the necessary formation to understand k.

9. X trusts that Y has not k so that s/he depends on X to get it
10.X believes that if Y shows not to have k, it’s true (s/he doesn’t deceive).
11.X trusts (or better: x believes, but s/he actually has no experience to which refer,

so s/he hopes) that Kshar is an advantage, improving his/her work (this will be a
reciprocation, even though not immediate)

12.X trusts Organisation Authority, that is s/he adopts the rules of the Organisation,
so s/he trusts other members because s/he believes that they also adopt them and
trust (have fear of) Authority and her capability to check and sanction.

13.X trusts of course the Controller too, that is his/her capability to check and
evaluate who respects or disobey rules.

14.X believes that Y would like to be well-evaluated by X (that is Y’ s goal of good
reputation).

15.X believes that Y has the goal to be trusted by X (that’s why s/he will use correctly
k, s/he will reciprocate...).

16.X is self-confident: he trusts his/her knowledge (or competence...).
17.X trusts that k is adequate, important or necessary to (solve) a given situation or to

be transferred to Y. This is a question of self-confidence too, because X trusts
his/her ability to evaluate how, when, how much and with whom sharing k.

18.Eventually X trusts the sources of information from which s/he received k.
19.X trusts that s/he will not be replaced by another worker (because of transferring

his/her professional value, that is just k!) or at least to keep on being professionally
acknowledged for his/her competencies, even though other people have them.

20.X trusts that s/he will receive a professional acknowledgement for his/her SharK,
because s/he adopts the rule of K sharing.

AccK is mainly (but not only) influenced by centrifuge trust too but in another way; it
depends on how much X trusts Y as for being a competent and reliable source and as
for being loyal and good-willing towards X (not having reasons for deceiving X or for
inducing X in error; how much Y is in competition with X, etc.)
1.
2.

3.

X trusts that Y is well informed and competent
X trusts that Y is trustworthy, not deceiving: it means that Y believes that if X
gives k then X believes that k is true.
X trusts that Y is not hostile with X, that means also that X believes that Y trust
him/her enough to PassK (belief about centripetal trust)

These seem to be the three fundamental evaluations, the three specific aspects of X’s
trust in Y relevant for AccK. They influence X’s trust in K passed by Y: K is a
reliable K. Moreover an additional belief is necessary for AccK:
4. X believes that K is useful, is pertinent for some of his/her goal (not irrelevant).
As we can see, trust evaluations and expectations about the other agent, the
organisation and its rules and structures, one-selves, and k are a necessary ground for
the knowledge-sharing process and a crucial component of the mental attitudes that it
requires in the organisational actors. This is why is not only reasonable to assume that
trust is a precondition for knowledge sharing (and a result of it), but, more precisely,
that it is a mediator, a catalyst of the process: it is a mental and interpersonal
(cognitive, dispositional, and relational) precise condition for the two crucial steps in
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the organisational flow of knowledge. Thus, trust is also something that a policy of
knowledge management must seriously take into account, build, and defend, by
clearly knowing its nature and dynamics.

3.2 The Knowledge Sharing Circularity

It is interesting to notice that in order to share “new” knowledge it is necessary to
share previous knowledge, or at least that x must believe to have some knowledge in
common with the agent he passes knowledge to). First of all, this is necessary because
some shared knowledge is presupposed for communicating and for understanding (for
example a shared vocabulary and ontology, a shared encyclopedia, a shared context
about work, roles, organisation, etc.). Second, because (as we will see in section 3.2)
most of x’s beliefs for PassK are in fact common and even mutual beliefs between x
and y; x and y believe the same (and believe that the other believes so). For example,
x and y must believe that k is useful for y’s goal, that k is valid, etc. The knowledge
sharing circularity (Figure 3 a) can be either an obstacle or an incentive. If x believes
that y does not share a certain cultural or education background with him/her, then
s/he can hesitate to pass knowledge to him/her or above all to accept k from him/her.
Notwithstanding, if x perceives to share knowledge with y, she is more stimulated to
transfer and accept other knowledge by him/her (it functions like that in the case of
values sharing which is in a circular relationship with knowledge sharing). The
relationship between trust and knowledge sharing is circular too (Figure 3 b): in order
to trust y, x must either have information about y, helping him/her to evaluate y’s
trustworthiness or having knowledge in common with him/her that encourages the
establishment of a trust relationship so as values sharing; on the other hand, in order
to share knowledge, it is necessary to have a trust relation or atmosphere.

Fig. 3.

4 Trust as a Net and Its Prediction

Let us now analyse trust relationships not in mental terms (which represent the fine
grain, the micro-level) but at a macro-level in structural-relational terms, as
“channels” for knowledge circulation (Busch et al., 2001). In fact, trust is not only a
mental disposition founding decisions of reliance, delegation, collaboration; as we
said at the beginning, it also is an action and an (establisheb or attempted) social
relation. Trust relationships around an individual within a given community
connecting her/him with other members creates a sort of trust-sociogram, that we call
TrustNet. Let us characterise the main features and properties of such a network.
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First of all, links in the net can be unilateral and asymmetric, or bilateral. They
can be more or less strong/weak depending on the strength, intensity of trust (see §
2.3); links can be more or less permanent, stable, since this sociogram can either
characterise a temporarily social situation: x has to rely upon somebody or choosing
somebody for cooperation, or it can characterise a structure of acquaintance, of stable
social “relations”.
Let us first consider the TrustNet only from x’s local and unilateral perspective:
where x is the “source” of several trust attitudes/arrows towards others, i.e. only
centrifuge/outputting arrows.

Fig. 4.

This kind of structure allows for some predictions.
The strength of x’s trust in y is a predictor of x’s choosing y for reliance, that is of

x’s counting upon y. However, this is not a perfect predictor, i.e. the differential
amount of x’s trust in y (compared with x’s trust in z or w) does not completely
determine x’s choice. There are also other factors. How much is x dependent on y, z
or w (Sichman et al. 1998)? How much does x need each of them? And which is the
cost of relying upon y rather than upon z or w? In other words, not always the chosen
partner is the most trusted. Although more risky certain relationships can be
preferable, that is more convenient. In fact in our model describing the role of trust in
decision (see Figure 2) an equation predicts whether x will rely upon y or not, on the
basis of her/his degree of trust, but also of utility and risk acceptance.

Let’s now come back to the general characterization of TrustNet for expanding
our theory of links by adopting a less local and unilateral view. They can be:
1.
2.

Unilateral: X trusts Y but Y does not trust X.
Bi-directional: X trusts Y and Y trusts X.
Bi-directional trust relationships can be distinguished in various kinds:

Bilateral: X trusts Y and Y trusts X in a completely independent way; each of
them might even ignore if and how the other trusts her/him.
Reciprocal: X trusts Y also because (X believes that) Y trusts X.
Mutual (bi-reciprocal): X trusts Y also because (X believes that) Y trusts X, and
vice versa, and both of them assume this.

3. Unbalanced: A link is unbalanced when the trust of X for Y is (perceived as) quite
broader or stronger than Y’s trust in X. It’s balanced when their trust is of similar
force.
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In case of Bilateral trust link (and especially for reciprocal and mutual one) we
combined (add) the dimension of the two inverse arrows in a sort of broadness of a
trust “channel” between X and Y.

Our claim is that:
the TrustNet gives us a map of the important “channels” along
which private or implicit knowledge becomes common and
explicit, i.e. the channels along which knowledge is shared and
circulates.(Falcone & Castelfranchi, 2002)

First bronze prediction: the larger the channel the larger the flux of knowledge and
its rapidity.
Second bronze prediction: the more channels are bilateral and balanced the more
uniformly shared knowledge is. This is also a measure of a trust “atmosphere” (see
below).

A poor net (few links), subtle channels, unilateral attitudes proportionally reduces
knowledge passing and accepting, thus the building of a collective capital.

“Trust Atmosphere”. In this perspective it is possible to provide an operational
notion and a model of the so called “Trust Atmosphere”. We define it as:

the diffuse perception (beliefs based on experience) within a
group or organization G of the fact that “every body trusts
everybody ” or better that: the (great) majority of the members of
G have multiple and mutual relations of trust.

Multiple means that each member (in average) has more than one centrifuge trust
relation. We mean that there is not a trust atmosphere if simply each member has a
specific and unique trust relations (although bilateral) in G: it is not enough that
everybody trusts somebody. It is necessary to have that everybody trusts more than
one agent in G, and is trusted by more than one agent. In other words, no one of the
following structures would represent a real trust atmosphere.
Mutual means Bilateral + reciprocally known and reinforced by the trust of the other:
i.e. each agent knows that the other trusts him and trusts the other also because of this.
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Obviously the notion of Trust Atmosphere is a gradual notion: it depends both on
the percentage of agent in G that have reciprocal and multiple Trust relationships; on
the degree of their trust; on the density, i.e. on the number of reciprocal trust arrows
per node. The maximum will be when “everybody trusts very much everybody”.

This disposition should be due to the diffuse perception of those relationships, i.e.
the members of G share this representation of the G TrustNet, and share this
representation because have occasions for observing trust acts among the others,
towards oneself, and to listen to positive reputation spreading.

Moreover, something additional seems crucial for a climate or atmosphere of trust:
the fact that trust relationships will mainly be of the “unconditional” kind or better
that they are “trust by-default”5 and implicit, affective forms of disposition. The last
point is – till now – more difficult to be modeled (Castelfranchi, 2000).

5 Concluding Remarks

Trust has been identified in knowledge management literature as a crucial condition
for the creation of an effective collective cognitive capital. However, no analytic
model has been proposed about why and how this mediation works. We have
proposed a cognitive model of trust, mainly in terms of beliefs (evaluations and
expectations), to understand the precise mechanism of such a catalytic role of trust.
We decomposed the knowledge sharing process in two basic decisions/actions of the
participants: passing k and accepting k. We have carefully analysed the mental
attitudes involved in those moves and thus in the knowledge sharing process. On such
a basis, we have shown how trust ingredients are necessarily present and required
while passing or accepting knowledge. After this micro-analysis of relevant cognitive
presuppositions of knowledge management, we adopted a more coarse macro-level
perspective, looking at trust not only as a psychological disposition but as a social
relationship. We introduced the idea of a TrustNet with more or less strong and
bilateral links, and on such a basis we introduced some prediction about knowldge
circulation along the trust “channels”.

On the basis of this analysis, we would like to conclude that: a) A socio-cognitive
view of trust is necessary for modelling trust issues in organisations; b) while caring
of making knowledge capital explicit and circulating, an organisation should care of
what the beliefs of the actors about k, about the organisation values, authority, and
infrastructure, about each-others are, and what they expect and feel on the basis of

5 ‘By-default’ means that the rule of the agent is “if you have no specific reasons for distrust
and suspicion, be confident” and not the other way around: “if you have specific reasons for
trust, be confident, otherwise be suspicious”.
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such beliefs. In knowledge management organisations should monitor and build the
right expectations in their members. Knowledge management entails a cognitive,
affective, and structural “trust management” in organisations. Knowledge sharing in
fact is a phisiological (frequently non fully aware) process in any organisation and
teamwork, it is supported by a plurality of individual and social motives and values,
but in anycase presupposes somo for of trust among the agents and between the agent
and the group/organisation.
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Abstract. This paper proposes that accountability in electronic processes is
enhanced by sharing certified event data between the participants. Enhancing
transparency of processes allows those with the contextual information to
understand the process and interactions to spot mistakes or fraud that others
may miss. Enabling the sharing of this information makes accountability more
interactive and allows for both a more intelligent and faster response to
problems. This paper describes an evidence store that supports this level of
interactivity thereby enabling interactive and intelligent accountability.

1 Introduction

The establishment and maintenance of trust between communicating and transacting
parties on the internet is a fundamental requirement for successful e-business. Trust
services [2] provide one approach based on trusted third parties running small
specialist services engendering trust between interacting parties. Services range from
those helping establish and maintain trust, through those helping communications and
transactions to those ensuring parties are accountable for their actions. There are
many examples of the first two types of trust service and this paper presents an
interactive evidence store (or trusted audit system [3] [6] [20]) that leads to increased
accountability between parties.

Accountability is promoted by transparency and therefore an evidence store should
make the stored information accessible to all participants in a process. Participants in
a process should then be encouraged to check the evidence trail (or have it integrated
with their process systems). It is only a belief that the evidence trail will be checked
by those who have knowledge of what occurred that makes it hard for participants to
be dishonest. Making such checks interactive should not only enforce a level of
intelligent accountability [16] but should also allow genuine mistakes quickly spotted,
acknowledged and corrected.

The next section of this paper presents views on accountability and transparency
and how they aid trust with section 3 discussing how an interactive evidence store
helps meet these requirements and in doing so enhances accountability. The final
sections of the paper are concerned with the technical questions as to how such an
evidence store can be built. Firstly, the architecture of a prototype evidence store is
presented as well as discussing how it can be trustably located within a standard IT
infrastructure. Further sections deal with issues concerning ensuring that users can
check the integrity of the evidence, ensuring the evidence is kept confidential and
finally ways to help the user browse and understand the evidence.

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 319–332, 2004.
© Springer-Verlag Berlin Heidelberg 2004



320 A. Baldwin

2 Accountability and Transparency

Discussion of accountability and transparency has been in vogue in the press due to
numerous accounting scandals. These two concepts are fundamentally linked together
and linked to trust – it becomes easier to trust an entity you are interacting with when
you have information about what has happened and you feel that they can be held
accountable for their actions (or inactions). Discussions of accountability and
transparency are often at a very high level (e.g. the audit of fortune 1000 companies)
but the concepts remain critical at a localised level of individual transactions and
business processes run between companies, consumers, and governments. Introducing
a degree of accountability and transparency in processes at the level where entities
interact also leads to a higher level of accountability within the whole organisation.

Accountability is the concerned with an entity taking responsibility for its actions
in performing a particular task or against a particular plan. Hence, there a number of
facets need to be considered when discussion accountability:

Plan – Ideally, there should be a clear statement about what each entity is being
held accountable. This may be a well-defined plan; however, it could be a
particular transaction with implicit conditions and constrains.
Identity – The entity or individual involved in an interaction needs to be clearly
identifiable along with the role that they hold. There are many views on digital
identities and how they can be secured [17] and the issue is not discussed further in
this paper.
Evidence – As the task is performed there needs to be evidence of what has been
done by whom and when so that it become clear that a process ran smoothly or if it
failed why it failed.
Judgement – Part of the accountability process involves assessing the plan and
evidence deciding what (if anything) went wrong and who to hold accountable for
failures. Here we may loosely split judgement into two processes: firstly, evidence
assessment where the pedigree of the evidence is weighed up and secondly, the
judgement decision process looking across all relevant evidence.
Consequence – The result of a judgement process should be some form of
consequence. There is no accountability unless there are potential consequences for
a failure in performing an action. The consequences may also be implicit – it may
be damage to reputation rather than an explicit fine. Ideally, the consequences
should have two aims: correction that is set right the results of the failure and
prevention that is to try to stop similar failures happening again.
Detection – Having evidence allowing a judgement to be made is not sufficient for
accountability. There has to be a reasonable chance that failure will be detected.
Without this, the judgement process and resultant consequences are ineffective, as
they will often not be triggered.

Transparency is concerned with ensuring those interacting to perform a transaction or
complete a task can see sufficient information to gain confidence that things are
running smoothly. For participants to have confidence and trust the information they
need to be confident that those sharing the information are accountable for this
evidence and that this evidence is sufficient for holding each participant accountable
for the success of the task.

In this manner, a transparent process very much aids accountability. Transparency
provides information including the plan, events involved in meeting this plan, and the
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identities of performing the interactions. This information must be of a level
understandable by the participants rather than in the form requiring an IT expert to
piece together. Of course, for this information to be of value as evidence in an
accountability framework it must be adequately secured and trustable.

The use of a secure and trustable evidence store keeping details of a transaction
and the various interactions between users is an obvious aid for accountability. When
errors and failures are detected, the participants can go to this trustable evidence store
for a record of what has happened.

The Internet proved powerful initially because of the way it enhanced the ease of
information sharing applying the same approach to an evidence store and encouraging
the sharing of accountability information brings many benefits. Firstly, allowing all
participants in a transaction easy access to a certified record allows them to check and
validate their view either simplifying their claim or enabling them to realise their
errors. More importantly, the store can be interactive and can be used during a long-
lived interaction or process to find and correct errors so that there is less need for
recourse to arbitration to correct the situation.

A major problem with many systems designed to aid accountability (such as audit
services) is that it is hard to check the information and those empowered to check it
(e.g. auditors) have little contextual information to confirm that an interaction was
allowed and was correctly executed. Often checking the validity of a secure audit log
will involve walking through all transaction checking they are all chained into a
continuous set.

Encouraging those involved in a particular interaction to look at the related
evidence in the store can help spot mistakes, errors and fraud that may otherwise
remain uncovered. This is a principle widely adopted to reinforce security within the
banking system – here we all receive bank statements and can check the correctness
of the transactions and we are the only people who have the right contextual
knowledge to check this information. Take another example of auditing accesses to
medical records – an auditor may find an odd access to a record from a doctor in
Cornwall during the summer but this may seem reasonable the patient was probably
on holiday. The patent should notice invalid accesses – they know if the visited a
doctor whilst on holiday.

The opening up of records does not reduce the likelihood that mistakes are made
although it can encourage a higher degree of care. Mistakes happen but trust is often
lost on the exposure of any resulting cover up or due to the inability to admit these
mistakes. Transparency and openness can require considerable energy and
monitoring the data often falls to simplistic measures or can be very time consuming.
Transparency itself does not engender trust it is only when linked with intelligent
assessment of the evidence that true intelligent accountability [16] can start to be
approached. Having such interaction and openness within a blame culture could be
expensive as decisions can be slowed and risk taking reduced. Interactive
accountability will be most effective where there is a culture of correction
improvement rather than blame. Having processes open to interested parties rather
than using arbitrary mechanisms could help bring about such change.
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3 Interactive Accountability

The above discussion concerning accountability and transparency places an evidence
store at the heart of an accountability system. Making this system interactive and
available to participants in the interactions and processes helps ensure that events are
regularly reviewed. This aids the detection process and helps ensure accountability
processes are triggered. This section describes the basic properties required for an
evidence store along with a discussion on how it interacts and aids the wider
processes involved in accountability.

For these purposes, it is useful to think of a task being in the form of a number of
interactions that could be defined in terms of a workflow, be hardcoded into an
application or even be an ad-hoc set of interactions. Such sets of interactions could
range from a user of an e-commerce site ordering things and gaining a certified view
on deliveries; through a citizen submitting their tax form to the tax office gaining a
view on various processing stages; to an integrated supply chain system operating
between multiple companies. In these cases, the process is likely to be run on one
entity but involving a number of participants. The interaction sets consist of a number
of events (in a particular order). There will also be some expectation that particular
events should be present within a particular order. Each user may be involved in a
number of separate interactions.

The evidence store manages the evidence aspects of accountability hence it is
expected to retaining information concerning some particular task or a small set of
tasks. As the applications proceed, they send summaries of events into the evidence
store. These summaries should characterise what happened at a level that is
meaningful to the participants. The events should include the initial stages of a
process including reference to any terms and conditions and contain information
about what is agreed therefore representing the plan. The later stages in the process
represent the actions in fulfilling the plan – although in reality, these elements may be
far more intertwined.

Each event description should contain information about the type of interactions or
process that it was generated from along with a transaction identifier grouping the
events to a particular purpose, process or interaction set. Other information would
include an event type, an identifier for the previous event in a sequence of events, a
description of the event and two sets of attributes. The first is a set of roles and who
was playing the role – for example submitter, purchaser seller and so on. The second
is a set of data that will be event specific and useful in classifying and sorting events.

The evidence store thus gets event records that characterises some event that
happens within an overall interaction. The evidence store needs to be concerned with
preserving each event record, showing when it arrived (rather than when it claims to
have been generated) the sequence of arrival and that the record has not been
changed. To this extent, the event records are time-stamped (signed with time and
sequence) on arrival recording although the independence of this process is essential.
A harder issue for the evidence store is to demonstrate that the evidence set is
complete and that events have not been removed.

The store acts as a repository for information sent by applications as such it is
intended to contain a record of what it is given and not to judge the information.
Having said this it is important that as evidence used in accountability is
representative of events. The store is expected to perform some simple syntactic
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checks that the event data is well formed and the appropriate roles and data attributes
are associated with particular event types.

Checking the source of events can help for example, if the event sent over a fully
authenticated TLS link do certificates match an appropriate role within the event. In
cases where processes are run on trusted platforms [18] or generated by processes
running within secure hardware [4] further assurances of the correctness of the
evidence can be given. Having certain pieces of evidence from such trusted systems
can help ground trust in the other events that fit into a consistent sequence.
Accountability is obviously enhanced by having well run and trustable systems
generating event data – without these results may be open to question. Further
grounding of the evidence trail can be achieved through allowing an interactive
review – users can spot erroneous entries that do not fit their understanding of the
process and errors either at the processes level or through rogue IT systems can be
identified and corrected early.

The storing of evidence is of course only half the accountability story the other part
is to enable detection and judgement processes leading to corrective actions. The act
of assessing what happened and any resulting actions should be carried out with some
intelligence and therefore should be a human guided process. The other aspect of
judgement is the data collection and an assessment that it is trustable (aspects of
capture were discussed above).

The evidence store needs to provide a lightweight evidence collection process for
recovering data to review a particular set of interactions. Any participant in the
process should be able and encouraged to review the event data and should have
rights to query the evidence store. They also need assurances that the supplied record
set has integrity – that is not only each event is as captured but also that the full set of
records related to that user or a process has been returned. These aspects are discussed
further in section 5.

The evidence system at the heart of the accountability system allows a user to
make a query about records associated with a particular process instance, or a
particular attributes or users and roles. Thus, there would be a query in the form:

Although the user may leave particular fields blank. For example, they could ask for
all the records relating to a particular process or all records where they have a
customer role.

The query will result in a set of events along with associated integrity information
showing the data set represents all the evidence relevant to the query. When presented
with raw event data the user may struggle to sort out what it means in terms of the
interactions in which they are involved. Hence, the event records should be
superimposed on models of the processes or interactions to aid the user through the
event set and help them detect and check anomalies. This detection process is
essential for accountability without a good mechanism for detecting failures entities
are unlikely to be held to account at the same time anomalies may represent valid
diversions from the process. Other more traditional detection mechanisms such as
audit and recognising anomalous events should still be run. Having those involved in
the process interact with the accountability system and detect problems helps achieve
a higher level of accountability.
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3.1 Example

The accountability model and prototype evidence store has been applied to medical
workflow involving the patient referrals [8]. The example involves a number or roles
within a GP’s (primary care doctor) surgery and a hospital as well as a number of
heterogeneous systems for writing and sending referrals from the GP to the hospital,
for the review and classification of referral and for appointment setting. Currently the
process is largely paper based but with the move to electronic patient records, there is
a need to have an underlying accountability system replacing the paper trail.

The proposed accountability model does not stop at simply providing an alternative
to the paper trail. It enables the participants in the process to review the events that
occurred. For example, a GP or the patient could use it to check the referrals
classification and that appointments are made. Errors at this level can be detected and
rectified with such action also being recorded. Such information could be given by a
more traditional workflow monitoring system that would itself aid accountability. It is
important the participants can trust that the accountability data has integrity is
complete and cannot be changed hence the evidence store could be an integral part of
a process management system. Intelligent accountability is enabled through the ability
to use the data as an authoritative record for dispute resolution processes.

3.2 Distributing Accountability

The above account discussed having an evidence store or audit system that would
store information concerning a number of processes. It is clearly not feasible or
desirable to have a central store for all information but a judgement process may need
to examine a number or loosely related processes – here it is not reasonable to expect
that they would use the same evidence store. For example, a hospital may have an
evidence store for their processes; GPs may have similar, as would other hospitals. A
patent wishing to query there treatment may wish to have a view of various processes
involved in their treatment across multiple institutions.

From this point of view, it is important that for a particular process, a user knows
where to look for an evidence store and this should be stated as part of the main
process. Where processes are interrelated, they should refer to other evidence stores.
Hence, it makes sense to link together the various event records where one process
leads directly to a second process such links can be represented using a hyperlink like
mechanism and placed with in the attribute set of the event representation.

Within each evidence store, there is an independent well-defined sequence for the
events irrespective of the position specified in the event tuple structure. This is
provided by the evidence store and can be used to order related or even unrelated
events. As multiple evidence stores are used there is not well defined ordering
between linked processes the sequence counters for each are independent.

Accurate global times could be used to provide orderings across multiple stores but
the synchronisation process itself could be attacked. Independent clocks give some
idea of ordering but within windows of the accuracy of each clock. Ties can be
inserted by having protocols between services to have marked synchronisation points
between the various evidence stores.
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This lack of ordering may present some difficulties to a judgement process but
with orderings defined within the bounds of clock, accuracies are considered easier to
handle than the many technical issues associated with a running large central evidence
store. As events need transmitting across IP networks, they travel different routes, are
delayed at proxies and hence accurate ordering could still not be guaranteed.

4 Trusted Audit System

This previous sections described how an interactive evidence store can enhancing
accountability in digital processes by ensuring that users involved in the processes can
interact with the evidence trail. There are a number of issues about how such a
scheme can be realised in a practical manner. The next section presents the
architecture of a trusted audit system that meets the requirements of the evidence
store.

Figure 1 shows the overall architecture of the system which should be though of as
a trusted third party service. As with traditional audit service, events are received and
added to the end of a log file. There is a notarization module that timestamps the
event data hence providing integrity checks (as described in section 5). The ability for
users to search and validate the event data is at the heart of the proposed
accountability model and hence the event data is not only stored in a log file but it is
indexed by the process identity and each role and attribute.

The store also manages the interactions with users allowing users to make queries
based on a combination of the process instance identity, participants’ roles or other
attributes specified in an event schema. The system takes care to authenticate the user
making a query then it checks their rights to see the event data against event store
policies and only then is the event data returned. The event data is considered highly
sensitive and therefore is kept encrypted in a way that is tightly linked to these
authentication and authorisation operations as described in section 6.

Fig. 1. The architecture of the evidence store
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The evidence store needs to be thought of as an independent entity but from an
operational perspective is best co-located with the systems generating the evidence.
The store obviously needs backing up or replicating and this can be achieved by
periodically moving data to a third party site. The integrity of the data is preserved by
the notarisation structures but the process owner and participants would worry about
the confidentiality of the event data. Both these problems are addressed by placing
elements of the notarisation and data store within a virtual trust domain create using a
hardware security appliance.

4.1 Hardware Security Appliances

The hardware security appliance (HSA) approach [4] offers a mechanism for running
a service within its own trust domain that is physically located at the heart of
conventional IT systems but protected from logical or physical interference from
administrators. Other examples and models of securing applications using secure
hardware are given in [21] [13] [22]. The HSA itself is a tamper resistant hardware
device; for example, based on a hardware security module (HSM), which provides a
safe environment for services to run. Such a device has active hardware protection [9]
that will detect tampering resulting in the destruction of cryptographic material.

An HSM traditionally offers a cryptographic API such as PKCS#11 [19]; an HSA
is a very similar – if not identical—physical device but with very different firmware
allowing a service to be loaded, certified and configured. In doing so, the service
binds together various critical security functions such as authentication, authorisation
and audit along with cryptographic key usage into a simple service API. For example,
an HSA based service has a trusted clock and can ensure that keys used in time
stamping only use this clock – therefore time cannot be rolled back.

Fig. 2. A hardware security appliance creating a virtual trust domain
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On a service being loaded into the HSA, it is configured with its own management
policies and given its own identity, (e.g. a PKI based identity where the service
provider issues a certificate for the service). As well as the service, offering its normal
functional API it also defines how it can be managed and the initialisation binds it
very strongly to a service controller. The service now operates within its own trust
domain – physically enforced by the tamper resistance of the secure hardware and
logically enforced through the limited service API and these initial management
policies. The management policies define not only who controls the service but the
extent of their control (even specifying no management control). These management
functions can be carried out remotely using the PKI identities of the HSA based
service and the service controller.

This has changed the secure hardware device from one offering a simple
cryptographic interface to a service delivery model. Each of these services effectively
runs within its own virtual trust domain that is managed and protected by the HSA
device.

5 Demonstrable Integrity

The notarisation service can be thought of as a time-stamping service [1] that certifies
each event by adding the time of receipt, a sequence number and then signing the
whole structure. The integrity of the evidence trail is provided by the set of
timestamps created on each piece of evidence. The ability to manipulate this service
either by manipulating time, sequence or by gaining access to the private key would
break trust in the evidence store. As such, this service is run within a virtual trust
domain provided by an HSA. The HSA has a secure clock and sequence counter
along with a service identity on seeing an event record it adds time, sequence, its
identity and signs the structure. The secure hardware protects the clock and counter,
as well as ensuring that this combination of operations (getting time, formatting the
timestamp and signing) becomes atomic that is they cannot be separated.

A simple timestamp on its own does not provide the properties required of the
evidence store. Users requesting a subset of the events via a query to the evidence
store need to know that the data is part of the record and not just a time stamped
event. Further and more importantly, they need to be able check that they have all
records relevant to the query. Each of these requirements is achieved through
interleaving the event records and then sealing them with the timestamp as described
in detail in [3].

Two forms of chaining are used in notarisation – the first chains together the event
records to preserve the concept of a log file. A chain of all events is not helpful to a
user who only has a right to see small subsets of events without all events they cannot
check the chain and hence cannot validate that events they are given are within the
chain. As such, a summary chain is produced by blocking together hashes of the
individual events so that any event can be found in this summary chain. This
summary chain can itself be summarised until a chain of a reasonable size to publish
can be created – as show in figure 3. This produces a structure similar to a hash tree
often used for time stamping [15]. The evidence store returns the event and
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Fig. 3. Forming a summary of the evidence trail

Fig. 4. The index chaining linking elements with common index values.

each intermediate node necessary to show that the event is traceable into the
published summary log file. The production of each chain block is also encapsulated
within the HSA based notarisation service to ensure that the integrity of the evidence
trail cannot be modified.

The main property required by users will be to have confidence that they have been
given all events related to their query or that if ones are missing it must be obvious.
This is a hard problem for arbitrary queries but a solution based on index interleaving
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showing that the user has a continuous set of events relating to a single index is
possible.

Each role and attribute field is considered as an index along with the process
instance identifier. For each value that can be held in each index a chain is maintained
by placing the hash of the previous record with the same index and value within the
audit record before it is signed (see Figure 4). The evidence store ensures all events
are indexed and so as part of the indexing process the hash of the previous records
with the same index value pairs can be recovered. These are fed into the notarization
system as part of the data for a timestamp and hence the resulting signed audit record
is not only part of the main audit chain there are chains defining single index subsets
of event records.

The index chaining ensures that there is a well-defined and verifiable sequence of
records relating to the each value in an index. A start point is defined, as the first
occurrence of a particular value and is included; here a start flag is placed instead of
the hash of the previous record. This could allow collusion with the evidence store
provider to drop previous data relating to an individual and to start a new trail. The
user is well placed to spot that they are not seeing records for processes for which
they were a part. Additionally, an auditor with access to all records can detect
inconsistencies in the chaining. A user may also wish to see a well-defined (current)
end-point to the trail – to do this they can place an event in the system containing the
value and this should be the last event they see in the data returned.

The two chaining schemes interleave all the events within the evidence store and in
doing so ensure that a user requesting a view on their data can trust the records
returned. This is all based on the trust they feel they can place in the hardware
protection of the notarisation service that certifies the records, as they are stored.

6 Confidentiality

The evidence store not only allows for the verification of evidence but also ensures
the accountability data is available to the participants and not to other parties. The
data must be stored for long periods and may be mirrored to multiple sites to ensure
data survivability. Additionally the interactive nature of the evidence store implies
that the data should be available online necessitating strong security solutions that are
robust to attack. An interactive accountability framework may not be considered
usable by participants unless they have a strong level of confidence that their data will
be kept private.

The evidence store should be encrypted so that there is a degree of robustness from
internal and external attack and so backup and mirroring solutions can easily be
managed. Encrypting the accountability data leaves three major issues firstly, how to
secure the indexes; secondly, how to manage the encryption keys; and thirdly, how to
specify the access control in what is a dynamic and flexible system.

The current trusted audit prototype has two parts to the evidence store the indexing
and log files containing the encrypted data. From a security perspective, it becomes
important that a user (or administrator) cannot trivially extract information by
correlating indexes from the different fields. To avoid this indexes are based on salted
hashes of the data (and index name) rather than the raw data itself. A component
service of the search runs within secure hardware and a user’s search request will be
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passed to a service within this secure boundary. The request is authenticated, the right
to search those indexes is checked and only when this succeeds it the salted hash
released. Protecting the salted hash within the secure hardware makes systematic
attacks on the data structures difficult although an observer viewing all requests could
start to reconstruct a store and make certain correlations. Further index security could
be gained by encrypting all nodes within an index tree (e.g. a b-tree) and ensuring
that the index is only decrypted within the secure hardware – such solutions are
considerably more complex.

The log file contains the data for each of the events received by the evidence store.
An access management service is run within secure hardware to manage the
encryption keys and link the use of these keys to the authentication and authorisation
processes. The audit record containing all the interleaved timestamp data and the
original event record is passed to this service along with the position in the file where
it will be stored. The access management service then encrypts the data by generating
a key based using the hash of a secret it maintains along with the position within the
file. The encryption and later decryption happens within the secure hardware
boundary so that the secret only exists within a set of secure hardware devices (and
probably an escrow service for robustness).

The search returns the position of the encrypted data that is read and passed to the
access management service in the secure hardware. This may link to the search
session or independently authenticate the user. Once authenticated the decryption key
is generated from the secret and storage position and the audit record is decrypted by
the access management service but retained within the secure hardware. The
authorisation check can now proceed and if this succeeds the audit event can be re-
encrypted using a key suitable for the requesting user.

The authorisation check is based on an access control expression or policy (rather
than a simple ACL [23]) that are provided to the access management service as it is
created or by a controller nominated at start up. This means the policy is outside of
the control of the normal administration staff. Where the secret is shared over several
services, the policies are bound with the key as part of the sharing process.

The expression itself is a set of Boolean expression defined for the various event
types. Each expression can refer to fields within the requester’s identity including
associated credentials along with fields within the event record. For example, the
following expression would be used to control access to a medical record:

The expression specify that a person can get a record if their name matches that in
the patent role in the record or if they have a doctor credential, and they are identified
in the doctor role. Policies may well be more complex including specifications
concerning auditor access rights and perhaps mandating intent to access is itself
audited before continuing. This approach has been adopted, as it is believed to be
simpler to specify and maintain generating explicit ACLs for each event.
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7 Discussion

Many trust management projects such as [7] are somewhat limited in there scope
Grandison and Sloman [10] point out that they are “mainly concerned with public
key authorisations, authentication and access control but do not consider experiences
of risk and trust analysis”. In doing so they present tools for trust specifications and
monitoring against this specification. Josang [14] also gives a wider definition for
trust management as “the activity of collecting, codifying, analysing and presenting
security relevant evidence with the purpose of making assessments and decisions
regarding e-commerce transactions” and discusses the importance of evidence stating,
“The evidence should include, in addition to belief and expectation of intent, proof of
competence and correct behaviours”.

In this paper, we have stressed the importance of having a transparent and
interactive model of accountability to enhance trust. It is believed that trust
management frameworks need to include such ideas including extensions to discuss
the quality of evidence, the likelihood that evidence is checked and the need to have
the user within the feedback loop.

8 Conclusion

This paper has presented an interactive accountability framework that engenders trust
in electronic processes by allowing users to see an evidence trail and hence remain in
control. A prototype has been described demonstrating that the evidence store upon
which the interactive accountability is built is achievable. The evidence store has a
particular concentration on trust in the privacy and integrity of the accountability data.
This model allows a high degree of transparency and supports intelligent
accountability in that those best placed to make judgements are included in the
process.
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Abstract. Security and trust are two properties of modern computing systems that
are the focus of much recent interest. They play an increasingly significant role
in the requirements for modern computing systems. Security has been studied
thoroughly for many years, particularly the sub-domain of cryptography. The
use of computing science formal methods has facilitated cryptanalysis of security
protocols. At the moment, trust is intensively studied, but not well understood. Here
we present our approach based on formal methods for modelling and validating
the notion of trust in computing science.

1 Introduction

Recent years have seen a growing concern with security properties of computing sys-
tems. This concern is mainly caused by two reasons. First, there is an increasing number
of faults in computing systems. This increase in turn ensues from two facts. The pen-
etration of computing science in our professional and personal lives is still expanding,
as new computing paradigms such as pervasive computing show. At the same time, pro-
grams become overly cluttered and computationally and semantically more complex.
The second reason explaining security concerns is that the concept of security itself is
widening. This is illustrated by recent problems like privacy breaches (e.g. spam) or
violations of legal obligations (e.g. liability via software license).

Notions of trust are constituent in several cryptographic methods, representing the
confidence in the association of a cryptographic key to the identity of a principal. Recent
multidisciplinary studies on trust envisage the concept as a more general and richer
notion than security. Many models of trust have been devised, each concentrating on
disparate aspects, among which are recommendations and reputation, belief theory, or
risk and uncertainty. It appears that the vast number of notions composing trust defies
its systematic analysis.

Computing science formal methods [11] stem from mathematics and aim to help
design, develop, analyse and validate software so that it is correct, error-free and robust.
Formal models are built on well-known mathematical elements, like sets or functions,
and can be analysed against accurate properties, such as consistency or completeness.
Formal methods include Petri nets, abstract state machines, process calculi, temporal
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and belief logics, and languages such as Z [4], CSP [5] and Alloy [9]. The last decade
has seen a trend to use formal methods in computing science, notably in the context
of industrial software engineering, because they provide solid methods, produce clear
models and have good tool support.

In this paper, we present in section 2 how the security field has used formal methods
to solidly build some of its foundations on mathematically proven results. We show
initial works in the application of formal methods in trust in section 3, arguing that trust
is only at the beginning of its path to make the most of formal methods. Our structured
approach based on UML [14] and B [13] formal methods is finally defined in section 4.

2 Formally Proving Security Properties

Security is one of the major problems that computer scientists have to confront nowadays.
Security analysis of computing systems consists of creating models of how they operate,
may be attacked, and should behave. Formal methods are helpful at modelling and
validating existing computing systems with regard to security properties because they
provide a structured approach and accurate notations.

In the context of security, the system model must not only abstract the programs
implementing the system functionalities but also the communication protocols that are
used. Formal approaches have been successfully applied to that latter task, for example
with the Z notation or the B method [15]. Recently, the analysis [26] of layers of net-
work protocols, involving the commonly used TLS/SSL protocols, have been a further
beneficiary of the formal approach.

The model of the possible attacks to the system is called the threat model and defines
the capabilities of the attacker. The Dolev-Yao threat model traditionally represents an
attacker that can overhear, intercept, and synthesise any message and is only limited
by the constraints of the cryptographic methods used. This omnipotence has been very
difficult to model and most threat models simplify it, as, for example, the attacker in
ubiquitous computing [22].

Next, the desired properties of the system need to be defined. Security encompasses
six basic sub-properties: authentication, data integrity, confidentiality, non-repudiation,
privacy, and availability. Specification of the chosen properties is in general dependent
on the notation chosen for the system and threat models.

The last task is to verify that the security properties hold in the system model,
complemented by the threat model if it exists. Many formal methods ease this step
by applying powerful automated techniques, like test generation or model checking.
General formal tools can be used, like the Coq theorem prover [3] that has been used for
the verification of the confidentiality of the C-SET protocol [8], or specific ones devised,
such as Casper [10] for compiling abstract descriptions to the CSP language, or SpyDer
[23] to model-check security properties in the spy-calculus.

In summary, formal methods have benefited security analysis of computing systems
by providing systematic methods and reusable tools in order to obtain mathematically
proven results. The use of formal methods for security analysis is a very active domain,
which evolves with progress from the formal methods and provides a testbed for them.
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3 Formally Modelling Trust

Trust has recently attracted much focus, notably in the context of computing science
and more specifically computer security. Marsh [24] gave an early (1992) formal model
of trust, highlighting the combination of basic and general trust and agent capabilities
into situational trust via ad hoc notations. Griffiths et al [21] made use of the Z formal
notation to specify cooperative plans in multi-agent systems, annotating these plans with
trust information. Many mathematical models have also been devised, for example in
game theory (e.g. Birk’s model [2]) or probability theory (e.g. Jøsang’s Subjective Logic
[1]).

More recently, Grandison [25] devised the SULTAN trust management system and
his primitives were expressed in the manner of a logic programming language. SULTAN
is similar to works on trust policy languages. Trust policy languages (which are inspired
by security policies) specify what is permitted and prohibited regarding trust decisions,
rather than expressing how. They were first devised in the context of Public Key Infras-
tructures, like IBM’s Trust Policy Language or Fidelis [28]. Recent works exhibit more
general policies, like those of the SECURE project [17] where domain theory is used to
define trust policies able to specify spam filters.

Trust is a complex notion that is not well understood. Growing interest in modelling
the notion of trust has given rise to a plethora of models and many aspects of trust are
currently being studied. However, these models are difficult to compare directly because
they are expressed in diverse ways, i.e. sociological or economic terms, and furthermore
use specific notations, thus preventing an unambiguous interpretation. Identifying trust
requirements is not always easy and, because they lead to a clearer model of a system
and guide its analysis, formal specifications can ease that identification.

4 An Approach to the Modelling and Validation of Trust

The T-SAS (Trusted Software Agents and Services in Pervasive Information Environ-
ment) project [27] aims to identify critical trust issues in pervasive computing. In partic-
ular, it aims to develop tools and rigorous techniques for validating the trustworthiness
of agent and Semantic Web/Grid technologies that support pervasive systems.

The identification of critical trust issues for pervasive environments is hampered by
both the diverse literature on trust and lack of expertise by system designers and analysts
at identifying issues of trust. As noted above, existing definitions of trust also tend to be
either specific to particular problem domains, or contrarily, too general. This often leads
to specifications impoverished of trust content suitable for analysis and formalisation.
Finally, pervasive systems require that user-centric issues are at least as important as
purely technical concerns.

To address these problems, whilst ensuring that scenarios studied are sufficiently
realistic, the initial phase of this project has focused on the development of an analysis
framework grounded in propitious (healthcare) scenarios and use-cases [ 16]. It is an iter-
ative process of scenario validation by domain experts (e.g. clinicians), identification of
trust issues with cross-scenario checking, and domain expert aided scenario maturation.
As this process repeats, the scenarios become increasingly rich with trust related detail
and the taxonomy of trust derived from the input scenarios stabilises. In our analyses, trust
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issues have fallen into eleven basic areas. Viz., Source versus Interpretation, Accuracy,
Audit trails, Authorisation, Identification, Personal Responsibility, Reliability/Integrity,
Availability, Reasoning, Usability and Harm. The relationship between trust categories
was broadly in agreement with the literature.

Our current work focuses upon the formal specification stage of a software and
hardware prototype. The prototype healthcare application operates on a PDA to support
clinicians in a pervasive environment with medical image messaging services. This
application is based on a use-case representing a clinician roaming in the pervasive
environment of his hospital and using his PDA to display pictures on a neighbour device
or to access the information of a patient in an adjoining bed. The PDA currently has
image capture, wireless transmission and receipt and can provide telemetry for location
determination. The prototype PDA and infrastructure provides furtive ground for dealing
with real-time and practical issues whilst retaining many trust concerns.

Using a single method (whether formal or not) to develop complex software and/or
hardware systems may limit the ability to adequately tackle complex problems in the
large. Unfortunately, many issues of trust are interrelated and highly context dependent.
Therefore, simplification of a system which results in loss of this context or corruption
of trust interdependencies and interactions is dangerous.

Formal methods are often associated with applications with some critical aspect
with severe consequences of fault. For example, safety-, economic-, or security-critical.
We believe that users’ trust in pervasive computing environments is prone to significant
collapse and also that the consequences would be equally undesirable. In short, perva-
sive computing applications are trust-critical. Yet, the widespread adoption of formal
techniques to deal with trust issues is not solely based on risk aversion – tools must be
developed that will be used by software engineers, designers and system analysts. Also,
formal specifications are not readily communicable to the non-specialist.

In addition to the ability to visually communicate and simplify complex designs,
semi-formal techniques such as UML offer the developer additional benefits such as
maintainability and re-usability. Despite several studies showing that formal develop-
ment requires approximately the same overall effort as traditional approaches [12] whilst
providing the detection and correction of specification errors early in the development
life-cycle, uptake has again, remained slow.

Finally, given the currently limited understanding of trust, it seems sensible to adopt
an approach that automatically detects inconsistencies and enables system designers to
produce unambiguous and consistent specifications.

In order to successfully negotiate the problems of developers (expertise and think-
ing methods, visualization, re-usability, maintenance, communicability), we use UML
case tools which provide a powerful visual notation which can itself be analysed, tested
and validated automatically. The UML is an intuitive and powerful visual notation that
decomposes a formal model of a system into various diagrams, such as class, collab-
oration or statechart diagrams. To automate validation of the models we need to use
a method which allows formal proof. We chose the B language, which is an abstract
machine notation that structures systems into hierarchy of modules. Each B module is
made of components that are themselves refined at different levels of abstraction. Figure
1 portrays an overview of this approach.
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Fig. 1. Overview of approach

To annotate UML with B, we use a UML Profile, called UML-B [6], that defines
a specific kind of UML model that has a particular semantics. Figure 1 illustrates a
UML-B model. In UML-B, class and statechart diagrams are annotated with B code
using an object-oriented dot style. A tool, called U2B [7], then automatically generates,
whenever possible, an equivalent B specification from the UML-B model.

Fig. 2. UML-B screenshot

The final step is to validate our B models using a combination of automated test
case generation (e.g. ProTest [19]) and model checking (e.g. ProB [18]). Figure 3 shows
a screenshot of the ProB tool. The top left shows the B machine under examination,
bottom left shows the current machine state and status of the invariants. Right of the
figure shows the states visited during the model checking of the specification.

Fig. 3. ProB screenshot

In the context of our use-case, the basic components of trust will be expressed
by means of invariants of the B machines. At this stage during our development, the
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invariants represent properties of the categories Accuracy, Authorisation, Identification
and Reliability/Integrity that hold between the various elements of the system (e.g. PDA,
Web Services, etc.). We are testing in these models, among other aspects, whether the
PDA displays a picture on a wall-mounted screen in a trustworthy manner. Figure 2
shows an example class diagram relating a doctor, his PDA, a document (for viewing on
an external device), an external device (display), and a centralised system for managing
services based on the user’s location, gained from WiFi 802.11 signal processing.

These tools will verify that our UML-B models are consistent, thus proving the trust
properties that we have specified in the B invariants. If the properties do not hold, the
test case or the counter-example provided by the model checker will enable us to analyse
where the problem is and formulate a solution. We would then go into another round
of modelling and validation. Finally, we note that this UML and B hybridisation has
been favourably examined in an industrial setting, showing that not only are the features
of the B-Method and UML complimentary, but that development with these tools was
acceptable to commercial enterprise [20].

5 Conclusion

Formal methods for the specification of computer systems and their required properties
have shown themselves a valuable tool for security analysis. Much work in the domain
of trust devised more or less formal models, thus providing insight into the notion of
trust but without formal proofs of the claimed results. The notion of trust remains elusive
and has not yet achieved the same level of knowledge that security has.

The lack of formality in the followed approaches is sometimes the cause of misunder-
standing and prevents the validation of the proposed models. We believe that validation is
necessary to acquire a sufficient confidence in a model and formal methods can provide
us with the tools to exhaustively check the proposed solutions. Here we suggest that
the rigorous process of formal specification, with its associated techniques and tools for
model checking and test case validation, will be as valuable to the study of trust as it has
been to date for security.

Prior work in our project, based on several real-world scenarios and applications,
produced a set of basic components of trust, which with tools for assisting formal spec-
ification and validation are being utilised to expedite formal analysis and test this sug-
gestion. We believe that the practical application of formal methods can facilitate the
development and evolution of the field of trust analysis in computing systems.
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Computing Recommendations to Trust
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Abstract. In a technology-intensive world humans are facing new problems
stemming from the introduction of machine-intensive communication. The
natural human ability to asses, accumulate and evaluate trust in other humans
through direct interpersonal communications is significantly impaired when
humans interact with systems alone. The development of applications that rely
on trust, like electronic commerce, can be significantly affected by this fact un-
less humans can be better advised on trust.
This paper proposes a simple trust model used by the Intimate Trust Advisor
(ITA), the conceptual device, to evaluate the recommendation to trust in the
immediate technical environment. The model of trust discussed in this paper
explores relationship between trust and complexity.

1 Introduction

As the world becomes more saturated with technology, direct face-to-face communi-
cation is being replaced by indirect communication means. The Internet and cryptog-
raphy enable fast and secure information exchange, but reduce the natural human
ability to evaluate and establish trust between communicating parties.

Trust is seen as the “lubricant of the social life” [1] and a critical factor affecting
the introduction of several new technologies, e.g. mobile commerce. A lack of trust in
technology itself may significantly hamper its future adoption.

This paper presents the model of trust that can be used to evaluate recommenda-
tions for trust-related decisions. This model can be used by the Intimate Trusted Ad-
visor (ITA) [2]. The ITA is the conceptual device that provides the recommendation
to its user regarding the trust in user’s immediate technical environments. The model
presented here is intentionally simple yet it is supposed to address some of the im-
portant aspects of the trust-building process.

The model assesses trust in technology-related entities. It works in two phases.
First, entities are filtered whether they can be the subject of the proper trust relation-
ship. The second phase generates the recommendation to trust by using the novel ap-
proach to interpret trust as the exchange process.

The authors are in the process to assess the validity of the model through a series of
experiments.

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 340–346, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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2 Related Work

There is a significant amount of work dedicated to trust modelling. McKnight [3]
provides the multi-stage interdisciplinary model of trust that can be used to evaluate
trust. It is worth noting that this exhaustive model requires up to 16 input variables to
provide the assessment of trust. Mui [4] provides an interesting computational model
that base on the available history of relationships. Tan [5] study the simple model of
transactional trust, linking trust with concepts like risk and gain. Even though no ex-
act function is provided, the linkage between traditional domain of trust and economi-
cal indicators is noteworthy. Yan and Cofta [6] analyse domain-based trust models
specific for mobile communication to explore transitional aspects of trust. Egger [7]
study the model suitable for the electronic commerce, stressing the multi-stage ap-
proach to trust evaluation. English at al [8] analyses the trust models for entities
within the global computing system.

Analysis of trust leads also to several trust-modelling languages that can be used to
specify and calculate trust. Grandison [9] defined the specialised logic-based language
SULTAN while Josang [10] constructed the trust-evaluation language on the basis of
the logic of uncertain probabilities. Marsh [11] provides the analysis of the meaning
of trust constructs that leads to the construction of the formal notation.

It is interesting that several works study dimensions of trust relationship, stressing
internal contrasts between different aspects of trust. Castelfranchi [12] looks at the
dialectics of trust and control, constructing the model to assess the degree of trust out
of the contrast between those two concepts. Camp [13] study trust as the collision of
paradigms in social sciences. Redwine [14] looks at the dynamics of trust to identify
five dimensions of trust, each based on contrasting aspect.

The development of Internet gave way to several analysis of decision-support aids
that base on trust relationship. For example, Urban [15] explores the ability to estab-
lish the web site that operates as the trusted shopping advisor. Muir [16] study trust
between humans and machines to calibrate user’s trust in decisions aids.

3 Trust and Complexity

There is a visible overflow of definitions of trust, due to its elusive and multi-
dimensional nature. McKnight [17] states that trust has 17.0 definitions, comparing to
the average of 4.7.

This paper bases its analysis on the complexity-based definition of trust, as formu-
lated after Luhmann [18]. Similar formulation of the definition can be found in [19]
while [20] provides the good comparison of Luhmann’s approach to other foundations
of the definition of trust.

Definition 1.
Trust is the subjective method to reduce the perceived complexity of future by
assuming, on the basis of limited subjective knowledge, beneficial actions of
independent actors.
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Luhmann’s approach stems from contemplating the future as a multiplicity of pos-
sible paths. Some of those paths may lead to the desired development (e.g. reaching
the goal), but the complexity generated by all the possibilities is beyond the compre-
hension of the human, thus possibly inhibiting any rational choice.

Trust is one of several means to deal with such complexity by reducing it to the
manageable level. Trustor, expecting trustee to behave in the beneficial way, can
subjectively eliminate the multitude of negative versions of the future (that may origi-
nate in the non-beneficial behaviour of the trustee), thus concentrating on remaining
possibilities.

The definition brings up two interesting conclusions about the trust relationship.
First, not all entities are entitled to the trust relationship, not because of lack of merits
but because of lack of such necessity. There may be entities that have nothing to do
with any of possible futures, being irrelevant to the path of event. Further, some enti-
ties are not independent actors, i.e. they are unable to act at their will, so that not trust
is expected, but only confidence that such entities will follow their usual behaviour.

The second conclusion from this definition is that trust can be seen as a certain
form of a transactional exchange where by trusting, the person (the trustor) exchanges
the limited knowledge about the trustee for the benefit of the complexity of events
being reduced.

4 Intimate Trust Advisor

The Intimate Trust Advisor (ITA) [2] is the conceptual personal device that evaluates
the immediate technical environment of its user and communicates its recommenda-
tion regarding trust in such environment to its user. The ITA may use the remotely lo-
cated supporting environment to evaluate the situation.

The reference architecture of ITA is provided on Fig.1. The assessment of trust is
denoted as (a), the recommendation to trust as (b) while the user’s decision to trust is
identified as (c). The support that ITA may receive from the remote environment is
identified as (d).

Fig. 1. ITA reference architecture
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Even though the user is free to follow or to reject the recommendation provided by
ITA, it is expected that ITA will be in many cases the only reasonable source of rec-
ommendation available to the user.

5 The Model

The model assumes that the person (the ITA user) at certain moment perceives the
complexity of the future that may possibly lead to unfavourable outcome. The user
understands that most of this complexity comes from other entities. The user asks ITA
for advice regarding technology-related entities. Some of such entities may require
the user to express his trust in them in order to proceed. The recommendation that
ITA issues tells whether such trust should be expressed.

The model itself works in two steps. First, entities are filtered to identify those that
are relevant to the current situation. The behaviour of relevant entities is analysed to
determine whether the trust is needed. Finally, those entities that are both relevant and
in the need for trust are analysed to determine the recommendation.

5.1 Filtering

Not all entities should be considered as candidates for the decision to trust as some of
them may be simply out of scope of the current situation. The person is usually able to
remove most of the entities from any considerations by classifying them as irrelevant.
For example, the butterfly flapping its wings at the remote corner of tropical forest is
believed not to interfere with a person crossing the street in Oxford (despite the con-
cept of the ‘butterfly effect’). Contrary, the driver in Oxford that is approaching the
zebra crossing may interfere with the future.

Further, entities that are fully predictable do not need trust. The predictable entity
may interfere with the course of events but its behaviour is known so that it can be
taken into account. Predictable entities do not require trust, but only confidence in
their predictability. As the authors have overheard once “You do not have to trust the
train to follow tracks. It has little choice”.

The authors argue that the technical device, complex enough, can be believed to act
on its free will rather than in the predictable way, specifically if the user is not aware
of all the principles that influence the behaviour of such device. For example, Chopra
[21] acknowledges that people relate to machines as they are fellow human beings.

5.2 Decision to Trust

The decision to trust is usually defined through a complex interleaved list of proper-
ties as integrity or benevolence. This theoretical approach represents the stark contrast
with the everyday practice of trusting someone who has been met on the first date or
trusting the anecdotal second-hand car dealer.

The authors offer the model of the decision to trust that bases on complexity and is
closely rooted in Luhmann’s definition of trust, hoping that such model may better
explain the phenomena of the ad-hoc trust in human behaviour.
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The authors argue that it is the unmanageable complexity of the future that drives
trust. What the would-be trustor is looking for is the reduction of complexity. The
trustor is willing to trust the trustee in order to decrease his own (trustor’s) burden. If
not, then the trust is not needed as it does not solve any problem of the trustor.

The would-be trustor rationalises his decision to trust (or not to trust) on the basis
of limited and incomplete knowledge about the trustee. Such knowledge may not give
any rational foundation for trust, but it is used to make the decision, as this is the only
knowledge available to the trustor.

The authors assume that the actual decision to trust represents the exchange be-
tween the available proof of trustworthy behaviour and the perceived promise of the
reduction of complexity. In other words, the lack of proof can be compensated by the
expected reduction in complexity and vice versa: the promise of minimal reduction
can be compensated by the solid reputation.

The exchange model explains why the rationally untrustworthy people are trusted:
they promise to reduce the complexity to the level that makes the offer attractive de-
spite the lack of credits.

The exact relationship between those two variables is subject to further study, but
as the starting point as well as for the purpose of ITA such relationship may be as-
sumed to be as straightforward as the hyperbolic function t*r=const.

The authors further assume that the constant value that is present in this equation
represents the inversion of the extent of the propensity to trust, the inherent willing-
ness to trust. Therefore, the equation takes on the form:

Fig. 2. The trust exchange curve

This consideration may lead to the following diagram, as shown on Fig. 2. All the
points at and above the curve represents the combinations of proof and reduction that

t * r = 1 / p

where t - extent of the proof of trustworthiness
r - net reduction in complexity
p - propensity to trust
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satisfy the need of the trustor. The borderline points A and B represent situations of
little reduction, solid proof and of little proof but significant reduction, respectively.

5.3 Recommendation to Trust

Assuming that all the necessary values has been quantified, the recommendation to
trust can be provided if the product of expected reduction in complexity and the per-
ceived trustworthiness is located at or above the exchange curve defined by the user’s
propensity to trust. Such simple recommendation model can be extended to commu-
nicate the level of recommendation: whether ITA strongly ‘believes’ in the recom-
mendation or merely suggests it, using e.g. the distance from the curve as the extend
of recommendation.

6 Conclusions

This paper presents the simple, novel model of recommendations that bases on the
definition of trust derived from Luhmann’s works and stresses the relationship be-
tween the complexity and trust. The model describes how the recommendation to trust
can be assessed in terms of reduction to complexity and extent of the proof of trust-
worthiness, and further related to the propensity to trust, resulting in the weighted
recommendation. In addition, the filtering conditions of relevance and unpredictabil-
ity are integrated into the model.

The model can be implemented in ITA, the Intimate Trust Advisor, the device that
should help its user to make decisions regarding trust in the immediate technical envi-
ronment. The model can be applied also to other situations and environments, e.g. to
Internet commerce.

The model presented in this paper requires less input variables then other known
ones. Values of those variables can be directly related to properties of the technical
system that ITA is to evaluate or to the user of the device.

The proposed filtering function as well as the exchange function are simple to cal-
culate and eventually lead to the single integrated indicator of the level of recommen-
dations.

The authors plan a series of experiments to test the concept presented in this paper.
Experiments will not involve the device itself, but they will concentrate on verifying
whether the notion of ‘trust as exchange’ can be justified.
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Abstract. This position paper describes work on trust assumptions in the con-
text of security requirements. We show how trust assumptions can affect the
scope of the analysis, derivation of security requirements, and in some cases
how functionality is realized. An example shows how trust assumptions are
used by a requirements engineer to help define and limit the scope of analysis
and to document the decisions made during the process.

1 Introduction

Requirements engineering is about determining the characteristics of a system-to-be,
and how well these characteristics fit with the desires of the stakeholders. A system-
to-be includes all the diverse components needed to achieve its purpose, such as the
computers, the people who will use, maintain, and depend on the system and the
environment the system exists within. Stakeholders are those entities (e.g. people,
companies) that have some reason to care about the system’s characteristics. A de-
scription of these characteristics is the system’s requirements.

Security requirements are an important component of a system’s requirements.
They arise because stakeholders assert that some objects, tangible (e.g. cash) or intan-
gible (e.g. information), have direct or indirect value. Such objects are called assets,
and the stakeholders naturally wish to protect their value. Assets can be harmed, or
can be used to cause indirect harm, such as to reputation. Security requirements en-
sure that these undesirable outcomes cannot take place.

Security requirements often assume the existence of an attacker. The goal of an
attacker is to cause harm. Leaving aside harm caused by accident, if one can show
that no attackers exist, then security is irrelevant. An attacker wishes to cause harm by
exploiting an asset in some undesirable way. The possibility of such an exploitation is
called a threat. An attack exploits a vulnerability in the system to carry out a threat.

It is useful to reason about the attacker as if he or she were a type of stakeholder
(e.g. [1; 9; 10]). The attacker would therefore have requirements; he or she wants a

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 347–354, 2004.
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system to have characteristics that create vulnerabilities. The requirements engineer
wants the attacker’s requirements to not be met. To accomplish this, one specifies
sufficient constraints on the behavior of a system to ensure that vulnerabilities are
kept to an acceptable minimum [11]. Security requirements specify these constraints.

A system-level analysis is required to obtain security requirements. Without
knowledge of a system’s components, the requirements engineer is limited to general
statements about a system’s security needs. Nothing can be said about how the needs
are met. To determine security requirements, one must look deeper; we propose to
use problem frames [8] to accomplish this. In a problem frames analysis, this means
looking at and describing the behavior of domains within the context of the system.

While reasoning about security, a requirements engineer must make decisions
about how much to trust the supplied indicative (observable) properties of domains
that make up the system and evaluate the risks associated with being wrong. These
decisions are trust assumptions, and they can have a fundamental impact on how the
system is realized [13]. Trust assumptions can affect which domains must be ana-
lyzed, the risk that vulnerabilities exist, and the risk that a system design is stable.
During analysis, trust assumptions permit the requirements engineer to pick battles,
deciding which domains need further analysis and which do not.

This paper describes combining trust assumptions, problem frames, and threat de-
scriptions in order to aid in derivation of security requirements. Section 2 provides
background material on problem frames. Section 3 discusses security requirements.
Section 4 describes the role of trust assumptions. Section 5 presents related work, and
section 6 concludes.

2 Problem Frames

All problems involve the interaction of domains that exist in the world. The problem
frames notation [8] is useful for diagramming the domains involved in a problem and
the interconnections (phenomena) between them, and for analyzing their behavior.
For example, assume that working with stakeholders produces a requirement “open
door when the door-open button is pushed.” Figure 1 illustrates satisfying the re-
quirement with a basic automatic door system. The first domain is the door mecha-
nism domain, capable of opening and shutting the door. The second is the domain
requesting that the door be opened; including both the ‘button’ to be pushed and the
human pushing the button. The third is the machine, the domain being designed to
fulfill the requirement that
the door open when the but-
ton is pushed. The dashed-
line oval presents the re-
quirement that the problem is
to satisfy. The dashed arrow
from the oval indicates which
domain is to be constrained
by the requirement. Fig. 1. A basic problem frames diagram
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Every domain has interfaces, which are defined by the phenomena visible to other
domains. Descriptions of phenomena of given (existing) domains are indicative; the
phenomena and resulting behavior can be observed. Descriptions of phenomena of
designed domains (domains to be built as part of the solution) are optative; one
wishes to observe the phenomena in the future. To illustrate the idea of phenomena,
consider the person+button domain in Figure 1. The domain might produce the event
phenomena ButtonDown and ButtonUp when the button is respectively pushed and
released. Alternatively, it might produce the single event OpenDoor, combining the
two events into one.

Fig. 2. Example Context Diagram

The two fundamental diagram types in a problem frames analysis are the context
diagram and the problem frame diagrams. The context diagram shows all the do-
mains in a system, and how they are interconnected. The problem frame diagrams
each examine a problem in the system, showing how a given requirement (problem)
is to be satisfied. In systems with only one requirement, the context diagram and the
problem frame diagram are almost identical. For most systems, though, the domains
in the problem frame diagrams are a projection of the context, showing only the do-
mains or groups of domains of interest to the particular problem.

Figure 2 shows a context diagram for a system that will be used as an example
throughout the remainder of this paper. The system is a subset of a Human Resources
system. There are two functional requirements, of which we will consider the second.

Salary, personal, and benefits information shall be able to be entered, changed,
and deleted by HR staff. This information is referred to as payroll information.
Users shall have access to kiosks located at convenient locations throughout the
building and able to display an ‘address list’ subset of personal information con-
sisting of any employee’s name, office, and work telephone number.

The problem diagram for the second requirement (the ‘address list’ function) is
shown in Figure 3. Phenomena are intentionally omitted. The security requirements
will be added in the next section.
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3 Security Requirements

Security requirements come into existence to prevent harm by attacks on assets [5;
11]. An asset is something in the context of the system, tangible or not, that is to be
protected [7]. A threat is the potential for abuse of an asset that will cause harm in the
context of the problem. A vulnerability is a weakness in the system that an attack
exploits. Security requirements are constraints on functional requirements, intended
to reduce the scope of vulnerabilities.

Fig. 3. Address list

The security community provides general categories for constraints, labeling them
using the acronym CIA, and more recently more ‘A’s [12]:

Confidentiality: ensure that an asset is visible only to those actors authorized to
see it. This is larger than ‘read access to a file’, as it can include, for example,
visibility of a data stream on a network.
Integrity: ensure that the asset is not corrupted. As above, integrity is larger than
‘write access to a file’, including operations such as triggering transactions that
should not occur.
Availability: ensure that the asset is readily accessible to actors that need it. Avail-
ability is best explained by a counterexample, such as preventing a company from
doing business by denying it access to something important.
Authentication & accountability: ensure that the source of the asset, actor, or ac-
tion is known. One example is the simple login. More complex examples include
mutual authentication (e.g. exchanging cryptography keys) and non-repudiation.
By inverting the sense of these categories, one can construct descriptions of possi-

ble threats on assets. These threat descriptions are phrases of the form performing
action X on/to asset Y could cause harm Z [5]. Referring to the example presented
above, some possible threat descriptions are:

Changing salary data could increase salary costs, lowering earnings.
Exposing addresses (to headhunters) could cause loss of employees, raising costs.

To use the threat descriptions, the requirements engineer examines each problem
frame diagram, looking to see if the asset mentioned in the threat is found in the
problem. If the asset is found, then the requirements engineer must apply constraints
on the problem to ensure that the asset is not vulnerable to being used in the way that
the action in the threat description requires. These constraints are security require-
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ments. The security requirements are satisfied by changing the problem in a way that
changes the behavior of the domains.

Analysis of Figure 3 shows that there are vulnerabilities that allow the threats to be
realized. Attackers can see the data on the network. Nothing prevents an attacker
from accessing the system. In order to maintain confidentiality and integrity of the
data, the network needs to be protected and employees need to be authenticated. A
design decision is made to encrypt data on the network, and appropriate constraints
and phenomena are added. Our next problem is employee authentication; we will
solve this problem in the next section.

4 Trust Assumptions

A requirements engineer determines how a requirement is satisfied using the charac-
teristics of the domains in the problem. A similar relationship exists between security
requirements and trust assumptions; how security requirements are satisfied depends
on the trust assumptions made by the requirements engineer.

We use the definition of trust proposed by Grandison & Sloman [4]: “[Trust] is the
quantified belief by a trustor with respect to the competence, honesty, security and
dependability of a trustee within a specified context”. In our case, the requirements
engineer trusts that some domain will participate ‘competently and honestly’ in the
satisfaction of a security requirement in the context of the problem.

Adding trust assumptions serves two purposes. The first is to limit the scope of the
analysis to the domains in the context. The second is to document how the require-
ments engineer chooses to trust other domains that are in the context for some other
reason. To illustrate the former, assume a requirement stipulating that the computers
operate for up to eight hours in the event of a power failure. The requirements engi-
neer satisfies this requirement by adding backup generators to the system. In most
cases, the engineer can trust the manufacturer of the generators to supply equipment
without vulnerabilities that permit an attacker to take control of the generators. By
making this trust assumption, the requirements engineer does not need to include the
supply chain of the generators in the analysis.

Returning to our example, we see that trust assumptions must be added to the dia-
gram to complete the picture. For example, the analysis does not explain why the
encrypted networks and authentication are considered secure or how address infor-
mation is to be protected. The IT organization convinces the requirements engineer
that the encryption software and keys built into the system are secure, and that the
keys control access to the address information. Choosing to accept the explanations,
the engineer adds three trust assumptions (TA1 – TA3) to the problem frame diagram.

There are threats against the name and address information which indicate that
confidentiality of the information must be maintained. To counter the threats, the
requirements engineer proposes that the information be limited to people having
authentication information and able to log in. The IT department refuses on cost
grounds. The stakeholders refuse because of ease-of-use.
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Further questioning reveals that the front door of the building is protected by a se-
curity guard; the guard restricts entrance to authorized personnel. The security man-
ager agrees that the security guard can stand in for authentication. A trust assumption
(TA4) is added, having the effect of changing the people domain to employees by
restricting membership to people allowed in by the building security system. Figure 4
shows the resulting problem frames diagram.

Fig. 4. Address list revisited

The example shows that trust assumptions restrict domain membership. For exam-
ple, the building security system trust assumption restricts membership of the people
domain to people acceptable to the door guard, effectively converting the domain to
employees.

The IT Admin: keys restrict access trust assumption is a special case. The domain
being limited is an ‘others’ domain representing people not permitted to see the data.
This domain isn’t in the context. Adding the domain and connecting the trust as-
sumption would restrict the domain’s membership to null. Rather than adding a null
domain, the trust assumption is expressed in terms of its effect and attached to the
domain that caused the trust assumption to come into existence.

5 Related Work

We are not aware of other work investigating the capture of a requirements engineer’s
trust assumptions about the domains that make up the solution to the problem.

Several groups are looking at the role of trust in security requirements engineering.
In the i* framework [14; 16], Yu, Lin, & Mylopoulos take an ‘actor, intention, goal’
approach where security and trust relationships within the model are modeled as
“softgoals”: goals that have no quantitative measure for satisfaction. The Tropos
project [3] uses the i* framework, adding wider lifecycle coverage. Gans et al [2] add
distrust and “speech acts”. Yu and Cysneiros have added privacy to the mix [15]. All
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of these models are concerned with analyzing trust relations between actors/agents in
the running system. As such, an i* model complements the approach presented here,
and in fact can be used to determine the goals and requirements.

He and Antón [6] are concentrating on privacy, working on mechanisms to assist
trusting of privacy policies, for example on web sites. They propose a context-based
access model. The framework, like i*, describes run-time properties, not the require-
ments engineer’s assumptions about the domains forming the solution.

6 Conclusions and Future Work

We have described an approach for using trust assumptions while reasoning about
security requirements. The approach makes a strong distinction between system re-
quirements and machine specifications, permitting the requirements engineer to
choose how to conform to the requirements. The trust assumptions embedded in the
domain inform the requirements engineer, better enabling him or her to choose be-
tween alternate ways of satisfying the functional requirements while ensuring that
vulnerabilities are removed or not created.

Work on trust assumptions is part of a larger context wherein security requirements
are determined using the crosscutting properties of threat descriptions [5]. The trust
assumptions will play a critical role in analyzing cost and risk. The quantification of
the level of trust, not yet used, will be important in this context.
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Abstract. Virtual Organizations (VO) continue to inspire marketing specialists,
technologists and researchers. However, with automation of security and trust
necessary, this adds to the complexity of the dynamically networked
relationships. This paper identifies Trust Relationship Planning as an advanced
feature missing from Trust Management in the context of VO’s. We define and
motivate this claim, by aligning Trust Management with other relationship
management systems, and derive core concepts for the planning component.

1 Introduction

Virtual Organizations (VO’s) are proposed as the future of collaborative business
systems. VO proponents suggest that there will be key advantages for production and
profitability realized, when short-term, specially contracted and objective-oriented
cross-domain relationships are formed, without extensive geographic dislocation of
physical resources and people [5]. In terms of a single definition for a VO, we agree
with Wolters and Hoogeweegen that authors vary in their definitions but there are
some recurring properties across publications [9]. They identify these as:

Temporary alignments of a network of independent organizations, dynamic switching
between network partners, end-customer requirements as starting point, bringing
together the core competencies of the partners and intensive use of ICT (Information
and Communication Technologies).

The motivation for writing this paper grew as we were deliberating over the new
issues for trust management in these VO environments. We started by considering
each of the recurring properties above and derived the following:

There is the preconceived understanding that the relationships are temporal.
Partners are therefore reluctant to sustain a long and costly trust development
process that still involves legal and network administration expertise.
Partners maintain their independent, more long-term portfolios and interests, and
may prioritize them above those of the VO.
External parties, such as customers, create the demand for relationship formation;
there is therefore the question of per-partner risk incurred when committing to
requirements that may not be core to their business but of a collaborative entity.

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 355–361, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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The competencies and intellectual capital of partners must be disclosed for
meeting short-term objectives, yet this knowledge is persisted within
organizations that may be competitors within other or future contexts.
VO’s require heavy automation. Supporting ICTs, such as Grids and Web
Services, still have unresolved security and trust issues including accepted
standards [7].

When one reflects on these trust issues above, the emphasis is not on technology for
credential, policy and permissions management, rather, the new issues for VO trust
relationship management appear to be strategic. While existing trust management
systems are at this time concerned with “live” operational issues (such as codifying
credentials, policies and permissions), we suggest that a trust management solution
adequate for the needs of a VO must support strategic forecasting, process
optimization, service and resource selection, monitoring and decision support – the
essence of planning.

Section 2 goes on to further develop this argument, with reference to established
“relationship management” systems, namely, SRM (supplier relationship
management) and CRM (customer relationship management), followed by a brief
study of related work. Section 3 then presents our derivation of a trust relationship
lifecycle, which we consider and position as the core concept towards trust
relationship planning. We then conclude by summarizing our contributions and
identifying further work in this area.

2 The Motivation for Planning in Trust Management

Firstly, we want to create an understanding that Trust Management can be considered
alongside what are known as relationship management systems. Blaze, Feigenbaum
and Lacy define the “trust management problem” as the collective study of security
policies, security credentials and trust relationships, in their 1996 paper [1]. Patton
and Jøsang, even though in the specific context of e-Commerce, defines Trust
Management as “the activity of collecting, codifying, analyzing and evaluating
evidence relating to competence, honesty, security or dependability with the purpose
of making assessments and decisions regarding e-commerce transactions” [4]. The
term “transaction” encompasses a deal or communication, and thus refers to a
particular relationship. We must note here that although the concern of managing a
relationship has been established as an essential part of the trust management
problem, most trust management research tends to treat trust as an atomic unit and
incidentally abstract relationships from the goals of trust management. We found it
more enlightening to refer to “dynamic [trust] relationships” as opposed to “dynamic
trust”, and thus obtained a better understanding of the sincere nature of the issues for
VO trust management.

Secondly, having labeled Trust Management as a Relationship Management
System, we proceeded to look at two other well-known solutions that also assume this
classification. SRM (Supplier Relationship Management) and CRM (Customer
Relationship Management) are concerned with forging mutually beneficial, efficient
and profitable relationships between a business, its suppliers and customers
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respectively. When reading marketing statements or technical white papers on these
products, support for activities associated with planning resources, production cycles,
marketing, investment, and other strategic decisions are always the key system
features [6]. We can also correlate these features to the perceived strategic needs for
trust in VO’s:

Forecast and Analysis: determination of trustworthiness of target VO
communities
Administrative and Resource Efficiency: Eliminate redundant policies,
permissions and credentials in the VO
Monitoring and Measuring: Establish sound measurements for trust before VO
is operational
Process Efficiency: Optimally maintain trust throughout the VO lifetime
Relationship Advancement: Nurture trust beyond “active” VO relationships
Decision Support: Make more informed relationship agreements

A VO is a system of multiple relationships, which go through the states of
Identification (identifying potential opportunities and objectives), Formation
(identifying and selecting partners, as well as committing resources), Operation (the
functional activities towards meeting the objectives), and Termination (the
dissolution of the VO and dispersal of assets), as defined by Strader in [8]. Existing
work in operational risk management [10] and trust analysis [3, 11] were the notional
starting points for associating the above features list with the lifecycle of the VO.
However, we found that current methods are relevant within discrete phases of a
system’s existence, when the system is pending towards operational, or when the
system is operational. Consider the definition of Operational Risk Management
(ORM) in [10]: a decision-making tool to systematically help identify operational
issues and benefits and determine the best course of action for any given situation.
What we seek in trust relationship planning is a means of also identifying transitional
issues and those beyond (before and after) operation, which may influence or result
from the trustworthiness of relationships during operation of the VO. Additionally, in
[11], Abdul-Rahman and Hailes state that the general models of trust are for a specific
domain and were not designed to be automated. They proceeded to present their
model, which very closely represents the sociological and dynamic properties of trust
in Virtual Communities. We propose that a trust relationship planning model and
system can offer a baseline for automated trust management, and hence equip existing
trust models with a facility for utilization and integration in VO trust management.
Our vision is an application independent process model based on capturing states and
lifecycle of dynamic VO relationships. Trust models can be flexibly selected for use
in discrete states of the VO relationships, based on the context, available knowledge
and resources.
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3 The Trust Relationship Lifecycle

According to Grandison and Sloman, the essential components of a “trust
relationship” are: the trustor, the trustee, a specific context with associated level of
trust, and the conditions under which the relationship becomes active [3]. We
therefore gave thought to the states prior and subsequent to the active state, and the
factors denoting that a relationship between a trustor and a trustee is “active” or
“inactive”.

Strader’s model [8], already mentioned in the preceding section, provides discrete
states of the complex VO relationships but does not contribute to defining the
implications of trust within or between these states. Nevertheless, the SECURE
project proposes that trust itself may be abstracted into states, and defines the phases
of Formation (establishing initial trustworthiness), Evolution (iterating the process
of trust formation) and Exploitation (determination of behaviour on the basis of trust)
[2]. When considering the semantics of these two state models, they appear to be
complementary and transitionally related. That is, we can either view the trust state as
the conditions under which a relationship is advanced, or, vice-versa, the relationship
state as the context within which trust is advanced. This is represented in figure 1:

Fig. 1. Combination of VO and Trust Lifecycles

From figure 1 we derived new designations for the complementary phases labeled 1 to
7, and propose a single lifecycle for trust relationships (figure 2). Upon further
consideration, we theorized that trust relationships are advanced based on the
proximity and awareness of related entities (trustee and trustor), as well as their
willingness to interchange knowledge or other productive resources. This was
influenced by a notional correspondence with chemical reactions: if we consider each
entity in a relationship as an atom (such as is the case in molecules), its properties (or
what we refer to as “Awareness Horizon”) would hold a likeness to the electron shell
of the atom. Atoms may under some conditions exist in an atomic or isotopic form,
until the proximity to (or awareness of) atoms of another element influences the
probability of a reaction. Likewise, the proximity or awareness of entities influences
the probability that they form relationships, and is a first state of information
exchange, be it somewhat subliminal. Reactivity of atomic elements is also dependent
on their relative electron richness or dearth. In comparison, we can also consider
relationships between entities to be preceded by motive and expression of intent,
based on their respective properties. Reaction between atoms results in bonds. These
bonds can either be the sharing (covalent bonds) or unidirectional giving of electrons
(ionic bonds) from one atom to the next. We see this as analogous to two entities
committing to a relationship and at that moment determining the nature of the bond.
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Some chemical reactions change colour, release gases or become explosive, which
distinguishes the nature of the bond and the molecular product(s). Relationships also
go through a phase of activity, which is their mark of productivity. However, at a
point of neutrality, when there are no more electrons to be interchanged, the reaction
ceases to show signs of productivity and is thus rendered inactive. Such is the case
with relationships, which can also return to “active” given the appropriate conditions.
Nevertheless, if the conditions imposed on chemical bonds exceed some threshold,
the bonds may be broken. The effort to break a bond depends on the effort put into
forming the bond. Relationships may also go into an unrecoverable state, if the
conditions for dissolving the relationship are unexpectedly or purposefully incurred.
Figure 2 diagrammatically summarizes these analogies from the perspective of
entities, their properties or “Awareness Horizons” and the knowledge used to be
cooperative and productive.

Fig. 2. Derived Trust Relationship Lifecycle

In order to make the contribution of the trust relationship lifecycle a bit clearer, we
use the example of a research project. Consider the entities A (a medical research
team) and B (cryptography research group) going through the phases of forming a VO
to tackle a project on an online medical records management system. A is the
“planner” of the VO and therefore is the initial controller of the objectives and
opportunity.

(1) Existence: A and B exist in two very disparate domains of expertise and are
hence unaware of each other. A has a set of objectives but is uncertain of how to go
about locating trustworthy partners. Through recommendation at this state, A is
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informed of the communities of trustworthy entities commensurate with their
objectives.

(2) Awareness: A may have performed a search, within a given community, or
announce a tender. The information disclosed by A at this stage, could be critical.

(3) Intent: A decides that medical data needs to be kept in secure, distributed
data stores and contacts B. However, A makes no commitment of its behaviour to B
nor provides immediate access to its Domain Knowledge.

(4) Commitment: At this phase, the entities commit to an expected behaviour,
use of capability and representative attributes. Decisions are made regarding access
controls and disclosure of intellectual property and other domain knowledge. E.g. A
may tell B that they can have access to patient data, once the names remain
anonymous.

(5) Active: This state is the exploitation of the commitment gained in the
previous state. Entities should be aware of their access controls allowed and those that
they permit as well. A and B learn from each other and exchange knowledge of their
domain influenced by the combined desire to meet the objectives of the relationship.

(6) Inactive: This is a state where the binding properties still hold, yet the
exchange of domain knowledge goes into a lapsed phase, although previous
knowledge is retained. B may have gathered the requirements from A and just be
focused on applying its own domain knowledge for a period of time, or A may need
some time to adjust its access controls. If these access controls could be planned
before hand, then the inactivity status could be minimized. This is even more critical
in the VO, where these activities are automated.

(7) Unrecoverable: This could be due to the termination of a contract, lack of
funding or death of an entity. However, the entities may still leave with the domain
knowledge they gained, and the trust relationship may be at the mercy of goodwill,
unless some long-term measures are in place. These measures should also be planned,
or the risk of dependency on goodwill. For example, A may bind B to destroying all
patient records when the project is terminated.

In the future, this sort of searching, bartering and relationship formation may be
conducted between automated agents, acting on behalf of the originator of the VO and
competing prospective members. The originator or planner must be strategic in terms
of information disclosed, permissions and transient relationship selectivity throughout
these phases.

4 Conclusion

We have reemphasized in this paper that the VO age will demand advanced features
for Trust Management. However, we have motivated that these advanced features are
comparable to those in other Relationship Management systems, which are based on
supporting strategic resource management. We then presented our first steps towards
trust relationship planning, which is defining a possible lifecycle for trust
relationships. In addition, we found that many of the issues identified during our
relationship-oriented investigation of trust, resembled the issues for risk management
in VO’s. We therefore suspect that this approach to understanding trust may actually
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contribute to the discussions on the relationship between trust management and risk
management. While our work has been a semi-formal approach up to the time the
paper was written, we plan to carry on with a formalization of the unified state model,
as we have already identified some convincing axioms and existing analogies from
which we can draw. The structural components of such a system are also in the
process of being thought through.

Acknowledgements. Members of TrustCoM consortium for already allowing us
access to their domain knowledge, as we advance towards an active relationship
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Abstract. The GRASP project aims to provide an OGSA compliant
infrastructure to allow Application Service Providers to exploit Grid concepts
and infrastructure. Orchestration of grid service instances running “somewhere
on the Grid” to deliver a service raises a number of trust, security and contract
management challenges, especially in a business context. This paper describes
the issues relating to SLA negotiation and management and to the trust and
security of dynamically created, distributed virtual organizations, based on the
experiences of developing the GRASP architecture and implementing an initial
prototype infrastructure.

1 Introduction

During the last years, there was a growing interest in the service oriented architectures
(SOA) that aim to become the enabling architecture to provide resource in a dynamic
and distributed manner (Web Services are a typical approach to SOA). On the basis of
this trend, the Grid Service concept was introduced (see Open Grid Service
Architecture OGSA [2, 3]) that is the building block for creating service oriented grid
architecture.

These Grid Services offer a well defined interface to different kinds of potentially
stateful and transient resources, whether hardware, system resources or applications,
so that they can be easily located, instantiated on demand (where applicable) and
accessed dynamically.

An infrastructure that deals with dynamic location and usage of transient services
naturally attracts attention from companies in the domain of Application Service
Provision (ASP). The core business of such companies is the provision of services
that deliver business processes in whole or in part. These services can then be
contracted by companies who are interested in outsourcing parts of their business
processes. The GRASP project will provide an OGSA compliant infrastructure,
targeting the specific needs of ASPs, so that they can exploit Grid concepts and
infrastructure in an economic way.

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 362–368, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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In particular, this infrastructure will allow the adoption of innovative business
models where an ASP can leverage on transient grid services provided on demand by
Grid Service Provider (GSP) to build more complex application to be provided to
their own clients. In this scenario the role of GSP arises, as well. This collaborative
business environment will allow the delivery of more suitable service to the final
users with a general cost reduction for development and delivery.

Since the concept of (Grid) Service Provision is fundamental in SOA approaches to
Grid Computing, many of the GRASP project results have a wider applicability than
in the ASP domain.

2 A Simplified GRASP Scenario

We briefly explain a simplified GRASP scenario, introducing the basic concepts of
Service Location, Instantiation, Hosting Environment and its relationship to the
overall Virtual Organization (VO).

An end user will contact an ASP
machine which is offering a client
application. The end user starts the
application and its results are obtained
by orchestrating third party’s (GSPs)
grid services, instantiated at runtime
somewhere in the VO. In fact, the ASP
participates in a VO and thus can use
services deployed anywhere within the
VO in order to integrate them with their
own value added service to deliver the
overall application service. The VO is
divided into Hosting Environments (HE),
limited administrative domains which
encompass a set of machines (Hosts) that
can host grid services (potentially, the
owner of the machine and the owner of
the running grid services can be
different). The ASP can locate services

Fig. 1. GRASP Scenario

within the VO through a specific service: the GRASP Locator Service (GLS).
A client (in our case the ASP) interested in the usage of a specific Grid Service

contacts a GLS and retrieves a list of GSP that can provide the desired Grid Service in
accordance with the specified Quality of Services (QoS). Then the client enters a
negotiation with the short-listed GSPs in order to reach and contract a specific Service
Level Agreement (SLA) for the requested service. The actual content of the SLA
instance is subject to the expected availability of resources in the selected Hosting
Environments (HE), potentially owned by third parties, and on which the GSP intends
to have an instance of the service created.

Finally, the selected Grid Service instance(s) must be created and/or started by an
Instantiator and run in some HE(s). In this phase, on the basis of the current status,
the Instantiator will check if the HE can actually provide the prefixed SLA for the
instance that it is going to instantiate.
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As a number of different service instances of potentially different GSPs serving
potentially different clients may compete for the same resources in a HE, their
execution must be
1.

2.

supported by a distributed performance monitoring and accounting scheme that
collects and correlates resource usage information across HE
protected by dynamic service security perimeters that encircle Grid Service
instances contributing to the same application instance across potentially different
HE

3 General Trust and Contract Management Challenges

The following highlights (from the negotiation, monitoring, security and trust
viewpoint) some issues, arising in the depicted scenario characterized by a dinamic
and evolving environment:

We need machine-readable semantics for contract description, that allow the
definition of final contract instances (stored in specific contract repository)
We have to guarantee the meeting of agreed contract both from the client
(assurance of expected QoS) and GSP (grid services won’t consume unaccounted
resource on the HE and won’t perform malicious or incompetent actions)
viewpoint
the ASP needs to be assured that optimal utilization of resources has been
achieved across all contributing GSP and HE;
Due to the separation of concerns between ASP, GSP, HE and user there is a
need for policy languagues that allow enforcement across different administrative
domain and are sufficiently powerfull to describe the necessary term and
conditions. Conflicting policies will have to be consolidated and resolved in real
time;
mutual trust needs to be established between the service requestor, the GSP and
the HE for a grid service instance to be successfully instantiated, invoked and
executed;
performance monitoring results from executions of component services in
different HE may have to be reported and correlated; GSP and client must take
into account their confidence in the monitor capability of the corresponding HE.

The following sections give an overview of how some of these issues are being
addressed in the GRASP infrastructure (for details on GRASP architecture see [1]).

3.1 The GRASP Contract Management Subsystem

Although GRASP is researching generally applicable contract management
techniques in an OGSA compliant Grid environment, our main focus is on Service
Level Agreements: notably a SLA contract between a client and a service provider
which may comprise different services running on different hosts at different times.
The autonomic management and monitoring of such contracts execution is crucial for
business oriented Grid environments. In addition, SLAs can be used at the back-end
implementation of a GRASP environment to determine the constraints under which
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the GRASP environment operates. GRASP distinguishes two main phases of Contract
Management:

Contract negotiation: The first step of contract negotiation is the discovery,
comparison and establishment of suitable service offers as well as the “logical” and
“physical” location of the corresponding service providers. GRASP GSLuses an
appropriate SLA language that allows comparison of the client request against the
SLA description and returns to the client a list of potential service providers that
can potentially meet the requested QoS. As the proposed QoS might not be feasible
at the moment of request, the client can negotiate directly, in two different ways,
with the service provider about the currently available QoS in order to reach a
specific SLA for a service instance:

One phase negotiation: the client prioritises the received list, then works down
the list until a service provider confirms acceptance of the requested QoS.
Multi-phase negotiation: If a service provider is not able to deliver the
requested QoS, an alternative QoS may be proposed for further negotiation.

There are some differences between the above approaches that impact the
architecture of the Service Level Agreement management. In particular, a second
phase requires the client to take into account feedback from the GSPs and converse
with some of them. Further, GSPs and HEs need to implement a resource
reservation capability, because GSPs need to ensure that there are resources
available somewhere to execute a service instance. Even non-existing or idle
instances of services under negotiation need to be considered when creating a QoS
offer or assessing resource availability.
Contract monitoring: GRASP address the problem of monitoring SLA contract
execution of dynamic entity as the Grid Services via dedicated agreement services
i.e. each grid service is accompanied by an agreement service that monitors
compliance with the SLA instance for this service. This approach is compatible
with the recent proposal for the OGSI-Agreement specification [4].
Another issue arises from the divergence in the focus and objectives of metrics

associated with SLA. Business logic metrics explicitly identified in an SLA are likely
to be result/goal oriented rather than resource oriented. Monitoring of grid service
instance execution however is by definition resource oriented. To overcome this,
services translating metrics identified in the SLA to metrics that can be monitored
during service execution must be provided. These monitored metrics fall into two
types. Firstly conventional resource–based metrics such as elapsed time, amount of
storage, etc. These can be obtained from the host system. Secondly, service-based
metrics (such as accuracy of results, number of iterations, etc.) that can only come
from the service itself. Hence, GRASP exposes monitoring related data as Service
Data Elements and provides a Host monitoring service exposing system data.

Figure 3 provides a simplified overview of a GRASP hosting environment
emphasising those components of interest for contract negotiation and monitoring. It
also reflects our opinion that QoS monitoring and prediction must be done on the
Gateway as well as on the Host systems.

The first GRASP infrastructure release is restricted to a one phase negotiation. Fig.
3 depicts a simplified GRASP Hosting Environment (HE) showing a Negotiation
Handler that receives incoming requests. This uses a SLA Parser to analyzes the
requests and asks the Agreement and HE Monitor if the request can be met. The latter,
aware of all running Agreements Services on the different hosts, compiles a priority
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list of potential Hosts in this HE for an instance of the requested service and starts
asking the Negotiator of each listed Host in priority order to instantiate the Grid
Service, until the first one confirms. When the Negotiator at a Host receives a request
its response is based on information provided by the Host Monitor and a comparison
of the request against host-specific SLA rules stored in the SLA Host Template Pool.

Fig. 3. Simplified GRASP hosting environment

3.2 The GRASP Secure Collaboration Management System

In GRASP a single application may be enacted by grid services executing on different
hosts controlled by different institutions, each defining its own security policy.

To address trust establishment and secure collaboration, we use a specifically
adapted implementation of the “virtual firewall” architecture provided by the dynamic
service security perimeter model described in [5], based on a group oriented
mechanism.

To enable this mechanism, we provide a GroupManagerService (GMS) responsible
for managing group membership by defining authorization privileges, delivering and
updating a group certificate to members. In every HE there is a GMS managing the
group associated with that HE (all service instances within a HE belong to the same
security group). Thus, the service instances set running in the same HE are included
in a local group upon creation and have specific privileges related to that HE.

A service instance belonging to a HE (and so to a local group) may need P2P
communication with another instance belonging to another HE (e.g to participate in
an orchestrated service). We allow this P2P communication by creating another
virtual group, which spans different local groups and it is administrated by a GMS
running in any of the HEs involved. The same GMS can oversee a local group and

many virtual groups,
performing different roles in
each context. In particular,
the notion of local group
could be treated as a special
case of virtual group.

In general, group creation/
expansion can be initiated by
any group member or by any
GMS, using an “invitationFig. 4. Local and Virtual Groups relations
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protocol”. When a service receives an invitation message, it starts a registration phase
with the GMS. Once admitted, a service interacts directly with other group members
without the manager’s participation.

GRASP secure collaboration management components are Grid services extending
customized GRASP security PortTypes: GroupManagementPortType and
GroupMembershipPortType. The former (extended by GMS) supports dynamic group
composition (creation, expansion, shrinkage and dissolution) and provides group
members authentication. The latter (extended by every service which needs to be
secure) allows initiation of the group registration phase.

Upon creation each service instance becomes a member of the HE local group. The
Servicelnstantiator receives the service reference from the Factory and sends it to the
HE’s GMS to start the local group registration phase. The GMS sends an invitation
message to the service instance which returns all the necessary information for
participation in the group. The GMS checks the received service data and returns the
group certificate if security policies are satisfied. Now, the service instance can
establish P2P communication inside the HE regulated by the GMS policies, using
local group certificate as authentication token.

For a service instance to communicate with a member of another local group, it has
to participate in the same virtual group as it. For a service instance join the virtual
group it needs to be “invited” by another member of that virtual group or the GSM of
that virtual group. A service instance can also invite itself by asking its own local
manager to send such a request to the GMS of that virtual group. To be able to
generate an invitation message, the service has to extend the
GroupMembershipPortType which defines the startGroupRegistration method. This
method contacts the specified Local Group manager1 and obtains the group certificate
for the invited group member.

One remaining issue is the enforcement of access restrictions and contractual
obligations at the services themselves. In our reference model (see [5]), this is
performed through dedicated enforcement agents at each member of a (virtual) group,
i.e. each grid service instance contributing to the execution of an application on a HE.
The enforcement agent (they can be a part of the grid service instance) is responsible
for enforcing the security policies set by the Group Manager for both the Local Group
and the Virtual Group.

At its simplest, the enforcement agent ensures that messages arriving for or
originating from a service instance are encrypted with a valid key and signed with a
valid certificate (i.e. are valid virtual group messages) and are valid service
communications (i.e. the content is acceptable to the service instance and the HE’s
Group Manager). Enforcement of contracts and more sophisticated policies requires
that the enforcement agents are able to execute commands that amount to the
enactemnt of (a relevant part of) a contract clause or a security policy. [7, 8].

It is the Group Manager Service of the HE. Each HE has a default Local Group Manager.1
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4 Conclusions

In this paper we have discussed several of the issues that have been tackled within the
GRASP project while developing the GRASP architecture and implementing an
initial prototype infrastructure.

Notwithstanding the considerable effort by the GRASP project in providing
realistic solutions to the demanding problems that we predict will concern the next
generation of Application Service Providers that chose to take advantage of the Grid
in offering their services, many of the challenges identified in section 3 of this paper
have only been partly addressed. Sometimes this was because of limitations of the
existing technology (e.g. the lack of sufficiently rich and established service
conversation protocols for agreeing QoS or access rights) or because of limitation on
how well a community understands a problem (e.g. the lack of an established method
for correlating business logic objectives to service execution and resource
consumption, lack of establish models for separation of concerns, rights and liability
and for delegation in multi institutional Virtual Organizations).
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Abstract. Automated services over open distributed systems have been advo-
cated as the future for conducting business. However, in order for such services
to be successfully deployed, confidence in the system and its participants needs
to established. The use of trust policies and trust management has been pro-
posed to raise the level of trust whilst still maintaining a practical level of
automation. To define, deploy and enforce trust policies a level of common vo-
cabulary and understanding between participants needs to be established. The
Semantic Web initiative of the W3C has been developing common languages
and tools to allow the exchange and processing of common vocabularies, in the
form of a graph-based description format, and an ontology language. In this
paper we discuss the steps required to establish a policy-based service archi-
tecture, discuss the role of the Semantic Web initiative in enabling the practical
deployment of this architecture, and highlight the work required to enable this.

1 Introduction

Automated services delivered over open distributed systems are seen as the next ma-
jor development in science, commerce and government. However, this service vision
will only come about if enterprises and individuals are confident that it will deliver
services ‘as advertised’, not only in terms of functionality but also in the behaviour of
participating agents. For example, agents can reasonably be expected to prevent un-
authorised access to information and consequent malicious action, to respect confi-
dentiality and privacy of all parties, and to supply accurate and timely results. These
requirements are particularly challenging when the services depend on multiple con-
tributing providers, who may not be known to the consumer of the overall service.
Participants may gain by sharing resources, while being concerned about protecting
their assets and reputation. Confidence that a party will behave well comes from a
combination of trust between parties, and control measures that constrain behaviour.

In this new world, collaborations are fluid, linked by networks of trust and con-
tracts, mediated via brokering and monitoring agents. Contracts formalise agreements
among partners, stating the rights and obligations of the parties as well as sanctions to
be applied if obligations are not fulfilled or rights exceeded. Contracts may then form
the basis of behavioural norms and control policies applied under it.

C.D. Jensen et al. (Eds.): iTrust 2004, LNCS 2995, pp. 369–375, 2004.
© Springer-Verlag Berlin Heidelberg 2004
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Dependence on trust (that a partner will abide by agreements and policies) in such
collaborations increases the efficiency of collaborations, but makes the collaborators
more vulnerable. In contrast, enforcement of policies and contracts limits the risk of
malicious or unintentional damage, at the price of increased overheads. The level of
trust changes with time and with the importance of the interaction, and prescriptive
contracts and policies cannot predict all possible behaviours in dynamic open sys-
tems. Consequently, trust and contract management frameworks need to be comple-
mented by adaptive deployment mechanisms that resolve conflicts and support rene-
gotiation and amendment in real time.

Existing tools and techniques for security management rely heavily on human in-
tervention from system administrators and systems security officers using separate
management applications in order to effect changes to the security configurations in
response to security relevant events. In establishing dynamic collaborations on-
demand, the scale, impact and frequency of changes increases dramatically and the
variety of security mechanisms employed by the partners further impedes their de-
ployment. Consequently, security management must become autonomic and adapta-
tion must occur automatically in real-time, rather than through human intervention.
Furthermore, autonomic security management will have to be complemented by ex-
tensible and machine processable standards for negotiating, validating and amending
collaboration agreements, encoded by means of electronic contracts, which can be
autonomically enacted by the platform.

Such extensible and machine processable standards require the development of
common vocabularies and negotiation protocols. The Semantic Web initiative of the
World Wide Web Consortium (W3C) is an effort to provide common machine-
readable data onto the web, by allowing common vocabularies and conventions to be
defined to describe web accessible resources. The aim of the Semantic Web is to be:
“... an extension of the current web in which information is given well-defined mean-
ing, better enabling computers and people to work in cooperation.”[1]. The major
components of the Semantic Web are the Resource Description Framework [13] for
assigning properties and values to web resources, and for defining simple vocabular-
ies, and the Web Ontology Language OWL [16], for defining more expressive vo-
cabularies with additional constraints. Many tools and applications have now been
produced on top of these basic Semantic Web tools.

In this paper we propose that the Semantic Web of the W3C provides an underly-
ing framework to allow the deployment of a service architecture, as first suggested in
[5]. We provide a survey of existing work which has been carried out to achieve this,
and suggest how this and further work may be drawn together to support a complete
Semantic Web enabled policy-based service architecture.

2 A Service Architecture

A service based architecture which is augmented with trust policies and trust man-
agement would have the following stages.

1. Semantic Web Services: in addition to publishing their interfaces, Web Services
would need to publish statements describing their intended or normative behaviour.
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These statements should be given common, machine processable, extensible se-
mantics that support judgment of :

whether a service can perform a given task;
the relative ranking of a set of services with respect to basic QoS criteria.

2.

3.

4.

5.

6.

7.

Trust policy publication: service providers will publish policies for their use, de-
tailing the obligations, privileges and expected levels of service which a user
should accept before using the service.
Service discovery: users of services will seek services which satisfy their require-
ments, via automated search and negotiation mechanisms, to find the “best avail-
able” service. The criteria of “best” should include not only the functional re-
quirements of the service delivering the service to the required quality, but also
include both whether the published policy is acceptable to the user, and the reputa-
tion of the service provider, using any previous experience of using the provider,
and any recommendations or guarantees provided by third parties.
Service negotiation: once a service has been selected, there needs to be a nego-
tiation between service and user. As part of this process, the policies of both par-
ties have to be interrogated and a contract of use established. As part of this proc-
ess, a conversation needs to take place between the parties, establishing a mutually
intelligible vocabulary of terms for data and process descriptions. This negotiation
may involve third parties (brokers, guarantors, service framework providers etc)
which may facilitate the relationship and foster trust between the parties.
Experience monitoring: during the execution of the service, which may be over a
long period, its progress is monitored. The experience of the quality of the service
may modify the relationship between the parties. For example, if the experience so
far is good, then the parties may relax restrictions for the remainder of the service.
Policy Enforcement: policy statements need to be interpreted into lower-level
rules which are then enforced at each network end-point.
Service review: after the end of the service the parties will review the progress of
the service, and modify appropriately the trust evaluation of the other party, and
modify the policies it will apply in future collaborations.

Thus at all stages of the process, a vocabulary describing the service needs to be es-
tablished and exchanged between the parties.

Using the Semantic Web3

We consider how the Semantic Web can support the deployment of the policy-
augmented service architecture described above.

3.1 Policy Publication and Enforcement

Web Services standards for SOAP-based message security and XML-based languages
for access control (e.g. XACML [19]) are emerging. The use of XML as a basis for
expression specification has the advantage of extensibility. Its semantics however are
mostly implicit as meaning depends on a shared understanding derived from human
consensus, and allow incompatible representation variations. Semantic Web-based
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policy representations could be mapped to lower level XML representations if re-
quired by an implementation.

Some initial efforts in the use of Semantic Web representations for basic secu-
rity applications (authentication, access control, data integrity, encryption) have be-
gun to bear fruit. For example, Denker et al. [4] have integrated a set of ontologies
(credentials, security mechanisms) and security extensions for Web Service profiles
with the CMU Semantic Matchmaker. Kagal et al. [9] are also developing Rei, a Se-
mantic Web based policy language. Furthermore, KAoS services and tools allow for
the specification, management, conflict resolution, and enforcement of policies within
the specific contexts established by complex organizational structures represented as
domains [2; 8; 17; 18]. A comparison of KAoS, Rei, and more traditional policy ap-
proaches such as Ponder can be found in [15].

The KAoS policy ontology distinguishes between authorizations and (state or
event triggered, conditional) obligations. Other policy constructs, including delegation
and role-based authorisations, are built out of the basic primitives of domains and the
basic policy types. “Action” is defined as the ontological class used to classify in-
stances of intended or performed actions. Applicability of action instances relates to a
policy (instance) through the association of the corresponding classes. The use of
OWL enables reasoning about the controlled environment, policy relations and dis-
closure, policy conflict detection, and harmonization, as well as about domain struc-
ture and concepts exploiting the description logic subsumption and instance classifi-
cation algorithms. Taking advantage of OWL, platform/application-specific
ontologies are easily loaded on top of the core policy classes.

KAoS provides a powerful tool-set that appears to be capable to address publi-
cation and deployment of complex policies for Semantic Web Services. However the
incorporation of trust metrics and a distributed enforcement and performance assess-
ment schemes remain the main challenges, in addition to the production of a critical
mass of domain/application-specific ontologies to allow its uptake and validation in
large scale systems. With repect to the latter there is an ongoing effort to adapt KAoS
for use in Grid Computing environments in conjunction to OGSA [8].

3.2 Service Discovery

In order for a new service to be used it needs to be discovered and a mapping needs to
be established between the requirements of the client and the capabilities of the serv-
ice. On the service side, discovery is facilitate in the presence of a set of semantic de-
scriptions. WSDL descriptions can be used to support this, but they fall short in pro-
viding any unambiguous semantic content for the service interface description they
provide; OWL has been used to provide descriptions of the functionality of web
services, (e.g. DAML-S [3]), but not as yet to describe their quality of service.

On the client side, the client objectives must also be given semantics in order to
enable achieving a “sufficiently good” similarity between objectives of requestor and
the capabilities of the service, advertised by its provider. Generally, a match can de-
termined by heuristic algorithms, aided by domain-specific ontologies that define the
terms used for service description as well as the objectives of the requestor. Again,
there is a need to extend this work to non-functional requirements. P3P [10, 12] adds
policies and requirement of the client with respect to Privacy; this would need to be
extended to express the wider quality-of-service expectations of the client.
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3.3 Service Negotiation

Once services have been discovered, there is a need to establish a relationship be-
tween the parties, (possibly mediated via third parties) and to negotiate the terms and
conditions for the use of the service.

As part of this process, there is a step of trust evaluation, either from previous ex-
perience of one another, as recorded in a “trustbase” of trust valuations, or an evalua-
tion of the trust value from recommendations from third parties, or a calculation of
trust across the network via intermediate trust valuations. Preliminary work in cal-
culating trust values across trust networks in the semantic web have been studied by
Goldbeck, Hendler and Parsia [6; 7], and Richardson, Agrawal, and Domingos [14]
which use a relatively straightforward model of trust which does not take into account
context or uncertainty. They also consider reputation management, although this
could be handled via an existing W3C recommendation, the Platform for Internet
Content Selection (PICS [11]). This standard, designed originally for content filtering
of web pages, can be used to express a general rating scheme, including for standards
of reliability of web entities.

Once a trust valuation of the parties involved has been established an agreement
needs to negotiated between the parties. This requires the interchange of vocabulary,
and again the Ontology support provided via OWL in the Semantic Web is able to
provide this mechanism; indeed as already noted, DAML-S has already started this
for service descriptions, and KAoS for policies. We need to embed the trust valua-
tions into the process, to use the expression of user requirements and preferences.

3.4 Experience Monitoring and Policy Enforcement

Once an agreement has been established, then the client can start using the service.
This usage may be long-lived, and the experience of the parties during the interaction
may modify their behaviour for its remainder. For example, good experience may re-
sult in the loosening of restrictions and a higher-level of trust, changing the valuations
in internal “trustbases”, and reducing the policy enforcement overhead.

End-point enforcement of a web service in particular requires an agent:
to interpret the data elements and procedure calls of messages, compare them
with the rules in a policy statement and block unauthorized requests;
to interpret outgoing messages in order to ensure that the service does not
initiate communication with malicious agents or send unauthorized requests;
to initiate an action or a specific request to another service in order to meet an
obligation associated with the enforcement of a policy statement.

These processes are likely to take place largely internally to the services taking
part, but nevertheless a common vocabulary for interpreting the action of the other
and third parties is needed.

3.5 Service Review

After the interaction has been completed, there should be a stage of review when trust
valuations are reassessed, policies modified in the light of experience, and any rec-
ommendations to third parties propagated, within the common vocabularies provided
within the Semantic Web.
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4 Conclusion

Clearly, trust management, contract management and autonomic security mechanisms
are important aspects in the practical deployment of the service architecture across
different organisations, especially involving governmental and commercial organisa-
tions. Failure to provide adequate technical, legal and economic mechanisms to allow
participants to act with confidence, will slow the acceptance the service architecture
as an enabler of collaborations, and may prevent its uptake altogether, users instead
using closed proprietary solutions which lack the benefits of an open system.

Semantic Web Services (e.g. http://www.swsi.org/) complement the rapidly ad-
vancing Web Services technology by defining and implementing new capabilities
which more fully harness the power of Web Services through explicit representations
of the semantics underlying Web resources. They provide an infrastructure capable of
fully exploiting these semantics. Semantic Web Languages such as OWL extend RDF
to allow users to specify ontologies composed of taxonomies of classes and inference
rules. This is expected to allow software agents to understand and autonomously ma-
nipulate other agents or services, therefore enabling discovery, meaningful communi-
cation and collaboration among software agents and services, relying on control
mechanisms that implement policy statements capturing human imposed constraints.

Thus the Semantic Web offers the infrastructure to share the vocabulary and se-
mantic of policies and trust valuations. This has the advantage of using an established
body of languages and tools designed to function over open distributed systems to
leverage this sharing in an effective and economic manner. There has been some pre-
liminary work in providing piece of this architecture carried out in different places.
However, there has been no coherent scheme to bring these together in one policy-
based service architecture, as outlined in this paper. In future work, we propose to
provide a unified view to instantiate this architecture and consider how to deploy it in
practice.
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