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Preface

The invention of scanning tunneling microscopy (STM) in 1981 [1] and later
atomic force microscopy (AFM) in 1986 [2] facilitated breakthroughs in various
disciplines of science such as chemistry, physics and biology, and truly boosted
the development of nanoscience and nanotechnology.

These two techniques made it possible to achieve a detailed understand-
ing of chemical and biological systems as well as phenomena across multiple
length scales, and in particular down to the sub-nanometer scale. In fact STM
and AFM are not simply microscopy tools, but they are also extremely useful
techniques to chemist and biochemists. For example AFM and STM offer syn-
thetic chemists the chance to observe the molecules they have synthesized, how
they move and dance on a surface, how they recognize and communicate with
each other, thus making it possible to cast new light onto the molecular inter-
actions [3]. Alongside their capability of generating artistic three-dimensional
pictures with nanoscale resolution, they also allowed the study of molecular
based architectures beyond imaging, providing quantitative insight into vari-
ous physico-chemical properties [4] For instance, by manipulating molecules
individually it is possible to bestow information onto their mechanical prop-
erties and to perform constructions on the nanoscale. In the last few years the
application of AFM and STM to study molecular systems in various environ-
ments (e.g., liquid, gas, vacuum) is paving the way towards the unraveling of
complex characteristics and phenomena of nanostructured (bio)systems.

In this volume we have selected a few of the most relevant examples of AFM
and STM based experiments on (bio)molecular based systems, which offer
not only a close look into the nanoworld but also provide quantitative insight
into various properties of molecular and polymeric systems, and ultimately
highlight some technologically relevant applications.

I was delighted and felt privileged to work with an outstanding group of
contributing authors: I truly thank them for all their efforts. I am also grateful
to Dr. Marion Hertel and Birgit Kollmar-Thoni for their invitation to edit this
volume and for their assistance.

Strasbourg & Bologna, December 2007 Paolo Samorì
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Abstract Microfabricated cantilevers have been used in atomic force microscopy for the
topography imaging of non-conductive surfaces for more than 20 years. Cantilever beams
without tips have proved their applicability in recent years as miniaturized, ultrasen-
sitive, and fast-responding sensors for applications in chemistry, physics, biochemistry,
and medicine. Microcantilever sensors respond by bending due to the absorption of
molecules. A shift in resonance frequency also occurs. They can be operated in different
environments such as gaseous environment, liquids, or vacuum. In gas, microcantilever
sensors can be operated as an artificial nose, whereby the bending pattern of a microfab-
ricated array of eight polymer-coated silicon cantilevers is characteristic of the different
vapors from solvents, flavors, and beverages. When operated in a liquid, microcantilever
sensors are able to detect biochemical reactions. Each cantilever is functionalized with
a specific biochemical probe receptor, sensitive for detection of the corresponding tar-
get molecule. Applications lie in the fields of label- and amplification-free detection of
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DNA hybridization, the detection of proteins as well as antigen-antibody reactions, and
the detection of larger entities, such as bacteria and fungi.

Keywords Artificial nose · Biosensor · Microcantilever sensor

Abbreviations
AFM Atomic force microscopy
CMC Carboxymethyl cellulose
CMOS Complementary metal oxide semiconductor
DDT Dichlorodiphenyltrichloroethane
DIMP Diisopropyl methyl phosphonate
DMMP Dimethylmethylphosphonate
DNA Deoxyribonucleic acid
DNT Dinitrotoluene
HPC Hydroxypropyl cellulose
HPLC High Performance Liquid Chromatography
PAAM Poly(allylamine)
PC Personal computer
PCA Principal component analysis
PEEK Poly-etheretherketone
PEI Polyethylenimine
PEO Poly(2-ethyl-2-oxazoline)
PETN Pentaerythritol tetranitrate
PSA Prostate-specific antigen
PSD Position sensitive detector
PSS Polystyrenesulfonate
PVP Polyvinylpyrrolidone
PZT Lead zirconium titanate
RDX Hexahydro-1,3,5-triazine
QCM Quarz crystal microbalance
SPR Surface plasmon resonance
TNT Trinitrotoluene
VCSEL Vertical cavity surface emitting laser
VOC Volatile organic compound

1
Introduction to Microcantilever Sensors

1.1
Historical Development

Measurement of adsorption-induced bending or a change in resonance fre-
quency using beams of silicon as sensors was already described in literature
in 1968, by Wilfinger et al. [1], who detected resonances in large silicon
cantilever structures of 50 mm×30 mm×8 mm. Actuation was realized by lo-
calized thermal expansion in diffused resistors (piezoresistors) located near
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the cantilever support to create a temperature gradient for driving the can-
tilever at its resonance frequency. Similarly, the piezoresistors could also be
used to monitor mechanical deflection of the cantilever. Heng [2] fabricated
in 1971 gold microcantilevers capacitively coupled to microstrip lines for the
mechanical trimming of high-frequency oscillator circuits. Petersen [3] con-
structed in 1979 cantilever-type micromechanical membrane switches made
from silicon designed to bridge the gap between silicon transistors and me-
chanical electromagnetic relays. Kolesar [4] suggested in 1985 the use of
cantilever structures as electronic detectors for nerve agents.

Since the advent of atomic force microscopy (AFM) in 1986 [5] micro-
fabricated cantilevers have become easily commercially available, triggering
research reports on the use of microcantilevers as sensors. In 1994, Itoh
et al. [6] presented a microcantilever coated with a thin film of zinc-oxide
with piezoresistive deflection readout. Cleveland et al. [7] reported the track-
ing of cantilever resonance frequency to detect nanogram changes in mass
loading when small particles are deposited onto AFM probe tips. Gimzewski
et al. [8] showed the first chemical sensing applications, in which static can-
tilever bending revealed chemical reactions, such as the platinum-assisted
catalytic conversion of hydrogen and oxygen into water at very high sensi-
tivity. Thundat et al. [9] demonstrated that the resonance frequency as well
as the static bending of microcantilevers is influenced by changing ambi-
ent conditions, such as moisture adsorption. Furthermore, they found that
the deflection of metal-coated cantilevers is also thermally influenced (the
bimetallic effect). Later, Thundat et al. [10] observed changes in the reson-
ance frequency of microcantilevers due to the adsorption of analyte vapor
on exposed surfaces. The frequency changes are due to mass loading or
adsorption-induced changes in the cantilever spring constant. By coating
cantilever surfaces with hygroscopic materials, such as phosphoric acid or
gelatin, the cantilever can sense water vapor at picogram mass resolution.

1.2
Measurement Principle

1.2.1
Concept

Microcantilevers as sensors, unlike AFM cantilevers, neither need a tip at
their apex nor a sample surface. The microcantilever surfaces serve as sen-
sors, in particular, to detect the adsorption of molecules taking place on these
surfaces. The generation of surface stress is monitored, eventually resulting in
the bending of the microcantilever, if the adsorption preferentially occurs on
one of its surfaces. Selective adsorption is controlled by coating one surface
(typically the upper surface) of a microcantilever with a thin layer of a mate-
rial that shows an affinity to molecules in the environment (sensor surface).
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Fig. 1 a Schematic drawing of a microcantilever with its lower surface passivated and it
upper surface functionalized for recognition of target molecules, b downward bending
of a microcantilever due to compressive surface stress, c upward bending due to tensile
surface stress

We call this surface the “functionalized” surface of the microcantilever (see
Fig. 1a). The other surface of the cantilever (typically the lower surface) may
be left uncoated or can be coated with a passivation layer, which is either inert
or does not exhibit significant affinity to the molecules in the environment to
be detected. To establish functionalized surfaces, often a metal layer is evap-
orated onto the surface designed as a sensor surface. Metal surfaces, such as
gold, may be used to covalently bind a monolayer constituting the chemical
surface sensitive to the molecules to be detected. Often, a monolayer of thiol
molecules, offering defined surface chemistry, is covalently bound to a gold
surface. The gold layer also serves as a reflection layer if the bending of the
cantilever is read out optically.

1.2.2
Compressive and Tensile Stress

Adsorption of molecules on the upper (functionalized) surface will result in
a downward bending of the microcantilever due to the formation of surface
stress. We will call the surface stress “compressive” (see Fig. 1b), because the
adsorbed layer of molecules (e.g., a monolayer of alkylthiols) produces a down-
ward bending of the microcantilever away from its functionalized side. If the
opposite situation occurs, i.e., when the microcantilever bends upwards, we
would speak of “tensile stress” (see Fig. 1c). If both the upper and the lower
surface of the microcantilever are exposed to surface stress changes, then the
situation will be much more complex, as a predominant compressive stress for-
mation on the lower microcantilever surface might appear as tensile stress on
the upper surface. For this reason, it is extremely important to properly pas-
sivate the lower surface so that, ideally, no processes take place on the lower
surface of the microcantilever. Various strategies can be used to passivate the
lower surface of microcantilevers. For biochemical systems, the application of
a thin layer of 2-[methoxy-poly(ethyleneoxy)propyl]trimethoxysilane will cre-
ate a pegylated surface that is almost inert towards the adsorption of biological
layers. For the detection of gases, coating with a gold layer will passivate the sur-
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face. For the recognition of solvent vapors, coating with a fluorinated polymer
layer will serve as a non-reactive layer. The actual experiment will show whether
the passivation layer was really efficient, as such passivated cantilevers will not
show a substantial bending response upon exposure to an analyte.

1.2.3
Differential Measurements

Single microcantilevers may bend due to thermal drift or an interaction with
their environment, in particular if operated in a liquid. Furthermore, non-
specific physisorption of molecules on the cantilever surface or nonspecific
binding to receptor molecules during measurements may contribute to the
drift.

To exclude such influences, the simultaneous measurement of reference mi-
crocantilevers aligned in the same array as the sensing microcantilevers is
crucial [11]. The difference in signals from the reference and sensor microcan-
tilevers yields the net bending response, and even small sensor signals can be
extracted from large microcantilever deflections without being dominated by
undesired effects. When only single microcantilevers are used, no thermal-drift
compensation is possible. To obtain useful data under these circumstances,
both microcantilever surfaces have to be chemically well-defined. One of the
surfaces, typically the lower one, has to be passivated; otherwise, the micro-
cantilever response will be convoluted with undesired effects originating from
uncontrolled reactions taking place on the lower surface. With a pair of mi-
crocantilevers, reliable measurements are obtained. One of them is used as the
sensor microcantilever (coated typically on the upper side with a molecule layer
that shows affinity to the molecules to be detected), whereas the other micro-
cantilever serves as the reference. It should be coated with a passivation layer
on the upper surface so as not to exhibit affinity to the molecules to be detected.
Thermal drifts are cancelled out if difference responses, i.e., the difference
in deflections of sensor and reference microcantilevers are taken (differential
measurements). Alternatively, both microcantilevers are used as sensors (sen-
sor layers on the upper surfaces), and the lower surface has to be passivated.
It is best to use an array of microcantilevers, in which some are used either as
sensor or as reference microcantilevers so that multiple difference signals can
be evaluated simultaneously. Thermal drift is cancelled out as one surface of
all microcantilevers, typically the lower one, is left uncoated or coated with the
same passivation layer.

1.2.4
Deflection Measurement

The bending response of the microcantilever due to adsorption of molecules
onto the functional layer is caused by stress formation at the interface be-
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tween the functional layer and the forming molecular layer. Because the
forces within the functional layer try to keep the distance between molecules
constant, the cantilever beam responds by bending because of its extreme
flexibility. The quantity describing the flexibility of the microcantilever is its
spring constant k. For a rectangular microcantilever of length l, thickness t
and width w the spring constant k is calculated as follows:

k =
Ewt3

4l3
, (1)

where E is Young’s modulus (ESi = 1.3×1011 N/m2 for Si(100)).
The microcantilever bends as a response to the formation of surface stress

caused by the adsorption of a molecular layer. In its simplest case, the shape
of the bent microcantilever can be approximated as part of a circle with ra-
dius R. This radius of curvature is given by [12, 13]

1
R

=
6(1 – ν)

Et2 . (2)

The resulting surface stress change is described using Stoney’s formula [12]:

∆σ =
Et2

6R(1 – ν)
, (3)

where E is Young’s modulus, t the thickness of the cantilever, ν the Poisson’s
ratio (νSi = 0.24), and R the bending radius of the cantilever.

The deflection of microcantilever sensors can be measured in various
ways. They differ in the sensitivity, the effort for alignment and setup, the
robustness and ease of readout, and in the potential for miniaturization.

1.2.4.1
Piezoresistive Readout

Piezoresistive microcantilevers [6, 14] are usually U-shaped and have diffused
piezoresistors in both of the legs close to the fixed end. The resistance in
the piezoresistors is measured using a Wheatstone bridge circuit with three
reference resistors, of which one is adjustable. The current flowing between
the two branches of the Wheatstone bridge is first nulled by changing the
resistance of the adjustable resistor. If the microcantilever bends, the piezore-
sistor changes its value and a current will flow between the two branches of
the Wheatstone bridge. The current is converted via a differential amplifier
into a voltage, which is proportional to the deflection value. For dynamic-
mode measurement, the piezoresistive microcantilever is externally actuated
via a piezocrystal driven by a frequency generator. The ac actuation voltage
is fed as reference voltage into a lock-in amplifier and compared with the re-
sponse of the Wheatstone bridge circuit allowing to sweep resonance curves
and to determine shifts in resonance frequency.
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1.2.4.2
Piezoelectric Readout

Piezoelectric microcantilevers [15] are driven via the inverse piezoelectric
effect (self-excitation) by applying an electric ac voltage to the piezoelec-
tric material (PZT or ZnO). Sensing of bending is performed by recording
the piezoelectric current change taking advantage of the fact that the PZT
layer produces a sensitive field response to weak stress through the direct
piezoelectric effect. Piezoelectric microcantilevers are multilayer structures
consisting of a SiO2 cantilever and the PZT piezoelectric layer. Two electrode
layers, insulated from each other, provide electrical contact. The entire struc-
ture is protected using passivation layers. An identical structure is usually
integrated into the rigid chip body to provide a reference for the piezoelectric
signals from the cantilever.

1.2.4.3
Optical (Beam-Deflection) Readout

The most frequently used approach to read out microcantilever deflections
is optical beam deflection [16], because it is a comparatively simple method
with an excellent lateral resolution.

The actual cantilever deflection ∆x scales with the cantilever dimensions;
therefore, deflection responses should be expressed in terms of surface stress
∆σ in N/m to be able to compare cantilever responses acquired with differ-
ent setups. Various strategies to convert beam deflection signals into stress
are described in the literature [17, 18]. Surface stress takes into account the
cantilever material properties, such as the Poisson ratio ν, Young’s modulus E
and the cantilever thickness t. The radius of the curvature R of the cantilever
characterizes bending, see Eq. 2. As shown in the drawing in Fig. 2, the ac-
tual cantilever displacement ∆x is transformed into a displacement ∆d on
the position sensitive detector (PSD). The position of a light spot on a PSD is
determined by measuring the photocurrents from the two facing electrodes.
The movement of the light spot on the linear PSD is calculated from the two
currents I1 and I2 and the size L of the PSD by

∆d =
I1 – I2

I1 + I2
× L

2
. (4)

As all angles are very small, it can be assumed that the bending angle of the
cantilever is equal to half of the angle θ of the deflected laser beam, i.e., θ/2.
Therefore, the bending angle of the cantilever can be calculated to be

θ

2
=

∆d
2s

, (5)
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Fig. 2 Beam-deflection concept to determine microcantilever bending with an accuracy of
one nanometer

where s is the distance between the PSD and the cantilever. The actual can-
tilever deflection ∆x is calculated from the cantilever length l and the bending
angle θ/2 by

∆x =
θ/2
2

× l . (6)

The combination of Eqs. 5 and 6 relates the actual cantilever deflection ∆x to
the PSD signal:

∆x =
l×∆d

4s
. (7)

The relation between the radius of curvature and the deflection angle is

θ

2
=

l
R

, (8)

and after a substitution becomes

R =
2ls
∆d

or R =
2∆x

l2
. (9)

1.3
Realization of an Optical Beam-Deflection Setup

A measurement setup for microcantilever arrays consists of four main parts:
1. the measurement chamber hosting the microcantilever array, 2. an optical
or piezoresistive system to detect the cantilever deflection (e.g., laser sources,
collimation lenses and a PSD), 3. electronics to amplify, process, and acquire the
signals from the PSD, and 4. a gas- or liquid-handling system to reproducibly
inject samples into the measurement chamber and purge the chamber.
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Figure 3 shows a realization of a setup for experiments performed in (a) li-
quid (biochemical) and (b) gaseous environment. The microcantilever sensor
array is hosted in an analysis chamber of 20 µl in volume, with inlet and outlet
ports for gases or liquids, respectively. The bending of the microcantilevers is
measured using an array of eight vertical-cavity surface-emitting lasers (VC-
SELs) arranged at a linear pitch of 250 µm that emit at a wavelength of 760 nm
into a narrow cone of 5 to 10◦.

Fig. 3 a Realization of a static mode beam-deflection microcantilever-array sensor setup
for measurements in liquids. A HPLC 6-way valve is used to select a liquid sample, which
is pulled through teflon tubing into the measurement chamber hosting the microcan-
tilever array, until it is collected in the waste pump. The microcantilever bending is
measured using optical beam deflection involving VCSELs and a PSD. The location of the
laser spot indicating microcantilever bending is processed and digitized using measure-
ment electronics and a data acquisition card in a personal computer. b For measurements
of vapors and gases the liquid handling system is replaced by a gas handling system
consisting of mass flow controllers and syringe pumps for a supply of gaseous samples
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The light of each VCSEL is collimated and focused onto the apex of the cor-
responding microcantilever by a pair of achromatic doublet lenses, 12.5 mm
in diameter. This size was selected in order to make sure that all eight laser
beams pass through the lenses close to its center in order to minimize scatter-
ing, chromatic, and spherical aberration artifacts. The light is then reflected
off the gold-coated surface of the cantilever and hits the surface of a PSD.
As only a single PSD is used, the eight lasers cannot be switched on sim-
ultaneously. Therefore, a time-multiplexing procedure is used to switch the
lasers on and off sequentially at typical intervals of 10–100 ms. The result-
ing deflection signal is digitized and stored together with time information on
a personal computer (PC), which also controls the multiplexing of the VCSELs
as well as the switching of the valves and mass flow controllers used for setting
the composition ratio of the analyte mixture.

The measurement setup for liquids consists of a poly-etheretherketone
(PEEK) liquid cell, which contains the cantilever array and is sealed by a vi-
ton O-ring and a glass plate. The VCSELs and the PSD are mounted on a metal
frame around the liquid cell. After preprocessing the position of the deflected
light beam using a current-to-voltage converter and amplifier stage, the sig-
nal is digitized in an analog-to-digital converter and stored on a PC. The
liquid cell is equipped with inlet and outlet ports for liquids. They are con-
nected via 0.18 mm of i.d. teflon tubing to individual thermally-equilibrated
glass containers, in which the biochemical liquids are stored. A six-position
valve allows the inlet to the liquid chamber to be connected to each of the
liquid-sample containers separately. The liquids are pulled through the liquid
chamber by means of a syringe pump connected to the outlet of the cham-
ber. A peltier element located beneath the microcantilever array in the PEEK
chamber allows regulating the temperature within the chamber. The entire
experimental setup is housed in a temperature-controlled box regulated with
an accuracy of 0.01 K to the target temperature.

2
Operating Modes

A microcantilever sensor is a versatile tool for the investigation of various
sample properties and allows to follow reactions occurring on its surface. Var-
ious operating modes have been presented.

2.1
Static Mode

Gradual bending of a microcantilever with molecular coverage is referred to
as operation in the “static mode”. Various environments are possible, such
as vacuum, ambient environment, and liquids. In a gaseous environment,
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molecules adsorb on the functionalized sensing surface and form a molecu-
lar layer, provided there is affinity for the molecules to adhere to the surface.
Polymer sensing layers show a partial sensitivity, because molecules from
the environment diffuse into the polymer layer at different rates, mainly de-
pending on the size and solubility of the molecules in the polymer layer.
By selecting polymers among a wide range of hydrophilic/hydrophobic lig-
ands, the chemical affinity of the surface can be influenced, because different
polymers vary in diffusion suitability for polar/unpolar molecules. Thus, for
detection in the gas phase, the polymers can be chosen according to the de-
tection problem, i.e. what the applications demand. Typical chemicals to be
detected are volatile organic compounds (VOCs).

Static-mode operation in liquids, however, usually requires rather specific
sensing layers, based on molecular recognition, such as DNA hybridization or
antigen-antibody recognition.

2.2
Dynamic Mode

If the molecules adsorb as a monolayer, the coverage and therewith the mass
adsorbed can be determined from the static deflection signal. More gen-
erally, information on the amount of molecules adsorbed can be obtained
by oscillating the microcantilever at its eigenfrequency. However, the sur-
face coverage is basically not known. Furthermore, molecules on the surface
might be exchanged with molecules from the environment in a dynamic equi-
librium.

In contrast, mass changes can be determined accurately by tracking the
eigenfrequency of the microcantilever during mass adsorption or desorption.
The eigenfrequency equals the resonance frequency of an oscillating micro-
cantilever if its elastic properties remain unchanged during the molecule
adsorption/desorption process and damping effects are negligible. This oper-
ation mode is called the dynamic mode. The microcantilever is used as a mi-
crobalance, as with mass addition on the cantilever surface, the cantilever’s
eigenfrequency will shift to a lower value. The mass change on a rectangular
cantilever is calculated [9] according to

∆m = (k/4π2)× (1/f 2
1 – 1/f 2

0 ) , (10)

where f0 is the eigenfrequency before the mass change occurs, and f1 the
eigenfrequency after the mass change. For the calculation of the spring con-
stant k of the cantilever see Eq. 1.

Mass-change determination can be combined with varying environment
temperature conditions to obtain a method introduced in the literature as
“micromechanical thermogravimetry” [14]. The sample to be investigated is
mounted onto the cantilever. Its mass should not exceed several hundred
nanograms. In case of adsorption, desorption, or decomposition processes,
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mass changes in the picogram range can be observed in real time by tracking
the resonance-frequency shift.

Dynamic mode operation in a liquid environment poses problems, such as
high damping of the cantilever oscillation due to the high viscosity of the sur-
rounding media. This results in a low quality factor Q of the oscillation, and
the resonance frequency shift is difficult to track with high resolution. The
quality factor is defined as

Q = 2∆f /f0 , (11)

whereas in air a frequency resolution of below 1 Hz is easily achieved, reso-
lution values of about 20 Hz are already to be considered very good for
measurements in a liquid environment. In the case of damping or changes
of the elastic properties of the cantilever during the experiment, e.g., a stiff-
ening or softening of the spring constant by adsorption of a molecule layer,
the measured resonance frequency will not be exactly the same as the eigen-
frequency, and the mass derived from the frequency shift will be inaccurate.
Unlike in ultrahigh vacuum conditions [19, 20], where resonance frequency
is equal to eigenfrequency, these terms should be carefully distinguished
for operation in a large damping environment, as described, for example,
in [21].

2.3
Heat Mode

For a microcantilever that is coated with metal layers, thermal expansion dif-
ferences in cantilever and coating layer will have to be taken into account, as
they will further influence cantilever bending as a function of temperature.
This mode of operation is referred to as “heat mode” and causes cantilever
bending because of differing thermal expansion coefficients in sensor layer
and cantilever materials [8]:

∆z = 1.25× (α1 – α2)× (t1 + t2)/t2
2κ × l3P/(α1t1 + α2t2)w . (12)

Here α1, α2 are the thermal expansion coefficients of the microcantilever and
coating materials, t1, t2 the material thicknesses, P is the total power gener-
ated on the cantilever, and κ a geometry parameter of the cantilever device.

Heat changes are either caused by external influences, such as a change in
temperature, occur directly on the surface by exothermal, e.g., catalytic, re-
actions, or are due to material properties of a sample attached to the apex
of the cantilever (micromechanical calorimetry). The sensitivity of the can-
tilever heat mode is orders of magnitude higher than that of traditional
calorimetric methods performed on milligram samples, as it only requires
nanogram amounts of sample and achieves nanojoules [9] to picojoules [22,
23] sensitivity.
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These three measurement modes have established cantilevers as versatile
tools to perform experiments in nanoscale science with very small amounts
of material.

2.4
Photothermal Spectroscopy

When a material adsorbs photons, a fraction of energy is converted into heat.
This photothermal heating can be measured as a function of the light wave-
length to provide optical absorption data of the material. The interaction of
light with a bimetallic cantilever creates heat on the cantilever surface, result-
ing in a bending of the cantilever [24]. Such bimetallic-cantilever devices are
capable of detecting heat flows due to an optical heating power of 100 pW,
being two orders of magnitude better than in conventional photothermal
spectroscopy.

2.5
Electrochemistry

A cantilever coated with a metallic layer (a measurement electrode) on one
side is placed in an electrolytic medium, e.g., a salt solution, together with
a metallic reference electrode, usually made of a noble metal. Variations of the
voltage between measurement and reference electrode induce electrochem-
ical processes on the measurement electrode (cantilever), e.g., the adsorption
or desorption of ions from the electrolyte solution onto the measurement
electrode. These processes lead to a bending of the cantilever according to the
Shuttleworth equation relating stress, surface energy, and its derivative with
respect to strain [25].

3
Functionalization

It is essential that the surfaces of the cantilever are coated in a proper way
to provide suitable receptor surfaces for the molecules to be detected. Such
coatings should be specific, homogeneous, stable, reproducible, and either
reusable or designed for single use only. For static mode measurements, one
side of the cantilever should be passivated for blocking unwanted adsorption.
Often, the cantilever’s upper side, the sensor side, is coated with a 20 nm thick
layer of gold to provide a platform for the binding of receptor molecules, for
example via thiol chemistry, whereas the lower side is passivated using silane
chemistry for coupling an inert surface such as poly-ethylene glycol silane.
Silanization is performed first on the silicon microcantilever. Then, a gold
layer is deposited on the top side of the cantilever, leaving the lower side un-
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Fig. 4 Major operating modes of microcantilever sensors: a static mode exploiting surface
stress changes, b dynamic mode to extract mass changes, c heat mode for determin-
ing phase transitions and heat capacity effects of a sample attached to the cantilever,
d photothermal spectroscopy taking advantage of light-induced interactions with the can-
tilever coating, e electrochemistry, f detection of forces between the microcantilever and
an external sample

changed. It is very important that the method of choice is fast, reproducible,
reliable, and allows one or both cantilever surfaces to be coated separately.
Various ways are reported to coat a cantilever with molecular layers. Here,
two different strategies are highlighted.

3.1
Coating in Microcapillary Arrays

A convenient method to coat microcantilevers with probe molecules is the in-
sertion of the cantilever array into an array of dimension-matched disposable
glass capillaries. The outer diameter of the glass capillaries is 240 µm so that
they can be placed neatly next to each other to accommodate the pitch of the
cantilevers in the array (250 µm). Their inner diameter is 150 µm, allowing
sufficient room to insert the cantilevers (width: 100 µm) safely (Fig. 5). This
method has been successfully applied for the deposition of a variety of mate-
rials onto cantilevers, such as polymer solutions [26], self-assembled mono-
layers [27], thiol-functionalized single-stranded DNA oligonucleotides [28–
30], and proteins [31, 32]. Incubation of the microcantilever array in the
microcapillaries takes from a few seconds (the self-assembly of alkanethiol
monolayers) to several tens of minutes (coating with protein solutions). The
microcapillary functionalization unit may be placed in an environment of sat-
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Fig. 5 Functionalization stage for coating microcantilevers with self-assembled monolay-
ers, for example. Microcapillaries filled with the solutions containing the probe molecules
transport the liquid via capillarity to the cantilevers, whereby each microcantilever is in-
serted into one microcapillary. Therefore, no cross-contanination of liquids will occur.
The location of the microcantilever array is indicated by a circle

urated vapor of the solvent used for the probe molecules to avoid drying out
of the solutions.

3.2
Coating Using an Inkjet Spotter

Coating in microcapillary arrays requires the manual alignment of the micro-
cantilever array and the functionalization tool, and is therefore not suitable
for coating large numbers of cantilever arrays. Moreover, upper and lower
surface of microcantilevers are exposed to the solution containing the probe
molecules. For ligands that bind covalently, e.g., by gold-thiol coupling, only
the upper surface will be coated, provided the gold layer has only be applied
on the upper surface of the microcantilever. For coating with polymer layers,
microcapillary arrays are not suitable, because both surfaces of the microcan-
tilever would be coated with polymer layers, being inappropriate for static
mode measurements, where an asymmetry between the upper and lower sur-
face is required.

A method appropriate for coating many cantilever sensor arrays in a rapid
and reliable way is inkjet spotting [33, 34]; see Fig. 6. An x–y–z positioning
system allows a fine nozzle (capillary diameter: 70 µm) to be positioned with
an accuracy of approx. 10 µm over a cantilever. Individual droplets (diam-
eter: 60–80 µm, volume 0.1–0.3 nl) can be dispensed individually by means
of a piezo-driven ejection system in the inkjet nozzle. When the droplets
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Fig. 6 Single-sided microcantilever coating using an inkjet spotter. The amount of liquid
containing the probe molecules can be dosed accurately by choosing the number of drops
being ejected from the nozzle

are spotted with a pitch smaller than 0.1 mm, they merge and form contin-
uous films. By adjusting the number of droplets deposited on cantilevers, the
resulting film thickness can be controlled precisely. The inkjet-spotting tech-
nique allows a cantilever to be coated within seconds and yields very homo-
geneous, reproducibly deposited layers of well-controlled thickness. The suc-

Fig. 7 Optical microscopy image of a polymer-coated microcantilever array for applica-
tion as an artificial nose for solvents. The pitch between microcantilevers is 250 micron
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cessful coating of self-assembled alkanethiol monolayers, polymer solutions,
self-assembled DNA single-stranded oligonucleotides [34], and protein layers
has been demonstrated. Figure 7 shows a polymer coated microcantilever ar-
ray for the chemical vapor detection experiments described in the following
section. In conclusion, inkjet spotting has turned out to be a very efficient
and versatile method for functionalization that can even be used to coat
arbitrarily-shaped sensors reproducibly and reliably [35, 36].

4
Applications

The applications of microcantilever sensors are manifold: gas sensing, the
quality control of chemicals, food, and air as well as process monitoring and
control, just to give a few examples. As an artificial nose, cantilever array sen-
sors can characterize odors and vapors and may be used to assist fragrance
design. Due to its extremely high sensitivity, the technique has a large poten-
tial to be applied for drugs and explosives detection, as well as for forensic
investigations. In a liquid environment, its major applications are in biochem-
ical analysis and medical diagnosis.

4.1
Chemical Vapor Detection

Sensors for the reliable detection of solvent vapors are important in chemical
process technology, e.g., for safe handling during storage and the transport
of large amounts of solvents in containers. A fast test is needed to iden-
tify solvents in transport containers. Such a test might be realized using
polymer-coated microcantilever sensors. In a laboratory setup, 0.1 ml of var-
ious solvents was placed in vials, and the vapor from the headspace above the
liquid was sampled using microcantilever sensors, operated in static deflection
mode as a kind of artificial nose. The detection of vapors takes place via the
diffusion of the vapor molecules into the polymer, resulting in a swelling of the
polymer and a bending of the cantilever. Each cantilever is coated with a dif-
ferent polymer or polymer blend (see Fig. 7). The bending is specific for the
interaction between solvent vapor and polymer time- and magnitude-wise.

Cantilever deflection traces upon subsequent injection of solvent vapor for
30 s and purging with dry nitrogen for 150 s are shown in Fig. 8 for (a) water,
(b) ethanol, and (c) methanol.

The cantilever deflections at 10, 20, 30, and 40 seconds after the comple-
tion of the solvent vapor injection are extracted. They describe the time-
development of the curves in a reduced data set, i.e., 8×4 = 32 cantilever
deflection amplitudes (“fingerprint”) that account for a measurement data
set. This data set is then evaluated using principal component analysis (PCA)
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Fig. 8� Application of microcantilever array sensors as an artificial electronic nose. Meas-
urement traces of microcantilevers coated with polymers during the detection of a water,
b ethanol, c methanol. For every solvent, four consecutive injections of vapor saturated
with solvent are shown. Upon injection of solvent vapor, the microcantilevers deflect in
a specific way due to the swelling of the polymer layer on exposure to the solvent va-
por. Subsequent purging of the measurement chamber with dry nitrogen gas (flow rate:
100 ml/min) promotes diffusion of the solvent molecules out of the polymer layer, re-
sulting in a bending back of the microcantilevers to the baseline. d Principal component
analysis (PCA) of the response patterns of all eight microcantilevers upon exposure to the
three different solvent vapors. Clear separation of the clusters proves the excellent distinc-
tion capability of the artificial nose setup. Each symbol in the PCA plot corresponds to
one of the injections in a–c

techniques, extracting the most dominant deviations in the responses for
the various sample vapors. The axes refer to projections of the multidimen-
sional datasets into two dimensions (principal components). The labels in the
PCA plot (Fig. 8d) indicate the individual measurements. The PCA plot shows
well-separated clusters of measurements indicating the clear identification of
vapor samples. Even vapor mixtures can be analyzed using PCA [37].

4.2
Explosives Detection

A large effort is also put into the development of inexpensive, highly selec-
tive, and very sensitive small sensors that can be mass-produced and micro-
fabricated. Current miniaturized versions, including ion mobility spectrom-
eters [38] or nuclear quadrupole resonance [39] are bulky. Microcantilever
sensors offer sensitivities more than two orders of magnitude better than
quartz crystal microbalances [40], flexural plate wave oscillators [41], and
surface acoustic wave devices [42]. Several approaches to detect dangerous
chemicals are already described in the literature: photomechanical chem-
ical microsensors based on adsorption-induced and photo-induced stress
changes due to the presence of diisopropyl methyl phosphonate (DIMP),
which is a model compound for phosphorous-containing chemical warfare
agents, and trinitrotoluene (TNT), an explosive [43]. Further explosives fre-
quently used include pentaerythritol tetranitrate (PETN) and hexahydro-
1,3,5-triazine (RDX), often also with plastic fillers [44]. These compounds
are very stable, if no detonator is present. Their explosive power, however, is
very large, and moreover, the vapor pressures of PETN and RDX are very low,
in the range of ppb and ppt. By functionalizing microcantilevers with self-
assembled monolayers of 4-mercaptobeonzoic acid (4-MBA) PETN was de-
tected at a level of 1400 ppt and RDX at a level of 290 ppt [44]. TNT was found
to readily stick to Si surfaces, suggesting the use of microcantilevers for TNT
detection, taking advantage of the respective adsorption/desorption kinet-
ics [45, 46]. The detection of TNT via deflagration on a microcantilever is de-
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Table 1 Polymer coatings

Cantilever Polymer Full name of compound

1 PSS Poly(sodium 4-styrenesulfonate)
2 PEI Polyethylenimine
3 PAAM Poly(allylamine hydrochloride)
4 CMC Carboxymethylcellulose sodium salt
5 Dextran Dextran from Leuconostoc spp.
6 HPC Hydroxypropyl cellulose
7 PVP Polyvinylpyrrolidone
8 PEO Poly(2-ethyl-2-oxazoline)

scribed by Pinnaduwage et al. [47]. They used piezoresistive microcantilevers
where the cantilever deflection was measured optically via beam deflection.
TNT vapor from a generator placed 5 mm away from the microcantilever
was observed to adsorb on its surface resulting in a decrease of resonance
frequency. Application of an electrical pulse (10 V, 10 ms) to the piezoresis-
tive cantilever resulted in deflagration of the TNT vapor and a bump in the
cantilever bending signal. This bump was found to be related to the heat pro-
duced during deflagration. The amount of heat released is proportional to the
area of the bump in the time vs. bending signal diagram of the process. The
deflagration was found to be complete, as the same resonance frequency as
before the experiment was observed. The amount of TNT mass involved was
determined as 50 pg. The technique was later extended to the detection of
PETN and RDX, where a much slower reaction kinetics was observed [48, 49].
Traces of 2,4-dinitrotoluene (DNT) in TNT can also be used for detection
of TNT, because it is the major impurity in production grade TNT. Further-
more DNT is a decomposition product of TNT. The saturation concentration
of DNT in air at 20 ◦C is 25 times higher than that of TNT. DNT was reported
to be detected at the 300 ppt level using polysiloxane polymer layers [50]. The
microfabrication of electrostatically actuated resonant microcantilever beams
in CMOS technology for detection of the nerve agent stimulant dimethyl-
methylphosphonate (DMMP) using polycarbosilane-coated beams [51] is an
important step towards an integrated platform based on silicon microcan-
tilevers, which, besides compactness, might also include telemetry [52].

5
Recent Literature and Outlook

In recent years the field of cantilever sensors has been very active. Some
recent developments are reviewed in [53–58]. Major topics published in-
clude the following studies: the fabrication of silicon piezoresistive [59, 60] or
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polymer [61] cantilevers, detection of vapors and volatile compounds, e.g.,
mercury vapor [62], HF vapor [63, 64], chemical vapors [65], as well as the
development of gas sensors based on the piezoresistive concept [66]. Pd-
based sensors for hydrogen [67], deuterium and tritium [68] are reported,
as well as sensors taking advantage of the sensing properties of hydro-
gels [69] or zeolites [70]. A humidity sensor is suggested in [71]. A field of
growing interest is the detection of explosives [47], pathogens [72], nerve
agents [73], viruses [74], bacteria, e.g., E. coli, [75], and pesticides such as
dichlorodiphenyltrichloroethane (DDT) [76]. The issues of detection of en-
vironmental pollutants are discussed in [77]. A chemical vapor sensor based
on the bimetal technique is described in [78]. The measurement of electro-
chemical redox reactions with cantilevers is reported [79]. In biochemical
applications, detection of DNA [80, 81], proteins [82], prostate-specific anti-
gen (PSA) [83], peptides using antibodies [84] and living cells [85] is possible.
Medical applications involve diagnostics [86], drug discovery [87], and the
detection of glucose [88]. To increase the complexity of microcantilever ap-
plications, two-dimensional microcantilever arrays have been proposed for
multiplexed biomolecular analysis [89, 90].

For measurements in gaseous environment, a sensor application in dy-
namic mode of piezoelectric cantilevers for an ultrasensitive nanobalance
is reported [91]. Micromolded plastic microcantilevers are proposed for
chemical sensing [92], as well as micromachined silicon microcantilevers for
gas sensing based on capacitive read-out [93]. In chemical sensing, ligand-
functionalized microcantilevers for characterization of metal ion sensing are
presented [94], and an array of flexible microcantilever beams is used to
observe the action of rotaxane based artificial molecular muscles [95]. The
importance of homeland security is discussed in [51], where electrostatically
actuated resonant microcantilever beams in CMOS technology are utilized for
the detection of chemical weapons. An integrated sensor platform for home-
land defense based on silicon microcantilevers is described in [52]. In the
field of electrochemistry, microcantilevers have been used to measure redox-
induced surface stress [96], and a differential microcantilever-based system
for measuring surface stress changes induced by electrochemical reactions
has been presented [97].

Many publications concern biochemical applications, such as a label-
free immunosensor array using single-chain antibody fragments [32] and
the label-free analysis of transcription factors using microcantilever ar-
rays [98]. Microcantilevers modified by horseradish peroxidase intercalated
nano-assembly have been applied for hydrogen peroxide detection [99], and
the detection of cystamine dihydrochloride and glutaraldehyde [100, 101].
Furthermore, a back-propagation artificial neural network recognition study
of analyte species and concentration has been presented [102].

Cantilever sensors for nanomechanical detection have been used for the
observation of specific protein conformation changes [103]. In the field of
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DNA hybridization detection, the chemomechanics of surface stresses in-
duced by DNA hybridization has been studied [104] and the grafting density
and binding efficiency of DNA and proteins on gold surfaces has been charac-
terized and improved [105]. An electrostatic microcantilever array biosensor
has been applied for DNA detection [106], and microcantilever sensors for
DNA hybridization reactions or antibody-antigen interactions without using
external labels have been tested in dynamic mode [107].

An immunoassay of prostate-specific antigen (PSA) exploiting the res-
onant frequency shift of piezoelectric nanomechanical microcantilevers is
reported [108], as well as phospholipid vesicle adsorption measured in situ
using resonating cantilevers in a liquid cell [109]. Microcantilevers have been
utilized to detect bacillus anthracis [110], and glucose oxidase multilayer
modified microcantilevers can measure glucose [111].

Effort has been put into the refinement of the cantilever sensor method:
a dimension dependence study of the thermomechanical noise of micro-
cantilevers is available to determine the minimal detectable force and sur-
face stress [112]. Furthermore, the geometrical and flow configurations for
enhanced microcantilever detection within a fluidic cell have been investi-
gated [113]. A microcapillary pipette-assisted method to prepare polyethy-
lene glycol-coated microcantilever sensors has been suggested [114] and the
role of material microstructure in plate stiffness with relevance to microcan-
tilever sensors has been studied [115]. Double-sided surface stress cantilever
sensors for more sensitive cantilever surface stress measurement have been
proposed [116].

Enhanced microcantilever sensor techniques involve a biosensor based
on magnetostrictive microcantilevers [117], the piezoelectric self-sensing of
adsorption-induced microcantilever bending [118], the optical sequential
readout of microcantilever arrays for biological detection achieved by scan-
ning the laser beam [119], and cysteine monolayer modified microcantilevers
to monitor flow pulses in a liquid [120]. The photothermal effect has been
used to study dynamic elastic bending in microcantilevers [121]. For dynamic
mode, temperature and pressure dependence of resonance in multi-layer mi-
crocantilevers have been investigated [122] and the inaccuracy in the detec-
tion of molecules has been discussed [123].

The influence of surface stress on the resonance behavior of microcan-
tilevers in higher resonant modes has been studied [124] and an alternative
solution has been proposed to improve the sensitivity of resonant micro-
cantilever chemical sensors by measuring in high-order modes and reducing
geometrical dimensions [125]. A modal analysis of microcantilever sensors
with environmental damping is reported [126]. Furthermore, theoretical work
is available on the simulation of adsorption-induced stress of a microcantilever
sensor [127], the influence of nanobubbles on the bending of microcan-
tilevers [128], the modeling and simulation of thermal effects in flexural
microcantilever resonator dynamics [129], and surface stress effects related to
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the resonance properties of cantilever sensors [130]. Further information about
the origin of the signal in microcantilever sensors, especially diffusion proper-
ties, is found in [131]. Finally, a review on nanotechnologies for biomolecular
detection and medical diagnostics appeared [132].

Cantilever array sensors might be one of the solutions to the demand for
miniaturized, ultrasensitive and fast-responsive sensors for application in gas
detection, and surveillance, as well as in biochemistry and medicine. For their
reliable use, some technical issues have still to be resolved, e.g., the simplifica-
tion of the alignment procedure, which is related to the optical beam deflection
readout. Here, the integration possibilities with piezoresistive microcantilevers
are much higher than for those based on optical beam-deflection. Silicon ni-
tride coating [133] is a promising strategy to obtain the durable protection of
piezoresistive microcantilevers, even in biochemical solutions.

Furthermore, the periphery for measurements with microcantilever array
sensors is required to be miniaturized as well, whereby microfluidic concepts
have to be integrated with the microcantilever array. Further downscaling
is theoretically favorable as the sensitivity of the devices improves, but it
also poses technical challenges to determine deflection signals from such tiny
structures. The use of a few hundred nanometer long and a few ten nanome-
ter thick nanocantilevers has been reported to yield a dramatical increase
in performance [134, 135], but their practical use becomes very complicated,
e.g., as far as the functionalization, the sample handling, and the readout are
concerned. The field is open to welcome completely new ideas for efficient
working procedures for nanocantilever sensors.
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Abstract The measuring tip of a force microscope can be converted into a monomolecular
sensor if one or few “ligand” molecules are attached to the apex of the tip while maintain-
ing ligand function. Functionalized tips are used to study fine details of receptor–ligand
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interaction by force spectroscopy or to map cognate “receptor” molecules on the sample
surface. The receptor (or target) molecules can be present on the surface of a biolog-
ical specimen; alternatively, soluble target molecules must be immobilized on ultraflat
supports. This review describes the methods of tip functionalization, as well as tar-
get molecule immobilization. Silicon nitride tips, silicon chips, and mica have usually
been functionalized in three steps: (1) aminofunctionalization, (2) crosslinker attach-
ment, and (3) ligand/receptor coupling, whereby numerous crosslinkers are available to
couple widely different ligand molecules. Gold-covered tips and/or supports have usu-
ally been coated with a self-assembled monolayer, on top of which the ligand/receptor
molecule has been coupled either directly or via a crosslinker molecule. Apart from these
general strategies, many simplified methods have been used for tip and/or support func-
tionalization, even single-step methods such as adsorption or chemisorption being very
efficient under suitable circumstances. All methods are described with the same explicit-
ness and critical parameters are discussed. In conclusion, this review should help to find
suitable methods for specific problems of tip and support functionalization.

Keywords Force microscopy · Functionalization · Recognition · Silane · Silicon nitride

Abbreviations
AFM Atomic force microscope (or: microscopy)
Aldehyde-PEG-NHS 4-Formylbenzoyl-NH-PEG-CO-NHS
APTES 3-Aminopropyltriethoxysilane
APTMS 3-Aminopropyltrimethoxysilane
APhS 4-Aminophenyltrimethoxysilane
Biotin-PEG-NHS Biotinoyl-NH-PEG-CO-NHS
Benzophenone-PEG-NHS Benzophenone-4-yl-CO-NH-PEG-CO-NHS
BSA Bovine serum albumine
DMSO Dimethylsulfoxide
Fluorescein-PEG-NHS Fluorescein-5-yl-NH-C(=S)-NH-PEG-CO-NHS
HOPG Highly oriented pyrolytic graphite
ICAM Intercellular adhesion molecule
IEP Isoelectric pH value
IgG Immunoglobulin G
Lysine-NTA Nα,Nα-bis-(carboxymethyl)-lysine
Maleimide-PEG-NHS 3-Maleimidopropionyl-NH-PEG-CO-NHS
NHS- N-hydroxysuccimide ester of a carboxylic group
NHS-PEG-NHS PEG dicarboxylic acid, disuccinimidyl ester
NH2–PEG–COOH O-(2-aminoethyl)-O′-(2-carboxyethyl)-poly(ethylene glycol)
NTA Nitrilotriacetic acid
OTS Octadecyltrichlorosilane
PDP- 3-(2-Pyridyldithio)-propionyl group
PDP-PEG-NHS PDP-NH-PEG-CO-NHS
PDP-PEG-NTA PDP-NH-PEG-CO-lysine-NTA
PEG Poly(ethylene glycol)
SAM Self-assembled monolayer
SATP N-succinimidyl 3-(acetylthio)-propionate
SATP- 3-(Acetylthio)-propionyl residue, introduced with SATP
SMRFM Single-molecule recognition force microscopy
SMRFS Single-molecule recognition force spectroscopy
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ssDNA Single-stranded DNA (synthetic oligonucleotide)
Tris-NTA See Fig. 31
TREC Simultaneous topography and recognition imaging
Vinylsulfone-PEG-NHS 4-Vinylsulfonylbenzoyl-NH-PEG-CO-NHS

1
Introduction

Atomic force microscopy can be conducted in aqueous solution under phys-
iological conditions [1] and reveal fine details not resolved by electron mi-
croscopy [2]. AFM is thus well-suited for structural analysis of biomolecules
and their assemblies [3–5]. In addition, the AFM tip can be upgraded
into a monomolecular sensor by coupling of a “ligand” molecule, which is
moved over the sample surface and recognized by complementary receptor
molecules on the sample surface, yielding a map of recognition sites [3, 6].
In conventional SMRFM, local binding sites are detected by receptor–ligand
rupture events, which are sensed by a vertically oscillated cantilever [7, 8]. In
the TREC mode, the tip-tethered ligand remains bound to the receptor dur-
ing several tip oscillation periods. Binding is nevertheless detected in each
oscillation cycle because the spring-like PEG chain (∼6 nm) between tip and
ligand dampens the upper amplitude maxima of tip oscillation [9–11]. At
the same time, the lower amplitude maxima are dampened whenever the tip
apex hits the sample surface. Simultaneous readout of both top and bottom
maxima therefore yield separate maps of the recognition sites and of sample
topography from one X–Y scan of the sample surface [9–11].

At a fixed X–Y position of the ligand-functionalized tip above a receptor
molecule, force spectroscopy of ligand–receptor interaction can be performed
by measuring the unbinding forces at different force loading rates [12], in-
teraction times before dissociation [13], biochemical modification and co-
association of third components [14], or with different mutants or truncated
forms of the participating proteins [15], to name just few examples of SMRFS
studies published so far (for reviews see [3–5, 16]).

The double purpose of ligand-functionalized AFM tips for recognition
site mapping (X–Y scanning) and force spectroscopy (Z scanning) is unique
because other force probes, such as the surface force apparatus [5, 17],
the biomembrane force probe [5, 18], intermolecular force microscopy [19],
tip-less cantilevers carrying a complete living cell as specific sensor elem-
ent [20, 21], and light tweezer-operated nanospheres [22] are limited to the
quantitation of attractive/repulsive forces, with little or no lateral resolution,
for lack of a sharp measuring tip. For these reasons, the latter techniques
are outside the scope of this review. Also omitted is chemical force mi-
croscopy, i.e., high resolution mapping of surface potential or hydrophobic-
ity/hydrophilicity [6, 23, 24], measurement of polymer stretching [25, 26], as
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well as protein unfolding [27], in spite of tip functionalization, because no spe-
cific recognition between ligands and receptors is involved in these applications
of force microscopy.

Single-molecule recognition force microscopy and spectroscopy imply that
a tip-linked probe molecule (termed ligand for simplicity) be specifically
bound to its cognate target site (receptor) on the sample surface during one
tip–surface encounter, giving rise to a characteristic unbinding event during
subsequent tip retraction (see Fig. 1d). Different strategies have been used to
achieve a low number of functional ligands on the apex of the tip, either start-
ing from high ligand density on the tip and inactivating most of the ligands
by specific block [28–33], or attaching few highly functional ligands in the first
place. The latter is usually achieved with a flexible, thin PEG chain [3, 8–11, 13–
15, 34–63], or amylose [50, 54, 64–71] between tip and sensor molecule.

Another important aspect is the strength of the tether between tip and
ligand. For obvious reasons, the rupture force for any part of the linkage be-
tween tip and ligand should be much higher than the rupture force of the
ligand–receptor complex. This is usually ensured if the tip–ligand connection
consists of covalent bonds since receptor–ligand interactions are non-covalent
and about one order of magnitude weaker (<0.2 nN at the typical loading rates
of 1–10 nN/s) than covalent bonds (≥1 nN, except for lipoate-gold binding,
which is ruptured at 0.2 nN at a loading rate of 12–14 nN/s [50]).

The downside of covalent ligand linking to the AFM tip is that it re-
quires more chemical skill than the formation of non-covalent bridges such
as biotin-avidin-biotin or His6–Ni2+–NTA. For this reason, non-covalent link-
ages have often been used to attach ligands to the AFM tip, in spite of their
relatively low rupture forces (see Sect. 3.2). Apart from these non-covalent,
but specific bridges, completely non-specific adsorption has often served as
a simple and effective means of tip functionalization (see Fig. 2 and Sect. 3.2).

Whether AFM is used for topographic imaging or to study binding of
ligands and receptors, a minimum of vertical and/or lateral force is always
exerted on the object of interest, thus firm attachment of the latter to the
support is also essential. Eukaryotic cells can be attached by electrostatic ad-
sorption to poly-L-lysine-coated coverslips [52, 53, 67, 72], specifically bound
via their glycocalix to concanavalin A-coated glass [73], or simply grown in
the presence of culture medium on glass [74] or in a plastic petri dish [75].
Bacteria can be adsorbed to tissue culture polystyrene or specifically bound
on fibronectin-covered support [76], organelles or plasma membrane vesi-
cles can be adsorbed to ultraflat gold [63], dense layers of viruses can be
electrostatically adsorbed to mica via Ni2+ ions [56], and tissue thin sec-
tions are typically adsorbed to gelatin-coated coverslips [34]. Single target
molecules can be attached to commercial affinity supports, e.g., to dextran-
coated BIAcore chips, as used for immobilization of avidin [31], His6 pep-
tide [77], or NTA functions [78], or to agarose beads, as used for presentation
of biotin [32, 33, 79], DNA [80], mannose [81], and synaptobrevin [82]. The
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rough, and fluctuating surface of such polysaccharide supports, however,
prevents imaging and restricts the information from being gained by force
spectroscopy. For a more detailed analysis of target molecule structure and
receptor–ligand interaction, more elaborate immobilization to ultraflat sup-
ports is required, as described below.

2
Flat Supports for Immobilization of Biological Samples
and Individual Target Molecules

If cells, organelles, or other relatively large objects are being studied, then
flatness of the support is not too critical. In contrast, ultraflat supports are
required if single target molecules are to be imaged before/after/during meas-
urement of specific interaction between a tip-bound sensor molecule and its
cognate target sites on the support [8–11, 13, 25, 29, 36, 38, 41, 46, 55–58, 83].
Highly oriented pyrolytic graphite (HOPG) and mica are the two natural ma-
terials which provide the most planar surfaces. Moreover, cleavage of these
two materials generates 2D-crystalline surfaces which are not only ultraflat
but also perfectly clean. HOPG indeed proved to be the ideal support for 2D-
protein crystals, which could then be imaged with high resolution [2], but no
example is known in which individual biomolecules were attached to HOPG
for subsequent AFM studies.

In contrast to HOPG, mica is very hydrophilic and exhibits a negative
surface potential which can be exploited for firm electrostatic adsorption of
target molecules (see Sect. 3.1). Moreover, mica can be aminofunctionalized
for subsequent attachment of biomolecules via bifunctional crosslinkers (see
Sects. 4.1, 4.2). The drawback of mica derivatization is the difficulty to ad-
just grafting site densities and surface properties. These problems are absent
when using gold as support (see Sect. 5) because no other material can be
functionalized in such versatile ways as gold [84] (see introduction of [85] for
a condensed overview).

Fortunately, ultraflat gold can be prepared as a replica of the mica sur-
face, thereby ensuring atomically flat areas of 10×10 µm [86–88]. After vapor
deposition of gold onto freshly cleaved mica, some easy-to-cut plate (e.g.,
a silicon wafer) is glued to the top side of gold with carefully selected epoxy
glue [86–88], which is subsequently hardened by baking at 140–150 ◦C to
ensure that it becomes absolutely insoluble in organic solvent. In this form,
the mica-gold-glue-silicon sandwich can be stored for many months without
loss of quality. Immediately before use, the mica sheet is stripped from gold
(“template-stripped gold”), preferably in tetrahydrofurane and with slight
suction on the mica sheet [88], yielding a perfectly flat and clean metal sur-
face in the moment of stripping. This surface must immediately be used,
either for direct attachment of target molecules if they contain thiol/disulfide
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functions (see Sects. 5.1 and 5.2), or for coating with a self-assembled mono-
layer (see Sect. 5.3).

The commercially available ultraflat gold is not template-stripped gold but
mica covered with a layer of gold that has been flattened by flame anneal-
ing. Upon exposure to ambient conditions, these gold surfaces soon adsorb
unknown material which greatly increases the contact angle and is difficult
to remove [84, 89]. According to our experience, such contaminated gold can
still be functionalized with simple SAMs having a high density of reactive
groups [85] but not with protein-resistant SAMs [89]. Unfortunately, all rigor-
ous cleaning procedures (with piranha, or with NH3/H2O2/water = 1/1/5 by
volume [90], both very hazardous [89]) were seen to detach commercial gold
from mica, while UV/ozone appeared to be insufficient.

Single-crystal p(111) silicon wafers also provide an ultraflat surface, even
after harsh cleaning and conversion of the top layer into silicon dioxide for the
purpose of subsequent silanization. The surface roughness of the silicon diox-
ide layer was shown to be as low as 0.14 nm [91]. Surprisingly, the same low
roughness can also be achieved on glass coverslips after proper treatment [92].

3
Functionalization of Tip and/or Support by Physisorption

Non-specific adsorption relies on non-covalent bonds such as hydrophobic
interaction, stacking, hydrogen bonds, and electrostatic attraction, which are
usually classified as weak bonds in comparison to covalent bonds. Biopoly-
mers, such as proteins or nucleic acids, however, are large, flexible molecules.
Thus, a single biomolecule can form many non-covalent bonds with a solid
support, resulting in adhesion forces in the range of covalent bonds or even
much larger [93, 94], as explained in a detailed review [95].

In general, proteins will adsorb to almost any solid surface, that has
not been rendered protein-resistant by special coatings [84, 95]. In SMRFM
studies, freshly cleaved mica has been the most popular support for target
molecule adsorption because it is perfectly flat and clean. Fortunately, the
most widely used AFM tips (silicon nitride with a superficial oxide layer) also
allow for firm attachment of proteins via physisorption. Thus, many SMRFM
studies could be done with physisorption as the sole mechanism of support
and tip functionalization, as described in later sections.

3.1
Electrostatic Adsorption of Biomolecules Onto Freshly Cleaved Mica or Glass

Mica is a phyllosilicate which is preferentially cleaved in the plain of K+ ions
(see Fig. 3d), resulting in an atomically flat surface that has an overall negative
charge but no free OH groups (silanols). K+ ions are electrostatically bound
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on the negatively charged oxide layer (see Fig. 3c,d), and these can be replaced
by other buffer cations, such as H3O+ [96] or divalent cations [56, 97, 98]. Ex-
change of K+ for Mg2+ of Ni2+ leads to a cationic surface potential which
has been exploited for electrostatic adsorption of DNA [97, 98] or of whole
viruses [56] in AFM studies.

Just like DNA, most proteins are negatively charged at physiological pH,
thus electrostatic adsorption to freshly cleaved mica is limited to the minority
of proteins, which are cationic at pH ∼ 7, or which carry a cluster of posi-
tive charge in one domain. The latter applies to BSA which has a net negative
charge at pH ∼ 7 (IEP ∼ 4.5 [99]) but a cluster of positive charges in do-
main III [95], resulting in tight adsorption of BSA to mica or glass [100].
In fact, adsorption of biotin-BSA to mica [29, 101] or glass [30, 102] has fre-
quently been used in model studies of recognition force microscopy in which
the biotin residues, or subsequently bound streptavidin, served as the target
sites for specific recognition (see Fig. 2b). Accordingly, in these studies, the
tip was functionalized with streptavidin or with biotin residues, respectively
(see Fig. 2a), in order to measure (strept)avidin–biotin interaction forces at
different loading rates. In one applied study, the GroEL “barrels” could be
adsorbed to mica in an upright orientation, allowing for specific interaction
with tip-tethered native or denatured β-lactamase in the presence/absence of
ATP [83]. Similarly, the ryanodine receptor was found to adsorb to mica with

Fig. 1 Simple test systems for AFM tip functionalization with individual biotin residues
(a) or biotinylated antibodies (b) that have been tethered to the tip via 6–8 nm long PEG
linkers, using a dense monolayer of avidin on mica (c) as test sample. d Force-distance
cycle in which a biotin-IgG on the tip binds and then unbinds from immobilized avidin.
e Unbinding force distribution profile in the absence of biotin (solid line, 44% bind-
ing probability) or after block of avidin with free biotin (0.1 mg/mL, dotted line, 2.9%
binding probability)



36 A. Ebner et al.

its sarcoplasmic side only, thus the cytoplasmic face was well-accessible for
SMRFM [49].

Two proteins most popular in model studies, avidin and lysozyme, are pos-
itively charged at pH ∼ 7, thus they can be immobilized on freshly cleaved
mica at the desired lateral density within minutes [11, 38, 42, 46, 55, 58].
Lysozyme (IEP = 11.0–11.4 [99]) is firmly adsorbed directly from physiologi-
cal buffer [58], whereas avidin (IEP ∼ 10 [103]) requires a 10-fold lower ionic
strength for irreversible attachment to mica. Fortunately avidin does not de-
tach during subsequent force measurements even in physiological buffer [11,
38, 42, 46, 55]. Cleavage of mica and preparation of a dense layer of avidin
takes ∼30 min, the result is very reproducible, and this avidin monolayer is an
ideal test sample with highly specific recognition sites (see Fig. 1c), as practi-
cally applied in many methodical optimizations of AFM tip functionalization
and SMRFM [38, 42, 46, 55].

Typical recognition force data obtained with tip-tethered biotin-IgG and
mica-bound avidin (depicted in Fig. 1b and Fig. 1c, respectively) are shown
in Fig. 1d (data taken from [46]). In a so-called force-distance cycle, the mica
support was raised towards the tip (dotted line) up to the point of contact (at
distance = 0 nm, X-axis), whereafter the cantilever was bent upwards with in-
creasing force (Y-axis). Upon retraction (solid line), the cantilever returned
to its resting position, while further retraction pulled the cantilever down-
wards, until at 55 pN pulling force the cantilever suddenly jumped back to
the resting position, reflecting sudden unbinding of tip-tethered biotin-IgG
from mica-bound avidin. The slope of downward deflection of the cantilever
was less steep than the slope of upward bending because the force constant
of tip-bound PEG was smaller than the force constant of the cantilever alone.
The solid line in Fig. 1e shows the unbinding force distribution from 435
force-distance cycles, with a distinct maximum at 59 pN. Higher unbind-
ing forces in this distribution reflect the simultaneous binding/unbinding of
two or more biotin residues, which are covalently attached to the same IgG
molecule on the tip (see Fig. 1b) from one or two adjacent avidin molecules
on mica (see Fig. 1c). The binding probability was 44%, i.e., 435 out of 999
force-distance cycles showed a specific unbinding event as in the upper panel.
In the subsequent control experiment, avidin on mica was blocked by perfu-
sion with biotin (0.1 mg/ml in the same buffer), whereupon only 29 out of
999 force-distance cycles (2.9%) showed some kind of unbinding event as in
the upper panel, with no clear-cut force maximum reflecting avidin–biotin
interaction.

Test experiments with dense avidin layers as in Fig. 1c allowed to quan-
tify AFM tip functionalization by various types of linking chemistry [38, 42,
46, 55]. Similar experiments with sparse layers of avidin or lysozyme on bare
mica proved useful to explore simultaneous measurement of topography and
recognition [9, 11, 58], taking advantage of the uncompromised flatness and
cleanness of unmodified mica.
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3.2
AFM Tip Functionalization by Protein Adsorption

Irreversible adsorption of biotin-BSA to unmodified silicon nitride tips has
extensively been used in SMRFM, for two distinct purposes: (1) In model stud-
ies on avidin–biotin interaction, either the biotin residues themselves [31, 32,
101], or subsequently bound (strept)avidin [29, 30, 32, 33, 102, 104] served as
the specific ligand on the AFM tip to measure specific binding with support-
bound (strept)avidin or biotin-BSA, respectively (see Fig. 2). In one of these
studies [33], the biotin-BSA layer on the tip was crosslinked with glutaralde-
hyde, in which case many free-tangling glutaraldehyde residues on BSA must
also have formed crosslinks with subsequently bound avidin, resulting in a co-
valently interlinked protein network with very firm attachment to the tip.

(2) In several applied studies, tip-adsorbed biotin-BSA [81] or avidin [105]
was used as a primary anchor layer, to which (strept)avidin and/or biotiny-
lated sensor molecules (concanavalin A [81] or P-selectin [105]) were bound
in subsequent steps. As depicted in Fig. 2a, this also resulted in an interlinked
protein network because (1) avidin is a tetramer with two opposed pairs of
biotin-binding sites [103], (2) the biotinylated sensor proteins had an ex-
tended structure, and (3) each sensor protein carried many biotin residues.
As a consequence, the detachment force of one sensor protein in these stud-
ies was much higher than a single (strept)avidin–biotin bond (∼50 pN at

Fig. 2 Functionalization of AFM tips (a) and support (b) by non-specific protein adsorp-
tion. In model studies, biotin-BSA or subsequently bound (strept)avidin served as “ligand”
or “receptor” molecules. In applied studies a triple layer of biotin-BSA, (strept)avidin,
plus the biotinylated sensor molecule was sufficiently interlinked not to lose the sensor
molecules during repeated contact with the complementary target molecules
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typical loading rates [37, 38, 46, 55]). Although never discussed before, this
must have been the basis for the very successful functionalization scheme
shown in Fig. 2a. In contrast, a single (strept)avidin–biotin bond would not
suffice to fix typical sensor molecules to AFM tips because antigen-antibody
and many other protein–protein recognition forces are on the order of
40–200 pN [13, 22, 35, 44, 45], i.e., higher or similar to a single (strept)avidin–
biotin bond at typically applied loading rates. As an exception, biotin-ssDNA
with a single 5′-terminal biotin residue was also used as a sensor molecule on
a streptavidin-modified tip [106]. In which case, it was assumed that the hy-
bridization forces between tip-bound ssDNA and support-bound ssDNA were
significantly weaker than the rather weak streptavidin–biotin bond.

In most of the above studies, unmodified silicon nitride tips with a freshly
generated and cleaned oxide layer were used for protein adsorption, thus
bonding must have been by electrostatic adsorption of positively charged
protein domains to the deprotonated, i.e., negatively charged silanol groups
on the silicon oxide layer (compare Fig. 3a) [107], in addition to hydrogen
bonds between oxide and protein. In a minority of studies, the tip was first
coated with a hydrophobic silane [72, 105] or a positively charged aminosi-
lane [75]. In particular, avidin was non-specifically adsorbed to mercaptosi-
lanized tips (for subsequent binding of biotin-P-selectin) [105], a ligand of
CD47 was adsorbed to allyltrichlorsilan-modified tips [72], and antibodies
were adsorbed to aminosilanized tips [75], in order to study the biospe-
cific interaction with complementary proteins. As explained in a review on
protein adsorption [95], hydrophobic interactions, and especially the combi-
nation of hydrophobicity and charge on an aminosilanized surface, provide
for stronger protein adsorption than on unmodified silicon oxide.

It can be summarized that non-specific adsorption of sensor proteins, or
of an anchor layer of BSA molecules is a legitimate, efficient, and success-
ful method of support and/or tip functionalization, and that it can well be
combined with avidin–biotin technology. However, adsorption and avidin–
biotin bonds may not always be stronger than the specific interaction between
tip-bound ligand and support-bound target molecules. Therefore, detailed
consideration of the adsorption mechanisms and of avidin–biotin interaction
forces is required to ensure practical success and proper data interpretation.
These complications are avoided when using covalent bonds, as described
below.

4
Covalent Functionalization of Tip and/or Support with Organosilanes
or Ethanolamine Hydrochloride

Aminosilanization of AFM tips or supports has widely been used as the
first of several reaction steps when ligand and/or target molecules were
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immobilized by covalent bonds [10, 29, 37, 40, 49–51, 54, 55, 57, 60–62, 64, 65,
75, 83, 92, 93, 108–116]. As an alternative, AFM tips and mica support have
been aminofunctionalized with ethanolamine hydrochloride [8, 9, 11, 13, 14,
22, 34–36, 38, 39, 44–46, 52, 53, 55, 56, 58, 63, 117], presumably via Si – O – C
bond formation (see Fig. 8) [118]. The “ethanolamine method” is much eas-
ier to perform but has significant limitations (see Sect. 4.2), especially that it
cannot be varied to accommodate different needs.

The main problem of tip aminofunctionalization is that the tip must not
get sticky and that chemical derivatization must be limited to a flat, thin
layer on the tip surface. In fact the ethanolamine method was developed in
1994 [44] because the then prevailing protocol with APTES [92] gave 102 nm
long tentacles on the AFM tip, which stuck to mica support with much higher
force than the wanted measurement of the antigen–antibody interaction. At
that time it was not known that freshly purchased or freshly distilled APTES
is required for reproducible results. Many other critical parameters were iden-
tified only later on. Nevertheless, major efforts are continuing to improve
understanding and control of aminosilanization [119, 120].

In some cases, aminofunctionalization of tip [75] or support [98, 113, 114]
was performed to enhance non-covalent adsorption of protein or DNA but, in
most of the mentioned studies, the newly introduced amino groups were usu-
ally reacted with a homo- or heterobifunctional crosslinker in a second step,
followed by attachment of a specific ligand molecule (see Sect. 4.3).

4.1
Aminofunctionalization with Aminosilanes

Various aminosilanes (Fig. 6) and diverse protocols [54, 57, 92, 93, 111, 113,
115, 116, 119, 120] have been used for aminosilanization of silicon nitride tips,
monocrystalline silicon chips, mica, and glass supports [10, 29, 37, 40, 50, 51,
54, 55, 57, 60–62, 64, 65, 75, 83, 92, 93, 108–116]. Some procedures rely on va-
por deposition, others operate in solution, either under rigorously dry condi-
tions or in neat water as solvent, giving rise to the misleading impression that
“anything goes”. In practice, however, the experimental parameters of these
diverse protocols are highly critical, and a mechanistic insight is essential for
practical success, as explained in the following.

Under ambient conditions, silicon nitride tips and silicon chips are covered
with a layer of silicon dioxide and most cleaning procedures include oxidative
treatment that produce a continuous oxide layer [30, 44, 45, 50, 55, 57, 59, 93,
108, 111, 112, 121]. In the crystalline form of tridymite (Fig. 3b) each Si atom
carries one silanol group [122]. Less regular surfaces also contain geminal
silanols (two OH groups per Si atom, Fig. 3a). This irregular surface struc-
ture is similar to that of silica gel and glass, and in fact most studies on the
mechanism of silanization have been performed on these two solids and on
mica. The latter differs from the other substrates in that it contains no free
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Fig. 3 Chemical structure of the silicon dioxide layer as formed on the surface of silicon or
silicon nitride tips/chip under atmospheric conditions (a) and ideal surface structure of
SiO2 (b). In contrast, to SiO2, the surface of freshly cleaved mica (c) does not contain reac-
tive silanol groups but electrostatically bound K+ ions which can be exchanged for H3O+

or divalent cations from aqueous solution. d Mica is a phyllosilicate in which two layers
of condensed silicic acid are strongly held together by a layer of aluminum hydroxide.
These trilayers are stacked and weakly held together by layers of K+ ions which constitute
predetermined fracture plains. e Water plasma activation partially fragments the silicate
layer and generates reactive silanol groups. Parts d and e are reproduced from [129] with
permission

silanol groups but electrostatically bound K+ ions on the side which is exposed
upon cleavage (Fig. 3c,d). The vicinal silanol groups on superficially oxidized
silicon [123] or on silica gel [124] lose water above 420 ◦C or 600 ◦C, respec-
tively, and form anhydride bonds, also called siloxane bridges (shown on the
left of Fig. 3a), thereby lacking the silanol groups needed for covalent bond-
ing of an organosilane [123, 124]. Another study indicates that siloxane bridge
formation on silica already occurs between 100 and 400 ◦C [125]. Such dis-
agreement is typical of all aspects of silanization whereby most authors agree
on mechanisms and trends but not on the conditions under which they occur.

The siloxane bridges are re-converted into silanol groups by water, par-
tially at room temperature and completely near the boiling point [123]. The
Si – O – Si bonds on the mica surface, however, are resistant to water (Fig. 3d).
Only when using water plasma (Fig. 3e), these bonds are fragmented into
silanol groups [126–129], with preferential loss of K+ and aluminum hydrox-
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Fig. 4 Condensation of orthosilicate which is only present in a strong base by neutral-
ization or acidification (a). Condensation of octadecyltrichlorosilane (OTS, X=Cl [130])
or Octadecyltrimethoxysilane (X=O – CH3 [132]) at the air/water interface after initial
hydrolysis, resulting in a two-dimensional polymeric network (b) that has been trans-
fered onto silicon by Langmuir–Blodgett technique and imaged on the hydrophobic side
by AFM (c ) (reproduced with permission from [130])

ide [129]. The plasma-induced silanol groups (Fig. 3e) provide for covalent
bonding of various organosilanes on mica [126–129]. Nevertheless, Carson
and Granick have conclusively shown that SAMs of octadecyltrichlorosilane
(OTS) formed on plasma-activated mica are much less stable than on un-
treated mica, if only the proper amount of water is predeposited on the mica
surface, followed by exposure to OTS in rigorously water-free toluene [96,
127]. The explanation of this paradoxical finding, as well as the paradoxi-
cal need for a wet surface and a rigorously dry solution of the organosilane,
provides for a profound insight into the essentials of aminosilanization, as
described in the following.

Upon contact with water, OTS is quickly hydrolyzed with concomitant re-
lease of HCl (see Fig. 4b) [130]. The resulting octadecylsilanetriol has a strong
tendency to form siloxane bridges under acidic conditions (Fig. 4b), just like
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orthosilicic acid, which is monomeric at high pH only, but progressively
forms linear and branched networks when the pH is changed to neutral or
acidic conditions (Fig. 4a) [131]. If a droplet of OTS/toluene is deposited at
the air–water interface, OTS hydrolyzes and condenses into a perfectly regu-
lar SAM on the water surface (see Fig. 4b–d), as demonstrated by subsequent
transfer onto superficially oxidized silicon and imaging of the densely packed
alkyl chains with AFM (Fig. 4d) [130]. Interestingly, a similar procedure has
been used to coat AFM tip and support with SAM carrying initiator groups
for living polymer formation on tip and support [121].

Fig. 5 Hydrolysis and condensation of APTES (R = ethyl) or APTMS (R = methyl) on the
surface of hydrated silicon dioxide, resulting in a lateral network that is strongly adsorbed
to the inorganic surface via hydrogen bonds. Curing (heating to 80–150 ◦C) is essential
for irreversible binding [133], probably by driving lateral condensation to completion,
possibly also by formation of siloxane bridges with the inorganic support

Like OTS, octadecyltrimethoxysilane also forms SAMs at the air–water in-
terface, whereby the kinetics of hydrolysis and condensation is fast at pH 1,
intermediate at pH 11, and very slow at pH 5.6 [132]. By analogy, aminosi-
lanes also possess 1, 2, or 3 methoxy or ethoxy groups which need to be hy-
drolyzed. Fortunately, the amino group automatically affords the base catal-
ysis which is necessary for hydrolysis of the methoxy/ethoxy functions. The
downside of autocatalytic hydrolysis is the ability of aminosilanes to prema-
turely hydrolyze and condense into networks while stored on the shelf or
when dissolved in toluene, except when water is rigorously excluded. In prac-
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tice, this means that aminosilanes (especially the tri-alkoxy forms, Figs. 5 and
6) need to be stored under argon and withdrawn from the sure seal bottle
with a rigorously dry syringe. Even so, the shelf life is limited to about one
month (unpublished observation).

After this excursion the question can be answered why the most stable
OTS-SAM was formed without plasma activation of mica, applying rigorously
dry OTS/toluene to a strongly hydrated mica surface [96]. The dryness of the
OTS/toluene solution was obviously needed to prevent premature hydrolysis
and condensation into three-dimensional OTS networks which would adhere
to mica as big OTS aggregates. Defined deposition of water on mica was
achieved by exchange of mica-bound K+ ions with H3O+ ions (HCl wash) and
removal of excess water with a stream of nitrogen. The remaining hydrated
H3O+ ions constituted just the right amount of water, as needed for OTS
hydrolysis and condensation, the latter being completed by the indispensable
“curing” step, i.e., by heating to 120 ◦C for 2 h, as originally discovered in
aminosilanization of silica by Waddell et al. [133].

No covalent bonds are thought to have been formed between the OTS-
SAM and unmodified mica, for lack of silanol functions. Nevertheless, the

Fig. 6 Aminosilanes (a–i) and methyltriethoxysilane (j, for adjustment of low amino
group surface densities in gas phase silanization [50, 133]). Hydrogen-bonding of APTES
and APTMS to silicon dioxide surfaces, initially via their amino function (a), and after
“flipping” [124, 134] via their alkoxy groups (b–d, reproduced from [135] with permis-
sion). APhS (e) and the diamines shown in h and i also possess three reactive methoxy
groups, whereas 3-aminopropyl-methyl-diethoxysilane (f) or 3-aminopropyl-dimethyl-
ethoxysilane (g) contain two or a single reactive ethoxy function only
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OTS-SAM formed from dry OTS/toluene on water-covered mica was more
stable than on plasma-activated mica which allows for covalent bonds be-
tween organosilane and surface [96, 127]. From this it follows that the main
goal should be the formation of a well-condensed two-dimensional network
of organosilane on the AFM tip or support (see Fig. 5). In this case, the sum of
all hydrogen bonds to the solid support easily suffices to hold each individual
silane molecule in place with higher force than by a single covalent Si – O – Si
bond between organosilane and solid surface.

Even single aminosilane molecules form strong hydrogen bonds on sur-
faces with silanol groups, initially via their amino groups (Fig. 6a), and after
“flipping” [124, 134] via their alkoxy functions, preferably with more than
one surface silanol group (Fig. 6b–d) [135]. As first proposed by Waddell
et al. [133], a monolayer of surface-bound water (or half a monolayer after
drying at 140 ◦C [136]) is required for hydrolysis of the organosilane, which
is then laterally condensed and/or vertically bound to the solid surface in the
subsequent curing step. Only after prolonged drying at 200 ◦C, surface-bound
water (Fig. 3a) is completely lost from silicon dioxide surfaces [124].

Fig. 7 Hydration state of mica and derivatization with APTES at different relative humid-
ity (reproduced from [119] with permission). a The pull-off forces between bare mica and
a hydrophilic AFM tip indicate that below 25% relative humidity only firmly bound water
molecules are present on the tip whereas above 25% relative humidity fluid bulk water
is present on mica, as independently verified by direct imaging of water with an OTS-
modified AFM tip (not shown [138]). b At 7% or 60% relative humidity, a monolayer or
a bilayer, respectively, of APTES is formed by vapor deposition

Freshly cleaved mica also strongly adsorbs water [96, 137, 138], due to its
ionic nature, as directly visualized with an OTS-modified AFM tip [138].
Even at 7% relative humidity, the amount of adsorbed water appears suf-
ficient to form a stable monolayer of APTES from the gas phase (Fig. 7b),
whereas above 25% relative humidity a phase transition takes place (Fig. 7a)
that yields a defined double layer of APTES (Fig. 7c) [119].
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The findings in Fig. 7 [119] provide valuable proof of the high efficiency of
gas phase silanization with APTES and tertiary amine as catalyst [10, 51, 55,
62, 113–116]. This is because when first applying this method it seems hard
to believe that 30 µL of APTES with its relatively high boiling point (217 ◦C)
in a 6 L desiccator can indeed form a dense layer on tip and/or mica support
within 2 h. In addition, Fig. 7 confirms the importance of an argon atmos-
phere during gas phase silanization because only below 25% relative humidity
is a defined monolayer of APTES formed (Fig. 7b). After removal of liquid
APTES, the tips are stored for at least 2 days in the argon-filled desiccator,
which appears to have the same curing effect as short incubation at elevated
temperature.

In a quantitative study of AFM tip functionalization [55], gas phase
silanization with APTES/tertiary amine has been compared to immersion in
toluene/APTES (or APTMS), which has been used in many SMRFM stud-
ies [37, 40, 57, 59–61, 64, 93, 112]. Both methods generated a sufficient num-
ber of amino groups on AFM tips to perform SMRFM studies [55]. The gas
phase method appeared more efficient and it has the advantage that dry
conditions can instantaneously be created by using an argon atmosphere,
whereas toluene must be dried with molecular sieves that have been preac-
tivated by evacuation at <10 Pa and >100 ◦C. In addition, the amino group
density can be downscaled in the gas phase method by adding a 250-fold [54]
or a 10-fold excess [50] of methyltriethoxysilane (Fig. 7j), as needed for subse-
quent coupling of protein with long homobifunctional crosslinkers (Fig. 14).

None of the above methods produce sticky tentacles on the tip, provided
that APTES/APTMS is fresh and silanization is under dry conditions. For this
reason it is surprising that in a number of SMRFM studies a 10/90 [109–111]
or 5/95 [83] mixture of APTES and water (pH 7 adjusted with acetic acid) has
successfully been used for AFM tip aminofunctionalization. In these cases,
however, step 2 was always reaction with glutaraldehyde, followed by attach-
ment of protein to free-tangling aldehyde groups (Fig. 17). Thus, potentially
formed APTES tentacles may have been highly crosslinked by glutaralde-
hyde, and dense coverage with protein may have eliminated all stickiness,
as observed on sticky aldehyde surfaces (Fig. 34a) after dense coverage with
IgG [85].

Besides APTES and APTMS (Fig. 6d), other aminosilanes have rarely been
used for tip and support functionalization. The diamino analogs of APTES
(Fig. 6h,i) were each used once [65, 139]. APhS (Fig. 6e) has been claimed to
give smoother monolayers than APTES [140], but it was also found to be less
efficient on AFM tips [141] and on silicon chips [142]. The latter study claims
the diethoxy analog of APTES (Fig. 6g) to be the best aminosilane to give a de-
fined monolayer on silicon [142]. One SMRFM study has successfully used
the diethoxy form (Fig. 6g) for tip and support functionalization [143]. The
monoethoxy form (Fig. 6f) has been found to be almost ineffective in most
reported attempts [119, 123, 142, 144], with one exception [108].
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In conclusion, aminosilanization with APTES or APTMS from the gas phase
or from dry toluene are the best established and characterized methods for ef-
ficient aminofunctionalization of AFM tips and supports. These methods allow
for versatile further functionalization with heterobifunctional linkers (Figs. 9,
10, 12, 13, 16, 18–20), in contrast to the APTES/water method, which was used
with glutaraldehyde only as crosslinker between tip-NH2 and protein.

4.2
Aminofunctionalization with Ethanolamine Hydrochloride

Aminofunctionalization with ethanolamine hydrochloride (Fig. 8b) was in-
spired by a preceding report [118] about a new treatment of glass with
neat dodecanol at 230–250 ◦C, which yielded a monolayer of dodecyl chains
bound via Si – O – C bonds (Fig. 8a). Aiming at aminofunctionalization,
we tried ethanolamine in place of dodecanol (Fig. 8b). The base form of
ethanolamine, however, was feared to also catalyze cleavage of the Si – O – C
bond which we wanted to form. For this reason, ethanolamine hydrochloride
was chosen. In order to obtain a liquid state at ∼150 ◦C, DMSO was added
as a non-volatile solvent, and molecular sieves were added to bind mois-
ture. Although this attempt seemed rather optimistic, it was successful at first
try [44] and proved to be a robust and simple method of aminofunctionaliza-
tion [8, 9, 11, 13, 14, 22, 34–36, 38, 39, 45, 46, 49, 52, 53, 55, 56, 58, 63, 117].

Fig. 8 Esterification of a glass surface (condensed silicic acid with embedded Na+

counterions) with a perfect SAM of dodecanol at high temperature [118] and puta-
tive mechanism of AFM tip aminofunctionalization with ethanolamine hydrochloride in
DMSO [44, 55]

Initially, the ethanolamine method was found to be incompatible with
magnetic tips because the magnetic coating was lost in hot ethanolamine
hydrochloride/DMSO. The problem was solved by using just enough heat
to dissolve all solids in DMSO and cooling to room temperature before the
precleaned AFM tips were immersed overnight [55]. Consequently, all our
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SMRFM studies since 1999 [58] have used the room temperature method for
tip functionalization.

In comparison to APTES/gas phase, the ethanolamine method is much
simpler and somewhat more efficient [55], but it has two distinct draw-
backs. The practical disadvantage is that many batches of PEG- and antibody-
functionalized AFM tips (see Figs. 10 and 18) show unbinding lengths which
are 10–30 nm longer than the sum of crosslinker length plus antibody length
plus the height of the target molecule (see Fig. 1b,c). In contrast, no such
problem is seen when using APTES/gas phase for aminofunctionalization.
With any given tip, however, the discrepancy between expected and observed
unbinding length appears to be constant. From this we conclude that some
kind of short polymers must have been formed on the tip in ethanolamine
hydrochloride/DMSO, with oxygen and/or DMSO as possible co-reactants.
This vague hypothesis brings up the second disadvantage of the ethanolamine
method: its chemical mechanism is essentially unknown. The initially as-
sumed esterification mechanism (Fig. 8b) appears improbable also because
ethanolamine hydrochloride/DMSO is effective at room temperature, whereas
esterification with fatty alcohols requires high temperatures [118].

In practical terms, ethanolamine hydrochloride/DMSO is a convenient
method for measurement of unbinding forces, whereas APTES/gas phase is
preferred for explicit measurement of unbinding lengths, as well as in the
TREC mode where the effective crosslinker length should not exceed 6 nm for
optimal imaging conditions (S.M. Lindsay, personal communication, 2007).

4.3
Coupling of Ligands to Aminofunctionalized Tips and of Target Molecules
to Aminofunctionalized Supports

Aminofunctionalization is only the first of several steps by which ligands are
tethered to AFM tips. In the second step, the amino group is reacted with
the amino-reactive terminus of a flexible bifunctional linker molecule. In
two exceptional cases, the second end of the linker molecule already carried
a biospecific ligand (Fig. 9), thus functionalization was finished at this level
(Sect. 4.3.1). In all other cases, the linker carried another reactive group on
its second terminus (Sect. 4.3.2). Homobifunctional linkers have two amino-
reactive functions and have a high tendency to form loops between adjacent
amino groups on the tip (Figs. 14, 15, 17), whereas heterobifunctional linkers
have only one amino-reactive function. Thus, the linker can attach to the sur-
face with this end only, all second termini being spared for binding of ligand
molecules (Figs. 10, 12, 13, 16, 19, 20). Figure 18 shows an intermediate case in
which both ends of the PEG linker are amino-reactive, yet with very different
kinetics.

The majority of SMRFM studies have used long flexible linkers like PEG
(6–10 nm in length, Figs. 9, 10, 12, 13, 14, 16, 18, 19) or amylose chains
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(Figs. 14 and 28) which, in comparison to short linkers (Figs. 15, 17 and 20),
have many advantages: (1) The long polymer chain is more elastic than the
cantilever and its force constant is dependent on the applied force, giving rise
to characteristic unbinding events (Fig. 1d) that are easily discriminated from
direct adhesion of the tip on the support. (2) The ligand molecule is on a long
leash, it can freely re-orient and “palpitate” the sample surface. Consequently,
even a single antibody on the tip (Fig. 1b) was seen to recognize its target
site in 44% out of 999 measured force-distance cycles (Fig. 1d,e). Moreover,
the receptor–ligand complex can be formed without strain while the linker is
unstretched, thus subsequent unbinding occurs with a more uniform force.
(3) A sensor molecule on a long linker can more easily escape the danger of
being crushed. This is concluded from the observation that tips with just one
or few bound ligands can be used for hours without loss of function.

4.3.1
Single-Step Coupling of Ligand-PEG Conjugates to Aminofunctionalized Tips
and Estimation of PEG Chain Density

Fluorescein-PEG-NHS has been attached to aminofunctionalized tips (Fig. 9)
in order to study the mechanism of hapten–antibody interaction with nine
different mutants of a single chain antibody [57, 59]. Interestingly, the un-
binding forces (extrapolated to zero loading rate) closely correlated with the
off-rates measured in parallel fluorescence studies, suggesting a similar un-
binding pathway under force and without force.

Fig. 9 Attachment of presynthesized ligand-PEG conjugates to aminofunctionalized
AFM tips, with the amino-reactive NHS-esters of either biotin-PEG-COOH [11, 55] or
fluorescein-PEG-COOH [57, 59]

Biotin-PEG-NHS was coupled to tip-NH2 (Fig. 9) in order to quantita-
tively estimate the number of amino groups (per µm2) that can be reacted
with a PEG-NHS ester after any given method of aminofunctionalization.
The number of biotin-PEG tentacles on the tip was estimated by perform-
ing the whole functionalization procedure on flat silicon nitride chips in
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place of silicon nitride tips and measuring the amount of specifically bound
Extravidin-peroxidase [55]. Equally functionalized tips (Fig. 1a) were tested
with SMRFM on dense avidin monolayers (Fig. 1c) and characterized by the
binding probability in the absence and presence of free biotin. The macro-
scopic method with marker enzyme and the AFM characterization agreed
in that ethanolamine (at room temperature, see Sect. 4.1) and APTES/gas
phase (see Sect. 4.2) were the best methods of tip functionalization [55]. The
number of ∼2000 Extravidin-peroxidase per µm2 must be cautiously inter-
preted because more than one peroxidase and more than one avidin tetramer
were part of one protein aggregate, thus many PEG-biotin could bind to one
Extravidin-peroxidase aggregate. Nevertheless even a 10-fold higher lateral
density of PEG-biotin would represent only a tiny fraction of the ∼4×106

alkyl chains per µm2 present in a densely packed monolayer as shown in
Fig. 4d. The reason for this low density is not known, whether a fraction of
the amino groups oxidizes in air or whether the reactivity of PEG-NHS es-
ters is too weak for most of the amino groups on the tip surface. In any case,
similarly low lateral densities of PEG linkers were found in subsequent stud-
ies [38, 46] by the coupling schemes shown in Figs. 10 and 18, as well as in
Fig. 19 (Wildling et al., manuscript in preparation). Moreover, a lateral dens-
ity of several thousand per µm2 agrees well with the observation that only one
or few ligand molecules are active on tips with 10–20 nm tip radius [38]. Fi-
nally, the same functionalization density was also found when virus particles
were linked to a cantilever with aldehyde-PEG-NHS (see Fig. 18b) and imaged
with an unmodified tip [38].

4.3.2
Multi-Step Coupling of Bioligands to Aminofunctionalized Tips and Supports

Figure 10 shows tip-PEG-protein linking with PDP-PEG-NHS which has most
often been used in SMRFM [8–10, 13, 22, 34, 35, 39, 44–49, 52, 53, 58, 62, 63].
The first step (amide coupling to the tip) is done in chloroform with 0.5% tri-
ethylamine [46] because in this aprotic solvent hydrolysis of the NHS ester is
very slow. Crosslinker concentrations of more than 1 mg/mL gave little higher
degrees of derivatization than 1 mg/mL [46]. The same rule applies to the
other PEG-NHS esters (Figs. 9, 12, 19), except for aldehyde-PEG-NHS (Fig. 18,
see below). The next step is coupling the protein by disulfide formation in
buffer (pH 7.5). As explained in Sect. 7, protein concentrations of 1 µM or
lower suffice for efficient tip functionalization. Inclusion of EDTA (1 mM) was
found to be much more important than argon atmosphere to suppress oxida-
tion of protein thiols (H.J. Gruber, unpublished observations, 2007). The same
applies to the other coupling schemes involving free thiol groups (Figs. 12, 13,
16, 21, 22, 24, and 29).

The coupling scheme with PDP-PEG-NHS (Fig. 10) tends to give higher
degrees of tip functionalization [46] with antibodies than the newer alter-
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Fig. 10 Tethering of thiol proteins to aminofunctionalized tips a via PDP-PEG-NHS in
two separate steps: amide bond formation and disulfide coupling [44–46, 145]. Alter-
natively, tip-PEG-S-S-pyridine can be reduced to tip-PEG-SH, followed by coupling of
a thiol-reactive molecule [63]

natives (Fig. 18 [38] and Fig. 19), the downside of PDP-PEG-NHS being the
need for a free thiol on the protein. In a few studies, a half-antibody [58] or
a cysteine peptide [47, 48] were used which already contained a free thiol.
In all other cases, antibodies were prederivatized with SATP as shown in
Fig. 11a [46, 145]. The minor problem is that this seems to be a psychological
barrier for non-chemists. The more significant problem is the consumption of
precious protein (0.1–0.2 mg per batch) because after gel filtration (e.g., on
a PD10 column, GE Healthcare) the protein is too dilute (∼0.1 mg/mL) for
freezing. Stabilization with albumine is forbidden because it contains a free
thiol [146].

If prederivatization of antibodies is performed with periodate and
pyridyldithiopropionic acid hydrazide (“SPDP hydrazide”, Fig. 11b) [85, 147],

Fig. 11 Artificial introduction of thiol residues on antibody, either with SATP (a) [46, 145]
or with pyridyldithiopropionic acid hydrazide (b) [147] and mild cleavage with DTT at
pH 4.5 [148] in order to leave the disulfides in the protein structure intact
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then the thiols are selectively introduced on the small oligosaccharide groups
next to the central hinge region (see Fig. 1b). As a consequence, the PEG leash
is attached to the center of the antibody which has been used to determine
the pattern of cytosine methylation on DNA with AFM (Zhu et al., submitted
manuscript and Austrian patent application A 170/2006, priority date Febru-
ary 3, 2006). As shown in Fig. 10b, tip-PEG-S-S-pyridine can be reduced with
DTT to give tip-PEG-SH to which a thiol-reactive molecule can be coupled.
This has been exemplified with iodoacetamido-phorizin, a potent blocker of
the sodium-coupled glucose transporter in brush border membranes [63].

Fig. 12 Tethering of small thiol ligands to aminofunctionalized AFM tips via vinylsulfone-
PEG-NHS [52, 53]. The slow kinetics of vinylsulfone-thiol coupling [149] was compen-
sated for by high concentration (100 mM) of thioglucose [52, 53]

Figure 12 shows an alternate method for the tethering of a small molecule
to the tip. Here the ligand (β-D-thioglucose) provided the thiol for coup-
ling to the thiol-reactive vinylsulfone group on the free end of PEG. It
should be mentioned that vinylsulfones are much less reactive towards thiol
groups (k2 ∼ 1 M–1 min–1 at pH = 8 [149]) than pyridyl-S-S groups (k2 =
102–103 M–1 min–1 at pH 7.5 [46]). In fact, tip-PEG-vinylsulfone (Fig. 12) was
unable to couple de-acetylated biotin-IgG-SATP (unpublished observations)
under conditions which gave excellent coupling of tip-PEG-S-S-pyridine
(Fig. 10) according to testing with AFM (Fig. 1) and Extravidin-peroxidase
(see Sect. 4.3.1). In contrast to biotin-IgG-SATP, thioglucose could be applied
at 100 mM concentration [52, 53], thereby overcoming the problem of slow
reaction of vinylsulfone with thiols.

While vinylsulfones (Fig. 12) are 102–103 times less reactive to thiols than
pyridiyl-S-S groups (Fig. 10), the opposite is true for maleimides [150]). As
depicted in Fig. 13, maleimide-PEG-NHS or a shorter analogue have success-
fully been used to tether thiolated ssDNA to aminofunctionalized tips and
supports to measure the forces of double strand separation or of DNA-protein
interaction [40, 51, 60, 61]. Analogous reaction conditions as in Fig. 10a were
used to react maleimide-PEG-NHS with tip-NH2 in the first step, and with
thiolated DNA in the second step [51].
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Fig. 13 Tethering of 5′-thiohexyl-ssDNA to aminofunctionalized tip via maleimide-PEG-
NHS [40, 51, 60, 61] or a short heterobifunctional linker with a maleimide and NHS-ester
function [134]

Fig. 14 Use of long homobifunctional NHS-PEG-NHS [50, 54], or long amylose with many
NHS-ester functions [64, 65] for flexible tethering of unmodified protein to aminofunc-
tionalized AFM tips

The coupling scheme in Fig. 14 differs from the previous ones by use of
homobifunctional NHS-PEG-NHS [50, 56] – or of amylose chains with many
amino-reactive NHS ester functions [64–68]. Since free amino groups are
abundant in most proteins (80–90 lysines per antibody molecule [151]), both
methods allow to couple proteins without any prederivatization. The pub-
lished results indicate good performance of both methods. Nevertheless, the
reader should be aware of two side reactions, the relative extent of which is
critically dependent on several parameters: First, NHS-PEG-NHS has a high
chance of binding two adjacent amino groups on the tip and become use-
less for binding of proteins. The extent of this side reaction is decreased at
lower amino group density, and for this reason APTES has been mixed with
ten to 250-fold excess of non-aminosilane (see Fig. 6d,j) in gas phase silaniza-
tion [50, 56]. Shorter length and/or higher concentrations of NHS-PEG-NHS
would also be helpful to minimize the relative extent of undesired loop forma-
tion, as observed under comparable circumstances (Fig. 18) [38]. Possibly, the
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reaction in chloroform without the usual help of a tertiary amine (compare
Fig. 14 with Figs. 9 and 10) also constitutes an essential parameter.

Second, NHS esters are not stable in aqueous solution [152], the rate of
hydrolysis increasing by an order of magnitude when the pH is raised by
one unit. Consequently, exposure of an NHS ester to buffer in the absence
of the amine to be coupled dramatically lowers the yield of coupling [153],
thus timing is critical. Re-activation of carboxyls with EDC/NHS could easily
solve this problem, though. Carboxymethylamylose (indicated in Fig. 14) was
actually activated with EDC/NHS and reacted with tip-NH2 and protein in se-
quential steps [64, 65]. Although EDC/NHS activation is much more efficient
in distilled water [154] or at pH 4.0–4.5 than in neutral buffer [153, 155], neu-
tral pH was used with carboxymethylamylose, probably in order to prevent
excessive activation [64–71].

Fig. 15 Use of a short homobifunctional crosslinker to attach underivatized protein [117]
or lysine-NTA [14] to aminofunctionalized mica

The above discussed parameters influence all coupling schemes in which
surface-bound NHS esters are reacted with soluble amine components
(Figs. 15, 26, 27, 28, 29). Working with a short bis-NHS ester (Fig. 15) is obvi-
ously less critical than with the long PEG3400 bis-NHS ester (Fig. 14) because
the small linker can be placed at much higher lateral density and it can bridge
only closely spaced amino groups on the surface. As depicted in Fig. 15, it was
used to immobilize target proteins on aminofunctionalized mica [117], or to
couple lysine-NTA, for subsequent capturing of His6-tagged importin β in the
presence of Ni2+ [14].

In the latter study [14], SMRFM was used to unravel the mechanism, and
the role of GTP/GDP in the interaction of importin β with Ran, another com-
ponent of the nuclear import machinery. The linking of His6-tagged Ran pro-
tein to the tip was also by the non-covalent NTA–Ni2+–His6 bridge, albeit with
a 6 nm long spacer between tip and NTA function (Fig. 16). Disulfide bond
formation was used for reliable attachment of PDP-PEG-NTA to aminofunc-
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Fig. 16 Flexible attachment of NTA groups to AFM tips [14, 56]. The aminofunctional-
ized tip was first reacted with SATP (compare Fig. 12). Deacetylation gave a reactive thiol
which was reacted with PDP-PEG-NTA to give a stable disulfide

tionalized and SATP-modified AFM tips (Fig. 16) [14, 56]. Besides His6-Ran,
His6-tagged very-low density lipoprotein receptor constructs were also teth-
ered to the AFM tip in order to study specific recognition by mica-bound
human rhinovirus particles [56].

Tip functionalization with PEG-NTA (Fig. 16) was a side step from the se-
ries of homobifunctional linkers. It was described at this point because it nicely
complemented support functionalization with lysine-NTA in the preceding
figure. Figure 17 shows the most widely known homobifunctional linker, glu-
taraldehyde. As described in Sect. 4.1, a high extent of internal crosslinking by
glutaraldehyde may even be helpful to form a compact layer from the three-
dimensional networks formed in APTES/water. Evidently, a sufficient fraction
of glutaraldehyde is unilaterally bound for subsequent coupling of protein.
Moreover, the aldehyde residue cannot hydrolyze and thus remains reactive
towards amines on a timescale of hours to days [85, 156, 157].

Fig. 17 Use of glutaraldehyde to attach underivatized proteins (or DNA [10, 112]) to
aminofunctionalized mica [10, 51, 62, 115, 116], glass [109–111], silicon chips [108, 112],
and/or AFM tips [83, 93, 108, 109, 111, 112]
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Fig. 18 a Use of long heterobifunctional aldehyde-PEG-NHS for flexible attachment of un-
derivatized protein to aminofunctionalized AFM tips [36, 38]. The C= N double bond is
usually fixed by reaction with sodium cyanoborohydride. b Human rhinovirus particles
(serotype 2) were tethered to an ethanolamine-functionalized silicon nitride cantilever
by use of aldehyde-PEG-NHS and imaged with an unmodified cantilever [38]. In con-
trast, very few virus particles were bound after benzaldehyde block with ethanolamine
(see [38])

The coupling scheme in Fig. 18 also takes advantage of protein coupling
to aldehydes, yet PEG was inserted as a flexible tether between tip and the
benzaldehyde function [36, 38]. The other end of the linker was a NHS ester
function which has a much higher reactivity for amino groups than the alde-
hyde function [38, 157]. This difference in reactivity helps to largely suppress
undesired loop formation between adjacent amines on the tip surface. Even
so, a rather high linker concentration (6.6 mg/mL) was necessary to acceler-
ate unilateral reaction of the NHS ester function because, once attached, the
PEG-benzaldehyde frequently collides with adjacent amino functions, allow-
ing for fast reaction rates in spite of low intrinsic kinetics [38].

The most general and least critical coupling scheme is shown in Fig. 19.
Benzophenone-PEG-NHS was unilaterally attached to aminofunctionalized
tips (Wildling et al., manuscript in preparation), in agreement with the gen-
eral notion that the ketone function of benzophenone has no significant
reactivity for amino groups. Subsequent incubation with 1 µM biotin-IgG
(see Fig. 1b) and illumination with UV light gave tips which had a high bind-
ing probability with avidin-covered mica (Fig. 1c) in the absence, but not in
the presence of free biotin. Omission of UV light resulted in no tip functional-
ization and all results were confirmed by macroscopic experiments on silicon
nitride chips, using Extravidin-peroxidase for quantitation.

As shown in Fig. 20, analogous coupling via an amino and photoreactive
crosslinker has been used to immobilize proteins on glass [92] or mica [8]
for subsequent AFM investigations. The azido linker in Fig. 20 is very effi-
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Fig. 19 Flexible tethering of underivatized proteins to aminofunctionalized AFM tips via
benzophenone-PEG-NHS by amide bond formation and photolinking (Wildling et al., in
preparation)

Fig. 20 Photoimmobilization of proteins on aminofunctionalized mica [8] or glass [92] by
a short heterobifunctional linker

cient in coupling if the protein to be coupled is already in place (i.e., adsorbed)
in the moment of N2 release from the azide. Otherwise, the unstable nitrene
will react with solvent or any other available component and be irreversibly
lost. The benzophenone in Fig. 19, however, can be excited to the reactive
triplet state many times before it reacts with the solvent. The latter has a life-
time of several minutes, thus the ability of coupling is maintained over a long
time even during irradiation [158]. In conclusion, the coupling scheme in



Functionalization of Probe Tips and Supports 57

Fig. 19 is applicable to protein and DNA without prederivatization (not even
with NH2 groups on DNA). It requires the least chemical expertise of all
covalent methods, thus it can be recommended to the large community of non-
chemists using SMRFM in nano- and bioscientific research and technology.

5
Functionalization of Gold-Coated Tips and/or Supports

Gold surfaces show unique advantages over any other inorganic solid when
it comes to functionalization with well-defined monolayers of linker and lig-
and or target molecules: (1) After evaporation onto an inorganic support,
the gold surface is perfectly clean. The same is true when a mica-gold-glue-
silicon sandwich (which can be stored for a long time) is soaked in THF to
strip off the mica template, yielding an atomically flat and clean gold sur-
face (template-stripped gold [86–88]). (2) If the gold support is immediately
transfered into a thiol solution, the short exposure to ambient atmosphere
has no significant effect, in contrast to most other metal films. (3) The high
inertness of gold allows the use of harsh cleaning conditions such as oxy-
gen plasma, ozone, piranha (extremely hazardous), and NH3/H2O2/water
(extremely hazardous [89]) to remove tenaciously bound impurities after
prolonged exposure to ambient condition [84, 89]. (4) Gold is inert to al-
most any functional group except for thiols/disulfides/thioethers [84]. Thus,
densely packed SAMs are formed from a wide variety of molecules which con-
tain sulfur atoms in such a reduced state (see Figs. 21, 22, 23, 24, 25, 26, 27, 28,
29, 30, 31 and 34). The physical and chemical properties of the SAMs can be
adjusted for various needs by choosing proper functional groups (or a mix-
ture thereof) on the top side of the SAM (see same figures). In particular, the
SAMs with a layer of oligo(ethylene glycol) are highly resistant to protein ad-
sorption [84, 159], tetra(ethylene glycol) providing the best protein resistance
at minimal SAM thickness, and under more forgiving working conditions
than with tri(ethylene glycol)-terminated SAMs [89].

Template-stripped gold appears to have no disadvantages compared to
any other AFM support (the only exceptions are those rare cases in which
a particular biomolecule adsorbs to freshly cleaved mica with just the right
orientation, see Sect. 3.1). Gold-coated tips, however, have the drawback that
they are prepared by evaporation of a 2–15 nm thick adhesive layer of Cr or
Ti and a 25–100 nm layer of gold [69–71, 78, 160–167] onto the silicon nitride
tips. As a consequence, the tip radius increases from the original 10–20 nm to
much higher values, leading to much less imaging resolution. Another crit-
ical aspect of gold tips is the cleaning of the gold surface in case that SAM
formation does not immediately follow gold deposition. UV/ozone has been
reported to afford clean gold tips for subsequent functionalization with thi-
ols/disulfides [70, 163]. It should be added that this is not achieved with every
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type of UV/ozone cleaner, especially when highly protein-resistant SAMs are
to be formed on gold [89].

Of particular importance for use in SMRFM is the strength of the gold–
sulfur bond. Although classified as a weak covalent bond, its rupture force
was nevertheless shown to be >1 nN [50, 66], i.e., an order of magnitude
higher than antibody–antigen rupture forces [44]. Surprisingly, lipoic acid
with its cyclic disulfide does not form a stronger but a fivefold weaker bond
with the gold surface [50]. Also weak is the binding of S-acetylated alkanethiol
to gold [168], yet this problem is easily abolished by de-acetylation with a pri-
mary amine (compare Fig. 11a).

5.1
Direct Chemisorption of Ligand Molecules onto Bare Gold Tips and/or Supports

As shown in Fig. 21, widely different molecules have been chemisorbed to
bare gold tips and/or surfaces via their endogenous thiol or disulfide groups.

Fig. 21 Direct chemisorption onto gold-coated tips and/or supports of proteins or pep-
tides via endogenous disulfides (a) [36, 76, 78, 94, 169] or thiols (b) [57, 110] or artificially
introduced thiol groups (c [170] and d [73]). The same strategy was used for chemisorp-
tion of carbohydrates with ω-mercaptoalkyl groups (e [69, 70] and f [166, 171]), of
vancomycin-cystamin (g) [163], of a peptide nucleic acid with an N-terminal cysteine
(h) [172], and of 5′-thiohexyl-ssDNA with a hairpin loop sequence (i) [106]
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Fab fragments of antibodies [169], as well as azurin [36] and fibronec-
tin [76, 94] all possess a disulfide at their “base” (Fig. 21a), i.e., opposite
their biospecific recognition sites, thus the latter was optimally accessible
after chemisorption to gold. The same is true for Fab’ fragments of anti-
bodies [110] and Cys–Gly–His6 or His6–Gly–Cys peptide [47, 48], except that
these were chemisorbed to gold via their endogenous thiols (Fig. 21b), rather
than disulfides. Interestingly, direct chemisorption of Fab’ onto bare gold tips
resulted in much higher probability of antigen binding than with the SAM
shown in Fig. 26 between the gold and the Fab’ [110].

An aggrecan and a lectin, both lacking accessible disulfides or thiols have
been derivatized with mercaptopropionyl groups (Fig. 21c [170]) or an ex-
tended version thereof (Fig. 21d [73]), respectively, for chemisorption to gold
tip and gold support. By analogy, mono- and oligosaccharides have been
extended with short or long mercaptoalkyl chains at the 1-position of the ter-
minal monosaccharide (Fig. 21e [69, 70] and Fig. 21f [166, 171]) to study the
interaction of carbohydrates with lectins or carbohydrates. Vancomycin has
been attached to cystamine (Fig. 21g [163]) to study the specific interaction
of this antibiotic with the dipeptide D-Ala-D-Ala (Fig. 27). Peptide nucleic
acid with an N-terminal cysteine (Fig. 21h [172]) and 5′-thiohexyl-ssDNA
(Fig. 21i [106]) have been chemisorbed onto gold tips [106, 172] and sub-
strates [106] for measurement of hybridization and single point mutations by
SMRFM. In conclusion, the direct chemisorption of biomolecules or synthetic
molecules onto bare gold tip/support is experimentally simple and gives uni-
formly oriented monolayers with a high degree of functionality, except when
protein has been statistically introduced with chemical reagents [73, 170].

5.2
Single-Step Functionalization of Gold Tips and/or Supports with Mixed SAMs

The ligand molecules shown in Fig. 21 were sufficiently bulky to keep the lat-
eral density below the critical level at which mutual steric hindrance would
have prevented recognition by the corresponding receptor molecules in SM-
RFM. This also applied to 5′-HS-hexyl-ssDNA with a hairpin segment (see
underlined sequence in Fig. 21i). In general, however, thiolated ssDNAs are
known to form such densely packed monolayers on gold that hybridization
with complementary single strands is fully prevented [173]. This problem
has been solved by formation of mixed SAMs, i.e., by inclusion of various
ω-mercaptoalkanols as lateral spacers between the thiolated DNA (Fig. 22a)
or RNA molecules (Fig. 22n), allowing to measure double strand rupture
forces between complementary ssDNA on tip and support [164, 174]. Re-
cently, the optimal lateral density of ssDNA and the minimal non-specific
adhesion has been adjusted with a mixture of HS-undecyl-tetra(ethylene gly-
col) (5 µM) and 5′-HS-hexyl-ssDNA (24-mer, 0.1 µM) in 1 M KH2PO4 buffer,
as shown by analysis of hybridization with surface plasmon resonance [175].
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Fig. 22 Chemisorption of mixed SAMs of 5′-mercaptoalkyl-ssDNA (a, c) [164] or
5′-mercapto-PEG-ssRNA (b)[174] with various ω-mercaptoalkanols on gold-coated AFM
tips and supports [164, 174], and adjustment of optimal lateral DNA density with a 50 : 1
mixture of spacer and ssDNA in phosphate buffer (c)[175]

Mixed SAMs have also been used for functionalization of gold tips with
synthetic ligands to measure the interaction forces with synthetic receptors
by formation of host-guest complexes in water (Fig. 23) [165, 167, 176]. Bind-
ing of cyclodextrin with its seven thioether-containing alkyl chains is one of
the less common examples of thioether SAMs on gold.

Fig. 23 Functionalization of gold-coated AFM tips with mixed SAMs presenting either
ferrocene or t-butylbenzene as ligands and of gold support with thioether-derivatized
β-cyclodextrin as receptor molecule [165, 167, 176]. Host–guest complexes were formed
in water, as measured with SMRFM

Measurement of recognition forces between complementary synthetic
molecules has also been performed in hexadecane medium (Fig. 24) [177].
Here, the same ligand was used on tip and support because the ligand func-
tion was self-complementary in non-polar solvent, yielding ligand–ligand
dimers which were ruptured upon tip retraction from the surface. On the tip,
a mixed SAM of 2-mercaptoethanol with the short HS-spacer-ligand conju-
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Fig. 24 Functionalization of gold-covered tip and support with mixed SAMs carrying
the same ligand molecule via a short or long spacer, respectively [177]. Homophilic
trans-interactions between self-complementary ligands were formed in hexadecane, as
measured with SMRFM. Ligand-PEG-ligand conjugates could also be inserted between
tip- and support-bound ligands

gate had to be formed for optimal lateral spacing. On the support, the low
lateral density desired for SMRFM was adjusted by the bulkiness of the long
PEG spacers between lipoate anchor and ligand function, as well as by use of
lipoyl-PEG-OH as lateral spacer.

5.3
Modular Multi-Step Functionalization of Gold Tips and/or Supports

At first sight, direct chemisorption of thiolated ligands/receptors (Fig. 21) and
of mixed SAMs with lateral spacers (Figs. 22, 23, 24) appears convenient be-
cause gold tip functionalization is achieved in a single step. However, the
main effort is shifted to the steps which precede tip functionalization, i.e.,
elaborate synthetic chemistry (Figs. 21e–h, 22, and 23) or protein prederiva-
tization (Fig. 21c,d) or extensive optimization of molar ratios in mixed SAMs
(Figs. 22, 23, 24) are required, except when sensor proteins possess an en-
dogenous thiol/disulfide at the desired position, i.e., opposite the recognition
site (Fig. 21a,b).

Figures 25, 26, 27, 28, 29, 30, and 31 show the opposite strategy of gold
tip/support functionalization, which is modular in that SAMs with a broad
application range are formed on gold, followed by one or several steps which
result in coupling of ligand/receptor molecules. The SAM with densely packed
NHS ester functions in Fig. 25 has unique properties in that they are excep-
tionally resistant to hydrolysis, even at pH 12 [178]. Nevertheless, the coup-
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Fig. 25 Functionalization of gold-coated tips [28, 161] and/or supports [28, 37, 88, 161,
178] with a SAM of di-(N-succinimidyl)-11,11′-dithiodiundecanoate, the NHS ester func-
tions of which can react with the lysine residues of native proteins. A similar amino-
reactive SAM has also been formed from succinimidyl 3-(2-pyridyldithio)-propionate and
used for coupling of ferritin [169]

ling of protein via endogenous lysine residues (Fig. 25) is very efficient, even
at low protein concentration [28, 37, 88, 161, 178, 179]. The apparent paradox
that the small hydroxide ion should have more steric problems than a protein
molecule in attacking the active ester underneath the NHS residue (Fig. 25)
strongly indicates that the protein is preadsorbed on, and strongly interacts
with the top side of the SAM (see Sect. 7).

Fig. 26 Functionalization of gold-coated tips [94, 110, 162] or supports [54, 160] with
mixed SAMs of ω-mercaptohexadecanoic acid and ω-mercaptoundecanol (50/50) [160,
162] or with SAMs lacking the long chain alcohol [94, 110]. The carboxyl groups on the
SAM were activated as NHS-esters with EDC/NHS, providing for amide bond forma-
tion with unmodified protein [94, 160]. Alternatively, short or long chain diamines were
coupled and further functionalized on the free-tangling amino group [54, 110, 162]
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Fig. 27 Functionalization of gold-covered support with a non-adsorptive (protein-
resistant) mixed SAM carrying COOH functions on 10% of the PEG chains. Activation
with EDC/NHS provided for coupling of dipeptide [163]

Figures 26 and 27 also show the coupling of proteins to SAMs with NHS
ester functions. However, here only a fraction of the COOH groups on the
SAM is transiently activated with EDC/NHS. Moreover, the thiolated fatty acids
(Fig. 26) or fatty acid-PEG conjugates (Fig. 27) are often laterally diluted by
similar OH-terminated thiols to further lower the lateral density of reactive
sites, thereby enhancing their accessibility, reactivity, but also sensitivity to
hydrolysis. At first sight, Figs. 26 and 27 look similar. However, the two surfaces
are physically very different, with strong protein adsorption and exceptionally
fast protein coupling on the simple SAM (Fig. 26), whereas the protein-resistant
SAM in Fig. 27 has a very moderate rate of protein coupling (see Sect. 7).

Carboxymethylamylose (Fig. 28) has extensively been used for the tether-
ing of proteins to aminosilanized tips and supports (compare Fig. 14) [7, 50,

Fig. 28 Functionalization of gold-coated tips and/or supports [69, 71] with a SAM of cys-
tamine dihydrochloride to which EDC/NHS-activated carboxymethylamylose is coupled
by amide bond formation. Residual NHS ester functions on carboxymethylamylose allow
for coupling of proteins via amide bonds. This scheme is analogous to derivatization of
aminosilanized silicon nitride tips and of glass (Fig. 14) and also similar to the use of
commercial carboxymethyldextran chips as AFM supports [31, 77, 78]
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64–68]. Meanwhile it has been shown that this versatile method can easily
be adapted for gold tips/supports by chemisorption of commercial cystamine
dihydrochloride [69, 71]. In this way, a lectin was tethered to the gold sup-
port to study the interaction with a hexasaccharide bound to the gold tip as
shown in Fig. 21e. The interaction of immunoglobulin G and protein A was
also analyzed by SMRFM after tethering them to tip and support, respectively,
as depicted in Fig. 28.

Fig. 29 Tethering of unmodified proteins to gold-coated tips and supports by (1) for-
mation of a mixed SAM with 5% dithiol and 95% mercaptohexanol, (2) attachment of
maleimide-PEG-NHS by a thioether bond, and (3) coupling of protein via amide bond
formation [15, 43]

Figure 29 shows a simple and powerful method of gold tip/support func-
tionalization in which the heterobifunctional linker, maleimide-PEG-NHS, is
used in the “reverse way” (according to the chemists’ preconception). The
reason is that NHS esters are reactive to both NH2 and SH groups. Only the
typical thiol-reactive functions such as maleimide, pyridyl-S-S, and vinylsul-
fone possess a high selectivity for thiol over amine under typical crosslink-
ing conditions. In case of maleimide-PEG-NHS, however, the exceptionally
fast maleimide-thiol coupling [150] outruns the potential side reaction of
NHS esters with thiols on the gold surface (see Fig. 29), just like NHS esters
override benzaldehydes in the competition for tip-NH2 (compare Fig. 18).
As with aldehyde-PEG-NHS, some side reaction, i.e., loop formation will
also occur by twofold reaction of maleimide-PEG-NHS with adjacent thiols
on the SAM surface. The so formed loop (“SAM-S-maleimide-PEG-CO-S-
SAM”) can gradually hydrolyze to give “SAM-S-maleimide-PEG-COOH”, or
possibly react with NH2-protein, resulting in “SAM-S-maleimide-PEG-CO-
NH-protein”, which is identical to the desired product, as formed by the
two-step mechanism shown in Fig. 29. Whether by direct or indirect pathway,
the functionalization of the dithiol SAM in Fig. 29 with maleimide-PEG-NHS
allows to couple almost any protein, due to abundance of lysines in pro-
teins. The method has been used to analyze the mechanism of homophilic
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interaction between pairs of ICAM1 molecules on tip and support [15, 43].
It should be emphasized that only maleimide-PEG-NHS can safely be used
in the “reversed order” shown in Fig. 29. The pyridyl-S-S group in PDP-
PEG-NHS (Fig. 10) and the vinylsulfone function in vinylsulfone-PEG-NHS
(Fig. 12) are ∼102- and ∼105-fold less reactive than maleimides [46, 149, 150]
towards thiols, respectively, thus outrunning of NHS ester functions by these
slow thiol-reactive groups cannot be expected.

Fig. 30 Functionalization of gold-coated tips [77, 160, 185] with a protein-resistant mixed
SAM to which His6-tagged proteins were specifically bound in presence of Ni2+. A similar
SAM (lacking the triethylene glycol chains) was used to prepare an AFM support with
NTA functions [4, 48]

Figure 30 depicts a very convenient strategy of protein immobilization
which does not require any covalent chemistry and nevertheless achieves
a strong and lasting attachment of proteins to the surface. It relies on the well-
known specific interaction of hexahistidine peptides or His6-tagged proteins
with surface-bound NTA-Ni2+ complexes [180]. A decade after the inven-
tion of this method, there was a first report that one isolated NTA group
on a chip surface can hold His6 peptide or His6-tagged protein for minutes
only, whereas proteins with both N- and C-terminal His6 tag were irreversibly
bound on the timescale of days [181]. An even better solution to the problem
of fast dissociation was found by synthesis of bis-NTA (not shown) and tris-
NTA (Fig. 31) [87, 182–184]. The latter can accomodate two histidine residues
on each NTA-Ni2+, and this hexadentate complex affords irreversible binding
on a timescale of days, especially with His10 tags where steric contraints are
further reduced.

So far, only the mono-NTA (lysine-NTA) functions have been used to at-
tach His6-tagged proteins as ligands to gold tips (as shown in Fig. 30) [77,
160, 185] or to silicon nitride tips (as shown in Fig. 16) [14, 56] in order to
measure recognition with complementary “receptor” proteins on the sup-
port. The implicit assumption in these studies was that the NTA–Ni2+–His6
bridge be stable for a long period of time and also resistant to the pulling
forces needed for “receptor–ligand” separation. In the light of the preceding
paragraph, however, the assumption of long-term stability seems question-
able. In addition, the rupture forces measured for the NTA–Ni2+–His6 bridge
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Fig. 31 Functionalization of ultraflat gold supports with a mixed SAM carrying tris-
NTA functions for non-covalent, yet irreversible binding of His6- and His10-tagged
proteins [87, 184]

range from 50 to 500 pN [47, 48, 77, 78], the lower values being in the range
of many protein–protein interactions. Nevertheless, when actually used, tips
with mono-NTA were consistently able to hold on to their His6-tagged sensor
proteins for hours, and for thousands of force-distance cycles with significant
force stress [14, 56, 77, 160, 185]. Thus, an explanation is needed to reconcile
predicted failure (premature loss of His6-protein) with actual success. Most
likely, His6-tagged proteins are indeed soon lost from single NTA functions
but stably bound to pairs of NTA functions on the surface. Especially with
our long PDP-PEG-NTA (Fig. 16), such bis-NTA- and possibly tris-NTA-like
configurations have a high chance to occur on the AFM tip. Nevertheless, the
likely use of tris-NTA for tip functionalization in the near future is expected
to constitute major progress in AFM tip functionalization.

6
Functionalization of Hydrogen-Terminated Silicon or Diamond
and of Carbon Nanotubes

Figure 32 depicts the first example in which a hydrogen-terminated sili-
con tip (prepared by cleaning with 2% HF in water) was covalently coated
by refluxing under nitrogen in a solution of H2C= CH – (CH2)9 – O –
(CH2 – CH2 – O)3 – CH3 in mesitylene [186]. At this level, the tip is very
non-adhesive but not yet functional for SMRFM. Electrooxidation was used
to selectively oxidize the chain termini at the apex of the tip [42]. The re-
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Fig. 32 Functionalization of hydrogen-terminated silicon tips with a protein-resistant
SAM [186]. Carboxyl groups were generated at the apex of the tip by electrooxidation,
followed by activation with EDC/NHS and coupling of NH2-PEG-biotin, allowing for
recognition force microscopy as depicted in Fig. 1a [42]

sulting COOH groups were activated with EDC/NHS. Amide bonds were
formed with NH2-PEG-NH-biotin, resulting in tip-PEG-biotin that was tested
with SMRFM on avidin-covered mica as usual (compare Figs. 1a,c and 9).
Hydrogen-terminated diamond is well-known to be derivatized by the very
same methods as is H-terminated silicon [187]. To our knowledge, however,
H-terminated diamond has not yet been used for AFM tips or supports.
Carbon nanotubes have occasionally been functionalized for chemical force
microscopy [6, 188], but one SMRFM model study has been reported in which
terminal COOH groups on the carbon nanotube were activated with EDC and
reacted with NH2 – (CH2)5 – NH-biotin [189]. The test sample was mica with
a layer of biotin-BSA and a layer of streptavidin on top of it (compare Fig. 2).
Altogether, it is difficult to predict whether silicon, diamond and/or carbon
nanotubes will become popular for tip/support functionalization in the near
future.

7
Acceleration of Surface Attachment by Preadsorption

The mechanism of thiol protein coupling to tip-linked PEG-S-S-pyridine (see
Figs. 10a and 33a) has been analyzed by imitation in bulk solution as shown
in Fig. 33b [46]. The latter reaction could be followed in a spectrometer cu-
vette by measuring the release of 2-thiopyridone via UV absorption (ε343 =
8080 M–1 cm–1 [145]). The bimolecular reaction constant obtained from fit-
ting this bulk reaction was then used to estimate the half-life for the reaction
of tip-PEG-S-S-pyridine with a thiol protein at 1 µM protein concentration.
Surprisingly, this predicted half-life was 5 days, thus 1 month would be re-
quired to reach 98.3% coupling probability (6 half-lives). In practice, however,
the maximum yield of antibody coupling has always been reached within
1–2 h at 1 µM antibody concentration (0.15 mg/mL) and lower (0.2 µM) [8–
10, 13, 14, 34–36, 38, 39, 41, 42, 44–46, 49, 51, 52, 56–58, 62, 63].
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Fig. 33 a Preadsorption model [46] for calculating the acceleration of antibody coupling
via disulfide formation when one antibody with one reactive thiol is loosely adsorbed
next to a 6 nm long PEG-S-S-pyridine tentacle. The formal thiol concentration with reach
of the PEG linker is 3 mM, in contrast to the typical bulk concentrations of antibody (e.g.,
1 µM, 0.15 mg/mL). As determined experimentally, preadsorption reduces the time con-
stant for coupling of 1 µM protein from 5 days in bulk solution to <1 h on the tip surface.
b Imitation of the reaction of tip-PEG-S-S-pyridin with thiolated antibody by reaction
of BSA-PEG-S-S-pyridine with HS – CH2 – CH2 – CO – NH – BSA in bulk solution. The
reaction was monitored by release of 2-thiopyridone (ε343 = 8080 M–1 cm–1)

The reason for at least 103-fold acceleration of protein coupling on the
tip as compared to bulk solution results from the phenomenon that proteins
generally adsorb to any solid surface, except for so-called protein-resistant
surfaces which are not easily prepared [84, 89, 95, 190, 191]. Therefore, the
probability is high that at least one thiol protein adsorbs next to a tip-bound
PEG-S-S-pyridine tentacle (see Fig. 33a), corresponding to 3 mM protein con-
centration within the 6 nm reach of the crosslinker, i.e., >103 times higher
than the 1 µM concentration in bulk solution.

The above hypothesis is indispensible to explain 103-fold faster coupling
on the tip than in bulk solution, and it is plausible (proteins are known to
adsorb to almost any solid). Nevertheless, positive evidence is preferred over
inference. Figure 34 shows two kinds of SAM-covered gold surfaces, which
have in common that 5–10% of the SAM components carry amino-reactive
aldehyde functions, yet their physical properties are very different. The sur-
face to the left has a high tendency for protein adsorption, as measured before
the aldehyde functions were generated from vicinal diols with periodate [85],
whereas the surface to the right is very protein resistant [156]. As predicted
by the above hypothesis of preadsorption-induced coupling, the kinetics of
protein coupling was >103 times faster on the surface shown in Fig. 34a as
compared to Fig. 34b, with a 1 min timescale on the adsorptive surface [85]
and a 1 day timescale on the protein-resistant SAM [156] for monolayer cov-
erage at 1 mg/mL IgG concentration (6.7 µM).

Does this mean that protein-resistant SAMs as shown in Figs. 27 and 30, 31,
32 are incompatible with protein coupling to AFM tips? The answer depends
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Fig. 34 Demonstration of at least 103-fold acceleration of covalent protein immobilization
by preadsorption. A full monolayer of covalently bound protein is formed within 1 min
on a simple adsorptive SAM (a) [85], whereas on a protein-resistant SAM (b) the time
scale is shifted to days (103–104 min) [156]

on the type of coupling reaction between SAM and protein: Slow coupling
functions such as pyridyl-S-S (Fig. 10), vinylsulfone (Fig. 12) and aldehyde
(Fig. 18) are indeed dependent on the acceleration of protein coupling by
preadsorption. In contrast, maleimides (Fig. 13) and, to a lesser degree, NHS
esters are sufficiently reactive to efficiently couple proteins from 1–10 µM
bulk solution onto a protein-resistant surface [156]. Fortunately, the same
also applies to binding of His6-tagged proteins on protein-resistant SAMs
with mono-, bis-, and tris-NTA functions [87].

8
Conclusion and Perspective

The above described methods of tip and support functionalization can be
grouped into two categories: case-to-case solutions and systematic/modular
approaches. Spontaneous adsorption of certain suitable proteins onto mica
(Sect. 3.1) or bare gold (Sect. 5.1) are examples of the first kind, and the
same applies to suitably modified synthetic ligand/receptor molecules. With
respect to systematic strategies, one set of methods has been developed for
“silanizable materials” and the other for gold-coated tips/supports.

Silicon nitride tips, silicon chips, glass and mica have usually been func-
tionalized in three steps: aminofunctionalization, crosslinker attachment,
and ligand coupling. The two prevailing methods of aminofunctionalization,
APTES/gas phase (Figs. 5, 6, 7) or ethanolamine (Fig. 8) were found to be ex-
changeable, APTES being superior in terms of predictable unbinding lengths.
A multitude of crosslinkers with widely different lengths and coupling func-
tions has successfully been used thus far (Figs. 10, 11, 12, 13, 14, 15, 16, 17,
18, 19, 20). On gold, the usual systematic approach has been coating with
a SAM to which the ligand/receptor molecules can be coupled in a single
step. In this case, linker length was rather short (Figs. 25, 26, 27, 30 and 31).
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Only rarely, amylose (Fig. 28) or PEG chains (Fig. 29) have been used as long
flexible linker between the SAM and the ligand molecule.

Widely different coupling functions are available for attachment of the
linker molecules in the last step of tip/support functionalization. Maleimides
are the fastest among the covalently reacting functions. Aldehydes and NHS
esters are convenient because they can react with amino groups which are
abundant in proteins and available upon demand in synthetic DNA. Ben-
zophenone appears to be the most general of all functions, any aliphatic car-
bon atom being a potential target. Since most cloned proteins are nowadays
expressed with a His6 tag, the NTA and especially the novel tris-NTA function
are a significant step towards “plug-and-play” functionalization methods.

Recognition force microscopy has brought forth remarkable studies which
have been published in high-level journals where methodical details must be
kept to a minimum. Here, we have tried to present all methods in the same
explicit way, for the benefit of the reader and of AFM users interested in con-
verting their tips into molecular sensors.
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Abstract The structure and properties of single macromolecules are key to understand-
ing function in biological molecular systems, as well as to developing artificial functional
systems. In order to systematically investigate and control the conformations of single
macromolecules and their complexes a “molecular workbench” has been developed. It
consists of an atomically flat, inert solid substrate such as the basal plane of highly ori-
ented pyrolytic graphite (HOPG), coated with a layer of molecules such as alkanes or
alkyl chains containing amphiphiles that control the interaction between the substrate
and adsorbed macromolecules. A scanning force microscope (SFM) operated in tapping
or contact mode is used to both image and manipulate the macromolecules to correlate
their structure with mechanical properties, and to assemble macromolecular systems that
would not form spontaneously.

Keywords Conformation · Interface · Manipulation · Scanning force microscopy ·
Single macromolecules

1
Introduction

Single macromolecules such as polynucleic acids and proteins are the fun-
damental constituents of biological systems that perform functions with
efficiencies that are largely unparalleled in artificial molecular systems: our
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genome is stored and replicated using single DNA strands and proteins, single
molecules are detected and manipulated by the immune system with extremely
high perfection, and in molecular motors, macromolecules are efficiently used
to exert forces. A fundamental understanding of the physical and chemical
properties of single macromolecules in controlled environments promises to
lead the way to novel molecular systems exhibiting functionalities close to
ultimate physical limits, which may or may not have biological analogues.

The scanning force microscope (SFM) is a formidable tool for investigat-
ing the structure and properties of single macromolecules at a resolution
on the nanometer scale. At that length scale, i.e., below the Kuhn-segment
lengths of common semiflexible polymers, imaging with the SFM allows
analysis of macromolecular conformations in great detail [1–24], and it is
these conformations and the transitions between them that determine the
unique properties of macromolecules. In order to study single macromolecu-
lar chains with the SFM one has to prepare them on a solid substrate, ideally
stretched out in quasi-two dimensions, and immobilized for sufficiently long
times. This can be achieved systematically by adsorption from solution and
the subsequent removal of the solution, provided one has precise control
over the conformation in solution, the adsorption process, the removal of
the solution, and the mobility in the final state. Nota bene, both the ad-
sorption process and the mobility in the final state are largely determined
by the interaction of the macromolecules with the substrate. For their con-
trol, we have developed a molecular workbench consisting of an atomically
flat, inert solid substrate such as the basal plane of highly oriented pyrolytic
graphite (HOPG), coated with a layer of molecules such as alkanes or alkyl
chains containing amphiphiles. Beyond imaging, the capability to manipu-
late macromolecules with the SFM provides a fundamentally new dimension
for the determination of both the structure and properties of single macro-
molecules [25–31]. The key is that it allows the preparation of well-defined
nonequilibrium conformations. While the latter may be of interest in itself or
for other characterization studies, one can also use subsequent SFM imaging
or other techniques to follow their relaxations with time.

This paper provides an introduction to the properties of the molecular
workbench and its potential to control conformations and conformational
transitions of single macromolecules and supramolecular systems within
a SFM, illustrated with examples stemming largely from our laboratory.

2
Imaging Single Macromolecules

Single macromolecules can be imaged on solid surfaces in vacuum as well as
at interfaces with vapors and liquids. The resolution of the images depends
on various parameters. While for macromolecules at (nano)crystalline sur-
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faces, a resolution well below 1 and 2 nm may be achieved in contact- and
tapping-mode SFM respectively [32–34], the resolution is typically lower for
isolated macromolecules adsorbed to solid substrates. This is partly due to
the softness of single macromolecules, which causes sizable deformations,
particularly during scanning with the SFM. Also the solvents may influence
tip–sample adhesion and cause swelling of the macromolecules [17]. Another
limiting factor is the corrugation of the sample surface, which due to the con-
volution of the tip shape with the sample topography, produces images that
have to be corrected by determining the tip shape from images of known
objects and then deconvoluting the images of the unknown samples. For in-
stance, the sizes of individual proteins with diameters in the range of 20 nm
have been determined very precisely from images with apparent diameters
around 50 nm, taking into account the tip shape [35].

A prerequisite to determine the conformation of single macromolecules
from images of their contour is to stretch them out in quasi-two dimensions
in a reproducible way, and then to immobilize them. It has been shown [1] that
depending on the substrate and the solution, the deposition of double-stranded
(ds)DNA from aqueous solution may lead to an ensemble of macromolecules
with end-to-end distances corresponding to equilibrium or nonequilibrium
conformations. In the wormlike chain model, a system in thermal equilibrium
is characterized by an orientation correlation function of the form:

〈cos θ(l)〉 = exp
(

–
l

2lp

)

with the persistence length

lp =
kbending

kBT

determined by the bending modulus kbending of the macromolecule and the
temperature [36]. Figure 1 a displays a tapping-mode SFM image of an en-
semble of dsDNA adsorbed from an aqueous electrolyte solution to mica,
which allows following of the contours in two dimensions. The orientation
correlation function calculated from a computerized analysis [37] of many
such images (Fig. 1b) indicates that the ensemble represents a snap shot
of an equilibrated system in two dimensions with a persistence length of
lp = 53 nm, similar to what is found from scattering methods for dsDNA in so-
lution, taking into account the difference between two and three dimensions.

With the contour analysis described above, it has been shown that single
polyisocyanides with lateral hydrogen-bonding networks (Fig. 2a) are even
more rigid single-strand polymers [6]. Figure 2b and c displays SFM images
and Fig. 2d–f the corresponding contour-length distribution, together with
the average end-to-end distances as a function of the contour lengths, and
the distribution of angles θ between segments a fixed distance apart along the
contour. The data reveal equilibration in two dimensions, and a resulting lp
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Fig. 1 a Scanning force microscope (SFM) image displaying an ensemble of monodisperse
dsDNA, where the chains were allowed to equilibrate prior to the immobilization during
the evaporation of the solvent. b Orientation correlation function derived from the com-
puterized analysis of many such images, indicating a behavior according to the wormlike
chain model with a persistence length in two dimensions of lp = 53 nm. (See also [37])

of 76 nm. SFM has been used further to characterize the orientation of these
rods through hydrodynamic flow [13]. Moreover, it has been used to char-
acterize the conformation of single-stranded conjugated polymers thickened
and isolated by the formation of rotaxanes with cyclodextrins [8].

In order to fully stretch macromolecules on a solid substrate we have
complexed them with amphiphiles and adsorbed them to the basal plane
of HOPG covered with an ordered monolayer of alkanes or amphiphiles.
The first example is metallosupramolecular coordination-polyelectrolyte am-
phiphile complexes, exhibiting perfectly straight rods oriented along one of
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Fig. 2 a Structure of poly(isocyano-l-alanine-d-alanine methyl ester) with the scheme
of a 41 helix and the hydrogen-bonded array within the sidechain of the polymer.
b,c SFM images of single stretched out polyisocyanides. d–f Contour length distribution,
the average end-to-end distances as a function of the contour lengths and the distribu-
tion of angles θ between segments a fixed distance apart along the contour. The dotted
line in e represents the theoretically expected dependence for a persistence length of
76 nm, while the dashed line represents the expectation for the projection of the three-
dimensional contour into two dimensions. (Reproduced from [6])
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the three lattice axes of a basal plane of graphite that is covered with a crys-
talline alkane monolayer [7]. The method has been also applied to covalent
polymers such as polystyrene sulfonate, with the amphiphiles forming both

Fig. 3 a SFM image of fully extended complexes of atactic polystyrene sulfonate with
an amphiphile (trimethylhexadecylammonium bromide) on highly oriented pyrolytic
graphite (HOPG) covered with the amphiphile (see inset). b Schematic illustrating the for-
mation of the polyelectrolyte-amphiphile complexes on HOPG. (Reproduced from [14])
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polyelectrolyte–amphiphile complexes (PACs) and covering the HOPG with
a monolayer [14]. Figure 3 displays a SFM image of a PAC of polystyrene
sulfonate with trimethylhexadecylammonium bromide. The full extension of
the macromolecules allows very accurate determination of the distribution
of their contour lengths. The quantitative analysis of a fractionated sample
with very small polydispersity reveals an average contour length that is about
14% shorter than in an all-trans conformation, indicating conformations with
a substantial degree of helical segments.

The conformation of the adsorbate depends not only on the substrate, but
also on the conformation in solution prior to adsorption [20]. Figure 4 dis-
plays SFM images of polystyrene sulfonate adsorbed from different ethanol–
water mixtures to HOPG precovered with a monolayer of octadecylamine.
One can easily recognize the increasing openness of single macromolecules
with improving solvent quality. Moreover, from the good solvents, segments
on the order of 100 nm are stretched out perfectly straight, following the

Fig. 4 SFM images of polystyrene sulfonate on a monolayer of octadecylamine on HOPG
adsorbed from different ethanol–water mixtures with an ethanol content of a 80–100%,
b 60–80%, and c 0–60%, respectively. Note the increasing openness of single macro-
molecules with improving solvent quality. (Reproduced from [20])
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amphiphilic monolayer template. This indicates two length scales: while the
global conformation of the macromolecule on the surface corresponds to
a projection of the conformation in solution, the local conformation is deter-
mined by the interaction with the surface template.

Rigid rod polymers tend to aggregate more readily than flexible macro-
molecules. This was investigated originally with poly-para-phenylene ethyny-
lene derivatives on various crystalline and amorphous substrates [38–42],
which have been found to form nanoribbons with very high aspect ratios,
where the long axes of the rods are oriented perpendicularly to the long axes
of the ribbons.

Most interesting are more complex supramolecular polymers prepared from
functionalized oligopeptides that can be polymerized [21–24]. Figure 5 dis-
plays supramolecular polymers of oligopeptide-functionalized diacetylenes
that can be UV-polymerized into double helices of polydiacetylenes.

Dendronized polymers are a particularly interesting class of polymers,
which allow the broad varying of the properties of a given polymer back-

Fig. 5 SFM images with height contours and schematic structure of a supramolecular
polymer of oligopeptide-functionalized diacetylenes that can be polymerized. (Repro-
duced from [21, 22])
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bone [3, 4]. Ultrathin films of relatively short dendronized polymers on HOPG
have revealed domains of highly ordered cylinders oriented parallel to the
substrate surface along one of the graphite lattice axes [43, 44]. Isolated sin-
gle polymers on solid substrates can be used to characterize their molar mass
distributions [9, 25, 26], as well as rare topologies such as branching [19].

More difficult to understand are their conformations on mica, i.e.,
a strongly adsorbing substrate (Fig. 6), where undulated conformations have
been observed and attributed to a rapid “zipping” adsorption process [37].

With large pending dendrons, these polymers can be turned into giant
macromolecules with a peculiar wetting behavior [16] that can be investi-
gated by SFM with submolecular resolution (Fig. 7). Owing to the control
over the periphery of the backbone, a dendronized polymer can be used to
form macromolecular complexes both with itself as double helices [18], or,
e.g., with oppositely charged macromolecules such as dsDNA, which winds
around dendronized polymers carrying amine groups [10–12].

One way to address the mechanical properties of dendronized polymers
is to follow their conformation upon annealing. Figure 8 shows that locally
ordered molecular arrays can be obtained upon annealing a first-generation
dendronized polystyrene layer on the basal plane of graphite, indicating that
a liquid-like state can be obtained, which allows the dendronized polymers to
order preferentially perpendicularly to the HOPG crystal axes [15]. The onset

Fig. 6 a SFM image of a dendronized polymer on mica. b Result of a Monte Carlo simula-
tion of the conformation of wormlike chains rapidly adsorbed on a strongly adsorbing
substrate in a “zipping” process. c Orientation correlation function determined from
SFM images, revealing deviations from the behavior of a wormlike chain, particularly an
anticorrelation at distances larger than about 30 nm. (Reproduced from [37])
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Fig. 7 SFM image of a second-generation dendronized polymer with poly(methylmeth-
acrylate) sidechains. (Reproduced from [16])

Fig. 8 Alkylated first-generation dendronized polystyrene annealed in air at 60 ◦C.
a Orientation of the polymer and the graphite lattice at the same positions. The black and
white rosettes are rotated by 90◦ indicating that the polymers are oriented perpendicular
to the zigzag axes of the graphite. b Schematic view of the orientation of the dendronized
polymer backbone (grey) and the alkyl side chains. (Reproduced from [15])

of the liquid state is generation dependent; e.g., the first-generation dendron
has been oriented in air at 60 ◦C (Fig. 8), whereas higher generation dendrons
additionally required the presence of a good solvent [15]. The dependence
on the generation can be explained by the increasing influence of dendron
entanglements towards higher generation numbers.
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3
Manipulation

Another way to learn more about the mechanical properties of single macro-
molecules on solid substrates is based on their manipulation with the SFM,
which, moreover, may be employed to prepare well-defined nonequilibrium
conformations. The use of the molecular workbench with the SFM will be dis-
cussed for moving, bending, stretching, breaking and linking single macro-
molecules will be discussed here.

3.1
Manipulation in Contact Mode on Bare HOPG

Figure 9 displays SFM tapping-mode images of fourth-generation den-
dronized polystyrene, deposited by spin coating from sufficiently diluted
solutions in tetrahydrofuran onto the basal plane of HOPG [25, 26]. The im-
ages show that the macromolecules adsorb with the molecular backbones
parallel to the surface, but obviously not in a wormlike chain conformation in
two dimensions. Instead, there is a tendency of the backbones to fold within

Fig. 9 Sequence of SFM height images in tapping mode of a fourth-generation den-
dronized polystyrene spin-coated onto HOPG. a After preparation. b–d After moving the
tip in contact mode in three steps to the left. e After pushing it together and then moving
it up. f After moving it down. The images in b–f are centered in order to fully cover the
one object which has been moved. (Reproduced from [25, 26])
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the plane of adsorption. This results in a characteristic smallest separation
between backbones which fits well to the assumption that each monomer fills
a cylindrical slice with a thickness given by the length of the repeat unit, and
the diameter is calculated from a reasonable density.

Nota bene, the individual macromolecules are immobilized on the sur-
face, which is rather surprising for the basal plane of graphite, exhibiting
a rather flat potential corrugation [45, 46]. Possibly, this immobilization is due
to some ultrathin layer on the order of a monolayer thickness adsorbed from
the atmosphere or from the applied solution.

In order to distinguish single macromolecules from loosely bound molecu-
lar aggregates, single objects were moved across the surface by switching the
SFM tip at the center of the image from tapping mode to contact mode and
then moving the tip in a certain direction across the surface. Figure 9b dis-
plays a tapping-mode image after moving the single object sitting left of the
center of Fig. 9a further to the left (as indicated by the arrow in Fig. 9b). The
moved object remains one continuous chain that changes its conformation,
while the other objects remained completely unaltered (Fig. 9b). Figure 9c
and d show that the molecule can be almost fully extended (the only fold
left is at the molecule’s terminus), indicating a contour length of more than
260 nm which translates into at least 1000 repeat units. Figure 9e and f show
that the folds can also be made and removed by manipulating with the tip,
indicating that the rigidity of the molecule is not sufficient to allow its sliding
across the surface without changing its shape.

Figure 10 displays a similar sequence for dendronized fourth-generation
dendronized polystyrene, where each terminal dendron group was alky-
lated [25, 26]. Again, there are characteristic separations between backbones
and also small folds, which, however, are wider than in the analogues without
alkyl chains. After moving a single molecule by sliding the SFM tip from the
center of Fig. 10a upwards (Fig. 10b), one recognizes that the fold structure

Fig. 10 Sequence of SFM height images in tapping mode of alkylated fourth-generation
dendronized polystyrene spin-coated onto HOPG. a After preparation. b After moving the
tip in contact mode downwards. (Reproduced from [25, 26])
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Fig. 11 Height along the contour for the manipulated fourth-generation dendronized
polystyrene as shown in Fig. 9. Left Image showing the line at which the height was
recorded. The arrow marks a characteristic nick which can be found in all the images
of this molecule. Right Height structure for two images. The height scale starts from
0 nm at the substrate surface. Besides some noise, both curves show a clear correla-
tion of characteristic features. The arrow gives the position of the nick. (Reproduced
from [15])

along the backbone remains intact to a large extent. Basically, the molecule
has been translated and rotated with a small localized bend at one point along
the backbone. This indicates that the “heavy” alkylation (32 alkyl chains per
repeat unit) enhanced the rigidity of the backbone so that it maintains its
shape to a large extent upon manipulation across the surface of HOPG. This
effect may be employed to obtain stiffened macromolecules.

Obviously, upon manipulating single alkylated fourth-generation den-
dronized polymers, the glassy state could be directly evidenced by a complete
preservation of the shape of the molecule when moved on the substrate sur-
face. For nonalkylated fourth-generation dendronized polymers, the lateral
shape persistence was lower, but nonetheless the height structure was pre-
served (Fig. 11), indicating at least a local shape persistence. By manipulating
an oriented third-generation macromolecule, it was shown that the molecule
has weak locations, acting as preferred positions for kink formation. The
weak locations were explained as inhomogeneities of the dendron shell that
have frozen in. The switchable single polymer glass state is an interesting
property which might find applications.

3.2
Manipulation in Contact Mode on Precoated HOPG

The “free” manipulation of single macromolecules on solid substrates may
also be used to assemble molecular systems that would not form sponta-
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Fig. 12 a Schematic of a monolayer of alkyl chains containing amphiphiles on the basal
plane of graphite. Circles denote head groups and arrows denote the crystallographi-
cally equivalent graphite axes with threefold symmetry. (Reproduced from [27]). b SFM
image of a monolayer of octadecylamine on HOPG. The blue and pink stripes indicate the
hydrophilic and hydrophobic “rails”, respectively

neously. A method is described here that allows the manipulation of already-
deposited single macromolecules. In particular, single polyelectrolytes such
as DNA have been positioned, bent and stretched on a solid substrate. More-
over, stretching defects have been removed, and dsDNA overstretched into
two parallel single strands [27].

The most critical issue for the manipulation of a macromolecule is its
interaction with the substrate; this is usually either too weak, causing the
molecule to diffuse rapidly across the surface [45, 46], or it is too strong, caus-
ing a long molecule to break during manipulation [47]. Long-chain alkanes
and alkyl chains containing amphiphiles have been shown to self-assemble on
crystalline substrates like the basal plane of graphite [48] or transition metal
dichalcogenides [49] into monolayers, with the alkyl chains oriented along
the substrate axes parallel to each other, while the end groups phase-separate
into straight lamellae (Fig. 12). These lamellae can serve as soft nanoscopic
“rails”. Rows of head groups, which may be positively or negatively charged,
are thereby separated by rows of hydrophobic alkyl chains. The chemical
nature of the head groups and the length of alkyl chains define a surface po-

Fig. 13 �SFM images of dsDNA adsorbed on a graphite surface modified with
CH3(CH2)11NH2 molecules. Manipulation was performed by bringing the tip in contact
with the surface and moving it in the desired direction, using homemade manipulation
hard- and software. a ds-plasmid DNA molecules as deposited. b After stretching two of
them (nos. 2 and 4) along the white arrows. c After manipulation of the same molecules
into triangles. d Seven-letter word written with polydisperse sample of linear dsDNA.
e Zoom of the square marked in b, revealing two separated single DNA strands. f Zoom
of the square marked in c, revealing the same section as in e, but now with two fully
extended single DNA strands. (Reproduced from [27])
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tential ripple, which may be used to orient single polymer molecules on a dry
surface [7].

At room temperature, any attempt to manipulate polymers with a con-
tour length beyond 200 nm on a graphite surface coated with a monolayer
of CH3(CH2)17R (R=COOH or NH2) using an SFM tip leads to breakage
of the molecules. For the shorter alkyl chains, e.g., CH3(CH2)11NH2 with
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a bulk melting point of only 31 ◦C, we could not observe lamellae with
the SFM, which may be due to an increased molecular mobility within the
monolayer [50] and correspondingly to a lower two-dimensional density.
Still the polyelectrolyte molecules are adsorbed individually onto the sub-
strate and the threefold symmetry still appeared. However, the length of
the straight segments was reduced. Most interestingly, manipulation with
the SFM tip allows displacement of the whole molecule without its rupture,
which we attribute to the softness of the short-chains monolayer near room
temperature.

Figure 13 displays the image of four ds-plasmid DNA molecules adsorbed
to the modified substrate. From the digitized images, their contour lengths
were determined as 792, 803, 812, and 859 nm, respectively, which is a lit-
tle less than the expected 913 nm (corresponding to 2686 base pairs). The
difference is attributed to the nonideally flat adsorption of some segments.
Moreover, there are some short sections, where the double strand has sepa-
rated into two single strands, which apparently is caused by the interaction
with the substrate. In order to stretch subsequently two of the molecules with
the SFM, the tip was brought into contact and then moved from within a mo-
lecular ring outwards in four directions as marked in Fig. 13b. Subsequent
imaging in the tapping mode revealed an increase of the contour lengths of
these molecules to 1048 and 1114 nm, respectively, which is about 15 and 22%
longer than the fully extended B-form dsDNA. Figure 13c displays the same
molecules stretched further into a triangular shape with contour lengths of
1131 and 1220 nm, corresponding to 24 and 33% overstretching, respectively.
Note the sharp curvature at the upper right edge of the lowest triangle, which
indicates a radius of curvature below the resolution of the image, i.e., below
3 nm. Also note the two parallel single strands on the left side of the lowest
triangle (Fig. 13c and f).

Moreover, the manipulation with the SFM tip on a properly tailored sub-
strate allows the displacement of the whole molecule without its rupture. Free
arranging and shaping of polymer molecules is evidenced in Fig. 13d, which
displays the arrangement and shaping of seven dsDNA molecules of a poly-
disperse sample. Similarly we have manipulated ssDNA and polystyrene sul-
fonate (PSS) molecules. dsDNA has also been manipulated on molybdenum
disulphide. Both dsDNA and PSS with contour lengths of up to 2 µm have
been moved as a whole. In all these cases, we attribute the immobilization of
the macromolecules to the interaction of the charged polymer backbone with
an oppositely charged row of head groups in the surfactant monolayer as in
a polyelectrolyte–amphiphile complex.

To summarize the manipulation on the defined ultrathin layer on HOPG,
it has been demonstrated that the interaction between a solid substrate and
a polymer chain can be tailored in such a way that the synthetic or naturally
occurring single macromolecule is immobilized, and at the same time can be
manipulated with a SFM tip without chain breakage. Combined with spec-
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troscopy of fluorescently labeled single molecules [51, 52], this may provide
new opportunities to correlate macromolecular conformation with spectro-
scopic properties. Precise positioning and stretching of DNA molecules com-
bined with ultra high resolution methods like scanning tunneling microscopy
(STM) and tip enhanced Raman spectroscopy (TERS) [53, 54] will provide
intriguing new opportunities for direct sequencing of DNA. Moreover, free
two-dimensional molecular shaping should provide a means to fabricate dif-
ferent two-dimensional molecular architectures, such as electronic circuitry
from single macromolecules.

3.3
Manipulation in Tapping Mode on Precoated HOPG

A rather new method to manipulate single macromolecules on solid sup-
ports is based on transmitting forces across the surface via an ultrathin liquid
film [28]. It may be used to “blow” topologically or covalently formed poly-
mer loops embedded in an ultrathin liquid film on a solid substrate into
circular “bubbles” during SFM imaging. In particular, supercoiled vector ds-
DNA has been unraveled, moved, stretched, overstretched to two times its
B-form length and then torn apart. The blowing of the DNA bubbles can be
attributed to the interaction of the tapping SFM tip with the ultrathin liquid
film.

More specifically, ultrathin liquid films have been prepared by spin-coating
either neat liquid amphiphiles (CnH2n+1NH2 with n = 4 or 6) or the longer
chain amphiphiles C12H25NH2 (dodecylamine) or C18H37NH2 (octadecy-
lamine) onto the basal plane of HOPG. A submonolayer of a polyelectrolyte
such as vector DNA was applied from a dilute aqueous solution by putting
a drop on the freshly precoated substrate for a few seconds and spinning it
off subsequently. Vector DNA molecules are especially suited for such experi-
ments since they are long, monodisperse, and well-defined polymer rings.
The amphiphiles provide on the one hand affinity of DNA molecules to the
graphite surface and immobilize DNA sufficiently for imaging with tapping-
mode SFM, and on the other, they allow manipulation of the DNA molecules
across the surface [27]. The blowing effect was also observed with polymer
molecules deposited on the graphite surface coated with an ultrathin solvent
film only.

Figure 14a–d displays tapping-mode SFM images of an initially super-
coiled vector dsDNA deposited onto graphite covered with C4H9NH2 (buty-
lamine) at ambient conditions. A few repeated scans of the whole image
caused the two initial loops of the DNA to grow until finally two almost
circular bubbles appear. DNA molecules outside the scan area remain in dis-
ordered conformations, which we demonstrate by increasing the scan area
after a few scans. Analogously, loops have been formed randomly by cross-
ings of linear DNA and PSS on the same substrates. Also, these loops could
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Fig. 14 a–d SFM tapping-mode height images, revealing the unraveling of an initially su-
percoiled vector dsDNA on C4H9NH2 upon repeating SFM-scanning of the same surface
area. e During one of the scans the largest loop breaks, the slow scan direction is indicated
with the arrow. f After a few scans, the smaller loop stabilizes its size and does not grow
under continues scanning. g–i SFM tapping-mode phase images taken simultaneously
with the corresponding height images d–f. (Reproduced from [28])

be blown into bubbles. In all cases, SFM height and phase images reveal a dif-
ference between the inside and outside of the blowing loops. The difference
between the SFM height and phase data inside and outside of the loops is
identical for all loops in one scan area and does not change during growth
of the bubbles (Fig. 14a–d). Linear polymer molecules that do not form loops
are not affected by the scanning.

The circumference of the vector dsDNA circles can become as long as twice
the contour length of B-form dsDNA, indicating that the DNA is overstretched
in this state. The area enclosed by the DNA loops can increase considerably dur-
ing blowing; for example, the larger loop on Fig. 14a–e increases 30 times. Large
DNA circles can break, and then the height and phase for the area inside quickly
level up with the area outside (Fig. 14e and h). When the molecular loop is bro-
ken, the force stretching it disappears and the DNA relaxes into a less stretched
conformation, yet longer than B-form dsDNA (Fig. 14f). After a few scans, the
size of the remaining bubbles stabilizes and does not grow anymore under con-
tinuous scanning (Fig. 14f). The DNA loops also grow and can break during
repeated tapping in the center of the loops, which was demonstrated by zoom-
ing into the center of a DNA loop after the first scan and zooming out after a few
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scans. This experimental observation implies that the DNA loops can blow in
the absence of the direct interaction between the SFM tip and the DNA strand.
The transmission of the influence from the tip to the molecule is attributed to
the ultrathin liquid film inside the DNA loop.

The effect of expansion of polymer loops into circles can only be ob-
served for a limited time that depends on the nature of the coating liquid
and on its temperature. For example, while for neat C4H9NH2 (b.p. 76 ◦C)
blowing upon SFM scanning stops after roughly 50 min at room tempera-
ture (∼20 ◦C), for C6H13NH2 (b.p. 131 ◦C) blowing can be still observed 24 h
after sample preparation. The time during which the blowing effect can be
observed is referred to as the “active” time. The vanishing of the blowing
effect is not abrupt, because the DNA loops blow and break more readily
at the beginning of the active period. The difference in phase and height
between the inside and outside of the blown loops disappears when the sam-
ple becomes inactive. For the investigated systems, the active time decreases
with increasing temperature (e.g., there is no blowing for neat C4H9NH2 after
annealing at 40 ◦C for 20 min). The dependence of the active time on both
temperature and boiling point of the liquids indicates that the vanishing of
the blowing effect is due to the evaporation of the liquid coating. All sam-
ples can be repeatedly reactivated upon spin-coating organic solvents such as
dichloromethane, chloroform, hexane, benzene, acetone, or toluene onto the
sample.

For the liquids with high boiling points, i.e., toluene (b.p. 111 ◦C) and
C6H13NH2 (hexylamine, b.p. 131 ◦C) the active time starts not immediately
after spin-coating the liquid but after some induction time, which can be as
long as 2 h for C6H13NH2 at room temperature or 10 min for toluene, indicat-
ing that some amount of liquid has to evaporate before the system becomes
active. This observation indicates that the blowing effect is present only when
the liquid film is very thin. Since the polymer molecule acts as boundary sep-
arating the films inside and outside of the loop, the thickness of the liquid film
during the active time should be comparable or less than the diameter of the
molecules. For example the diameter of dsDNA in the B-form is about 2 nm.

Blown DNA circles relax slowly after the scanning has stopped into a less
stretched state. If the scanning is restarted within the active time, the loops
reshape back into circles. When the sample becomes inactive, i.e., no new
loops can be blown, already-blown loops relax slowly into a less stretched
state both during and in the absence of scanning (Fig. 15). On graphite coated
with short-chain amphiphiles the relaxed conformation tends to become less
regular (Fig. 15a–c), while on long-chain amphiphiles (C18H37NH2), it ex-
hibits hexagons (Fig. 15d). The relaxation of circles into hexagons manifests
the hexagonal symmetry of the substrate consisting of the graphite and the
long chain alkylamines, which, like alkanes and many of their derivatives, ad-
sorb on the basal plane of graphite with their long axes preferably along the
crystallographic axes [34].
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Fig. 15 SFM height images show a vector DNA on graphite coated with C12H25NH2 and
refreshed with hexane. a First scan; the length of the DNA molecule is 915 nm, which cor-
responds to the B-form b after a few scans, the loop blows to circle and stabilizes its shape
at 1590 nm length. Next, the tip is retracted for 2 h and image c is made thereafter; no dif-
ference between inside and outside of the DNA loop can be detected and the DNA loop
does not change its shape during scanning, which indicates the inactive state; the length
of the DNA molecule is 1380 nm, which is still significantly longer than the B-form length.
d The relaxation into hexagons of DNA blown on graphite coated with C18H37NH2 chlo-
roform solution. (Reproduced from [28])

Fig. 16 a Several topologically formed loops of one dsDNA on C12H25NH2 can blow in-
dependently from each other. b Defects on the surface like monoatomic step edges on
graphite confine the motion of the polymer during blowing. (Reproduced from [28])

On the longer chain amines C12H25NH2 and C18H37NH2, typically more
supercoiled twists remain on the surface after blowing, resulting in sev-
eral touching circles of different diameters (Fig. 16a). Defects on the surface,
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like monoatomic step edges on graphite, confine the motion during blowing
(Fig. 16b).

Regarding the difference in the phase images between the inside and out-
side of the blowing loops, we recall that the phase lag between oscillations
of the external force and of the position of the tip depends on the viscoelas-
tic properties of the liquid film the tip interacts with. The phase lag mapped
on the phase images reflects therefore the difference between surfaces cov-
ered with different liquid films. However it is difficult to quantify the phase
and height difference exactly, due to their dependence on tip and tapping
conditions. In order to characterize the phases inside and outside the loop
further, the amplitude of the oscillating tip was recorded as a function of
the tip–sample distance for a bare graphite surface, a graphite surface freshly
coated with C4H9NH2, and both inside and outside of DNA loops blown on
a film of C4H9NH2 during the active time of blowing [28]. For these measure-
ments first an SFM image was taken, then the tip was moved to the desired
location, the feedback was switched off and the tip oscillating at a frequency
close to its resonance frequency was extended towards the surface. While the
amplitude–distance dependence measured on graphite is linear over a range
determined by the amplitude of the tip oscillation for both approach and
retraction (which is consistent with a solid substrate and hard cantilevers),
it exhibits hysteresis, similarly for both graphite with freshly spin-coated
C4H9NH2, and outside of DNA loops blown on graphite surface coated with
C4H9NH2 during active time.

The hysteresis can be explained by the formation of a meniscus connect-
ing the tip and the fluid film. Quite noise-free images indicate that during
imaging, the tip vibration prevents meniscus formation. However, when the
tapping amplitude is sufficiently reduced due to the interaction with the sur-
face, a meniscus can form and the tip jumps into contact. Upon retraction, the
existing meniscus damps the tip oscillations resulting in hysteresis between
approach and retraction. The amplitude–distance dependence measured in-
side the blown loop does not exhibit hysteresis, indicating that the meniscus
does not form; however, it exhibits a glitch. After the DNA breakage the
amplitude-distance dependence measured inside the loop starts to exhibit
hysteresis indistinguishable from outside of the DNA loop, indicating that the
liquid film outside the loop flows into the now-open area inside the loop. The
hysteresis measured outside of the blown loops disappears when the samples
become inactive, and the glitch appears typical for the amplitude–distance
dependence measured inside a blown DNA loop. Amplitude–distance depen-
dences measured 1 day after the application of C4H9NH2 are linear, which is
typical for bare graphite.

To summarize the manipulation in tapping mode on precoated HOPG,
it has been demonstrated that pressure created by an SFM tip in an ultra-
thin liquid film allows exertion of a homogeneous force on a single macro-
molecular ring. This provides a new tool for fabricating macromolecular
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nanostructures and further investigations of the mechanical properties of ds-
DNA and other synthetic and biologically relevant macromolecules and their
complexes. For dsDNA overstretching to twice its B-form length has been
observed, followed by the rupture of the molecules. Since the surfaces can
be activated by many different organic liquids, the blowing effect is a quite
general phenomenon.

3.4
Covalent Linkage of Two Polymers at Predefined Sites

The first report on a covalent connection of two individual polymer chains
is based on a move-connect-prove sequence under ambient conditions ap-
plied to two individual strands of dendronized polymers using a SFM [29, 30].
The connection is achieved by UV irradiation and proven by challenging
its mechanical stability. For that purpose, dendronized polymers with diam-
eters of a few nanometers and lengths of up to several hundred nanometers
were used. They were equipped with 4, 8, or 16 peripheral amine groups
at every repeat unit, which could be functionalized with azides that eas-

Fig. 17 Tapping-mode SFM images of two individual azide-functionalized dendronized
polymers, moved towards each other (“move”; a → b, irradiated by UV light), “connect”
(b → c), and challenged mechanically (“prove” d–f). The arrows indicate the movement
of the SFM tip during manipulation (an animated version of this sequence is provided
as a video in the supplementary information of [29, 30]). In addition some smaller
molecules and a molecular aggregate can be recognized. (Reproduced from [29, 30])
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ily decompose thermally or photochemically into nitrenes (and elementary
nitrogen), which are highly reactive, short-lived intermediates undergoing
various addition and insertion reactions with formation of covalent bonds.
Figure 17 displays tapping-mode SFM images of such dendronized polymers
on HOPG.

Figure 17a exhibits two individual azide-functionalized dendronized poly-
mers, both with their backbone extended essentially parallel to the substrate,
revealing contour lengths on the order of 400 nm. Figure 17b shows the sam-
ple after the two molecules have been moved towards each other with the
previously described procedure. After irradiation of the whole sample in situ,
(while the SFM is scanning) for 3 min with UV-C light, no change of the
image was observed (Fig. 17c). In order to test whether the irradiation caused
a stable (covalent) linking of the two adjacent molecules, the mechanical sta-
bility of the junction was challenged by pulling on each of the four chain
ends with the SFM tip. Obviously the junction did not break (Fig. 17d). Upon
moving through the two points of strongest bending, the molecular chains
were cut at the position of impact rather than on the newly formed junc-
tion (Fig. 17e), indicating that the junction is stronger than the main chain.
This can be understood, since the number of covalent bonds in the junc-
tion could be more than 100, estimating a contact length on the order of
20 nm. Also, upon dragging the whole molecule across the surface (Fig. 17f)
the junction did not break. Other topologies including a full circle have been
fabricated. As control, the same experiment was repeated several times with-
out the irradiation, proving that in this case it was easy to pull the molecules
apart again. It has also been concluded that there is no covalent connection
between the newly formed molecule and the underlying HOPG because the
molecule can be manipulated after irradiation [29, 30]. This can be under-
stood because cycloaddition of nitrene to a graphite double layer leads to
a separation between the top and the top-1 layer which lowers the disper-
sion interaction and direct orbital overlap between the two and is therefore
energetically unfavorable.

This work demonstrates that two individual polymer chains on a sur-
face can be manipulated until they attain a predetermined relative position
in which they can be covalently connected. It was the first application of
a move-connect-prove sequence under ambient conditions and opened ex-
citing possibilities for generating and covalently fixing structurally defined,
nano-sized functional units of macromolecules. The same sequence may be
used to connect unaltered macromolecules if, instead of dendronized poly-
mers, azide-terminated commercially available spherical dendrimers are used
as “glue” between two nanoobjects such as nanotubes and DNA, the only con-
dition being that they can be manipulated and imaged with the SFM. For
instance carbon nanotubes (CNTs) have an increased reactivity due to the
high surface curvature with respect to the inert basal plane of HOPG. The de-
scribed method is a means to synthesize single macromolecules with novel,
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e.g., X-, Y-, O-, or 8-shaped homo- and hybrid-structures, which are practi-
cally not accessible by conventional, flask-type synthesis.

More recently, acrylamide-based dendronized polymers with a defined
number of azide groups in the periphery have been deposited on an ultrathin
layer of fatty acids on HOPG to provide a better defined substrate for both
polymer adsorption and manipulation. The application of the move-connect-
prove sequence demonstrates that noncharged dendronized polymers can
also be manipulated with this method [31].

4
Summary and Outlook

A molecular workbench has been introduced, consisting of an atomically flat,
inert solid substrate such as the basal plane of HOPG, coated with a layer of
molecules such as alkanes or alkyl chains containing amphiphiles that con-
trol the interaction between the substrate and adsorbed macromolecules. The
workbench has been used to demonstrate that this interaction can be tailored
in such a way that synthetic or naturally occurring single macromolecules
are immobilized, and at the same time can be manipulated with a SFM
tip without chain breakage. Combined with spectroscopy of fluorescently
labeled single molecules, this may provide new opportunities to correlate
macromolecular conformation with spectroscopic properties. In particular,
precise positioning and stretching of DNA molecules combined with ultra
high resolution methods like STM and TERS may provide new opportuni-
ties for direct sequencing of biopolymers such as DNA. Moreover, free two-
dimensional molecular shaping should provide a means to fabricate different
two-dimensional molecular architectures, including electronic circuitry from
single macromolecules.
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Abstract In this article the measurement and understanding of friction forces and sur-
face dynamics of polymers on the one hand and the importance of molecular relaxation
processes and viscoelasticity in polymers for advanced micro- and nanoscale applications
on the other hand are discussed. Particular attention is paid to the nanoscale (surface)
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analysis by scanned probe microscopic approaches, including atomic force microscopy
(AFM), as a means to assess molecular relaxation processes that operate at a given
temperature. Established AFM approaches, including lateral force and force modulation
microscopy, are introduced and more recently developed techniques, such as torsional
resonant modes, are briefly sketched. On the basis of the discussion of the techniques to
measure friction and to probe surface dynamics of polymers on the nanoscale, illustrative
examples are reviewed. The examples discussed address in particular the determination
of values of the glass transition temperature (Tg) and the difference of Tg assessed in the
bulk vs. at the free surface of polymers. Confinement and thin film effects on Tg, but also
on sub-Tg transitions and chain dynamics, are treated in detail. Finally, the mapping of
multiphase systems and anisotropic friction receive attention.

Keywords AFM · Confinement effects · Friction · Glass transition temperature ·
Nanotribology · Polymer viscoelasticity · Thin film effects
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AFM Atomic force microscopy
FFM Friction force microscopy
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LFM Lateral force microscopy
CFM Chemical force microscopy
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MEMS Microelectromechanical systems
NEMS Nanoelectromechanical systems
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JKR model Johnson, Kendall and Roberts model
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1
Introduction

Friction and (surface) dynamics of polymers play an important role not only
in advanced applications related to adhesives, lubricants and protective coat-
ings and in everyday life (e.g. the low adhesion and low friction properties of
poly(tetrafluoroethylene), PTFE, coatings), but following the accelerating drive
towards nanometer scale technology and devices, these phenomena may be-
come limiting factors in various applications. A closer look at the state of the
art in this area shows that there is, in particular in the area of tribology, de-
spite decades of research, a wide gap in terms of length and time scales between
theory (modeling), nanoscale and micro-/macroscale experimental work [1, 2].

Clearly, the mastering of the theoretical treatment and understanding of
the chain dynamics of polymers in the bulk, as developed by the pioneer-
ing work of Williams, Landel, Ferry and many others [3], had an enormous
impact on polymer science on the one hand and via the research and de-
velopment in the polymer industry on high tech and low tech applications
that are today commonplace on the other hand. With shrinking dimensions,
for instance in coatings in data storage devices [4] or in fabrication pro-
cesses like photoresist technology-based lithography [5], substrate and inter-
face effects, confinement effects and thereby affected chain dynamics alter
the known bulk behavior of polymers [6]. Effects include, among others, al-
tered transport properties [7] as well as crystallization [8] and dewetting
kinetics [9]. Most strikingly this is illustrated in the pronounced effect of
the ultrathin film architecture (surface/interface chemistry, film thickness) of
substrate-supported polymer films on the glass transition temperature (Tg)
and polymer chain dynamics [10–12]. Altered Tg’s of up to 50 ◦C have been
reported [10–13].

The molecular origin for friction in polymers is, as will be pointed out
below, directly linked to the molecular relaxation processes that operate at
a given temperature. Near Tg friction in polymer melts shows highly coop-
erative dissipation phenomena, known as heterogeneous dynamics of glass
formers. The associated critical length scale, over which collective molecu-
lar motion occurs, is called the size of a cooperatively rearranging region.
This length scale ranges in the bulk from several monomeric segments to
several molecules [14]. Such localized effects mandate the study of the under-
lying principles and the determination of the length scales by high-resolution
techniques, i.e. by techniques that operate at the corresponding length scale.

In more general terms, in the understanding of friction, despite decade-
long efforts, a gap can be identified between molecular or atomistic models
on the one hand [15], and continuum (e.g. contact mechanics) approa-
ches [17] that describe the deformation between elastic single asperities on
the other hand [1]. Consequently, the understanding of fundamental aspects
of friction and the mechanisms of energy dissipation remains limited on
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a first-principles level. Multi-level experiments (from micrometer to nanome-
ter scale) are clearly required to advance the understanding of tribology. The
goal of the multi-level experiments is to determine the mechanism of friction,
which is partly based on the atomic and molecular scale phenomena at the
sliding interface, and to correlate the corresponding processes to the macro-
scopic scale frictional behavior. The necessary bridge between micro- and
nanotribology, as well as atomistic [15, 16] and continuum models [17, 18]
has not yet been addressed convincingly. Both experimental (tribology) and
theoretical (simulations) approaches suffered until recently from limitations
that prevented a unified understanding.

On the basis of atomic force microscopy (AFM) [19], as one of the more
prominent members of the family of proximal probe techniques, a number of
highly interesting approaches has been developed in the last ∼10 years to start
to quantitatively address friction and in particular surface dynamics of poly-
mers at the true nanoscale [1, 2, 20]. In general, AFM is attractive for studies
at the fundamental level of single asperities, since the method is suitable for
the detection of friction forces of nanometer scale contacts of real surfaces
with high spatial resolution under pressures of up to several GPa [21]. With
these new approaches at hand, one of the main challenges of modern tribology
can be tackled, namely to develop a fundamental understanding of nanoscale
friction. For polymers additional challenges arise due to the complexities of
the time–temperature superposition principle [22] and the fact that the in-
struments utilized in nano- and microtribology until recently operated on
different time and length scale regimes. In addition, polymers can easily be
deformed plastically, thus giving rise to altered contact areas and pressures, as
well as friction mechanisms other than interfacial friction.

The ability of controlling friction (of polymers), once achieved, will be
highly advantageous in new technological developments, such as magnetic
storage devices [23, 24], and applications, such as in microelectromechanical
systems (MEMS) and nanoelectromechanical systems (NEMS) [25], biosys-
tems [26], and many others. In this review we aim at a concise treatment of
friction and its relation to polymer (chain) surface dynamics. On the basis of
a rudimentary introduction of polymer viscoelasticity and (nano)tribology,
we review the recent progress in the use of AFM technology to explore fric-
tion of polymers on the nanoscale. In this review we rely on work published in
the literature, as well as on the work performed in our laboratory to provide
a broad overview of the topic both for the expert as well as the non-expert
readers who want to enter this exciting field.

1.1
Polymer Dynamics and Viscoelasticity

Amorphous polymers show a distinct change in mechanical properties when
passing through the glass–rubber transition at the glass transition tempera-
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ture (Tg) [27, 28]. As a result of frozen chain motions, the Young’s modulus is
∼3 orders of magnitude higher at temperatures below Tg than for tempera-
tures above Tg. In addition, amorphous polymers deform in a first approxi-
mation elastically below Tg, while polymer melts at temperatures above Tg are
best described as viscoelastic non-Newtonian fluids. Even below Tg polymers
may show relaxation phenomena, such as the slow recovery after the appli-
cation of a temporary stress, that are attributed to molecular scale motions.
These include the rotation of pending side groups or the crankshaft motion
of the polymer backbone. In particular in the light of polymer ageing, these
processes are of great importance.

In addition to temperature, all these phenomena depend, as will be briefly
alluded to below on the rate (frequency) of the experiment, e.g. the rate at
which the stress is applied. For a dynamic-mechanical experiment, we can de-
fine the loss tangent tan(δ) as the ratio of the dynamic loss modulus E′ and the
dynamic storage modulus E′′ [29]:

tan(δ) =
E′′

E′ . (1)

The relationship of tan(δ) vs. frequency generally displays several broad
peaks corresponding to different classes of molecular relaxations labeled
α, β, γ and δ. These relaxation processes are ascribed to the glass–rubber
transition and different rotations of side groups, respectively (vide infra). As
mentioned, dramatic changes in various material properties are associated
with this transition.

The variation of rate (time) and temperature causes similar effects in poly-
mer relaxation processes. For viscoelastic properties the interplay between
relaxation time and temperature is well-known [30–33]. The so-called time–
temperature superposition principle states that the same molecular relaxation
requires longer time at lower temperatures. For instance, a polymer, which
displays rubbery characteristics under a given set of testing conditions, can
be induced to show glassy behavior by either reducing the temperature (to
below Tg) or by increasing the testing rate (or frequency). According to the
time–temperature superposition principle (higher T ⇔ lower frequency), the
tan(δ) vs. frequency relation can be reduced to a master curve at an arbitrary
chosen reference temperature To, by multiplying the velocity (or frequency)
data with the Williams–Landel–Ferry (WLF) shift factor aT [22]. The Arrhe-
nius relationship

ln aT =
Ea

R

(
1
T

–
1

To

)
(2)

between the shift factor aT and the temperature T, and the activation energy
Ea, is commonly used to analyze relaxation phenomena below Tg. The acti-
vation energies represent the potential barrier that is continuously overcome,
e.g. for the rotation of dipolar moieties in macromolecules.



108 H. Schönherr et al.

For instance, the relaxation processes in bulk poly(methyl methacrylate)
(PMMA) are well characterized using a variety of techniques, including
dielectric [34, 35] and dynamic mechanical analyses [36–38], NMR spec-
troscopy [39], positron annihilation [40], and fluorescence spectroscopy [38].
In PMMA the highest relaxation temperature, the α relaxation, is the glass
transition temperature (Tg = 95–110 ◦C, Eα

a = 334–460 kJ mol–1) [29] and is
ascribed to long-range conformational changes of the polymer backbone (see
Fig. 1). The secondary β, γ , and δ relaxations are attributed to the side chain
motions of the ester group and rotations of the methyl groups attached to
the main chain and side chain, with characteristic relaxation temperatures
Tβ = 10–40 ◦C, Tγ = –100–170 ◦C, and Tδ = –180 ◦C, and activation energies
Eβ

a = 71–96 kJ mol–1, Eγ
a = 10–29 kJ mol–1, Eδ

a = 3 kJ mol–1, respectively [29,
38, 41].

Fig. 1 Schematic of the relaxations in PMMA

In general, the dependence of polymer relaxations on various parameters
can be schematically captured in the form of tan(δ)–frequency or tan(δ)–
temperature diagrams (Fig. 2). In the tan(δ) vs. frequency relation, the bell-
shape curve characteristic for a relaxation with maximum at fo (relaxation
frequency) is shifted to lower frequency values for increasing pressure. By
contrast, increasing the temperature results in a shift to higher frequency

Fig. 2 Schematic diagrams of a relaxation probed in a friction force–frequency (left) and
a friction force–temperature experiment (right) of a polymer
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values. As will be discussed in Sect. 3.2 in detail, dynamic friction of polymers
has a large contribution from internal viscoelastic dissipation. Hence plots of
the friction force, determined e.g. by AFM, vs. fo are qualitatively similar to
plots of tan δ vs. fo.

1.2
Static and Dynamic Friction Force, Single vs. Multi Asperity Contacts

Friction forces and (surface) dynamics of polymers are intimately related, as
already alluded to above. By measuring, for instance, dynamic friction forces
under well-controlled conditions, the dynamics of a given polymer can be
directly probed at the free surface of a sample specimen. Before discussing
the proximal probe techniques and approaches that have been applied to the
study of friction and surface dynamics of polymers at the nanoscale, some
fundamental aspects of (nano)tribology will be briefly reviewed.

When a lateral force, or shear stress, is applied to two surfaces in adhe-
sive contact, the surfaces initially remain “pinned” to each other until some
critical shear force is reached. At this point, the surfaces begin to slide past
each other either smoothly or in jerks. The friction force needed to initiate
sliding from the rest position is known as the static friction force, denoted
by Fs (see Fig. 3). The force needed to maintain smooth sliding is referred
to as the kinetic or dynamic friction force, denoted by Fk or Ff. In general,
Fs > Fk [42]. Two sliding surfaces may also move in regular jerks, known as
“stick-slip” sliding, which is discussed in more detail in Sect. 3.4. The fric-
tion force between two bodies in the absence of lubrication is often called dry
friction.

In the most common situation normal friction (kinetic friction accom-
panied by wear and/or plastic deformation) takes place when two rough
surfaces slide with respect to each other. The surface asperities may deform
elastically or plastically. When a strong force is applied to the surfaces, dam-
age (or wear) of the shearing substrates occurs. Under certain conditions (low
load, completely elastic interactions, smooth tip shape, atomically flat sub-
strate, unreactive surfaces, etc.) a single-asperity contact may be formed and
wear-less friction can be observed. This situation is often referred to as in-
terfacial or boundary friction [43]. In this regime it has been observed that

Fig. 3 a The friction force needed to initiate sliding from rest is known as the static fric-
tion force, denoted by Fs. b The force needed to maintain smooth sliding is referred to as
the kinetic or dynamic friction force, denoted by Fk or Ff. v stands for velocity
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friction is proportional to the contact area. This type of friction can be probed
using the surface forces apparatus (SFA) or by AFM.1

A general form of the normal friction force (also called lateral force) is
given by [1]:

Ff = µFN = µ(L + A) , (3)

where µ is the friction coefficient and FN denotes the normal force, which is
calculated as the sum of externally applied load L and the contribution from
adhesion forces or adhesion A (the maximum force needed to separate two
bodies).

On the basis of various studies by Amontons and Coulomb, three laws of
friction have been formulated [1]:

1. The friction force is independent of the apparent area of contact.
2. The friction force (Ff) is proportional to the applied load (L): Ff = µL. The

ratio L/Ff is called coefficient of friction µ. Its value is usually larger for
static friction than for kinetic friction (µs > µk).

3. Kinetic friction is independent of the velocity.

These three macroscopic phenomenological laws of friction are still not fully
understood in terms of the corresponding fundamental microscopic pro-
cesses. However, these laws apply surprisingly well on the macroscopic scale
for dry friction.

1.2.1
Multiple and Single Asperity Tribology

The modern study of friction started in the 1950s, when Bowden and Ta-
bor presented a simple model of friction on the micrometer scale [44]. They
found that friction force, although independent of apparent microscopic con-
tact area, is in fact proportional to the true contact area (AR). Surfaces are
rough on the microscopic scale, hence the microscopic irregularities of the
surfaces touch and push into one another (Fig. 4). The real area of contact
is therefore a few orders of magnitude smaller than the apparent area of
contact. In the Bowden and Tabor model, the friction force between two un-
lubricated (dry) surfaces arises from two main factors (Eq. 4). The first, and
usually the most important factor is the interaction between the asperities
of the contacting surfaces. It is assumed that this part of the friction force
is proportional to both the real area of contact AR and the interfacial shear
strength τ∗. The second factor, called the deformation term D, arises from

1 SFA and AFM are among the most prominent instruments for performing micro- and nanotribo-
logical studies. While the SFA is limited to mica as a substrate and affords atomic resolution only
in the vertical direction and has limited lateral resolution (several micrometers), AFM is suitable to
detect friction forces with atomic resolution in all three dimensions of nanometer-scale contacts of
real surfaces under pressures of several GPa.
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Fig. 4 Surfaces are rough on the microscopic scale. The irregularities of the surfaces touch
and push into one another. The real area of contact is a few orders of magnitude smaller
than the apparent area of contact

the ploughing, grooving or cracking of one surface by asperities on the other
surface.

Ff = τ∗AR + D . (4)

Since the friction force is proportional to the real area of contact, as is ad-
hesion (see Sect. 2.3), and since the energy loss in the friction mechanism
is ascribed to plastic deformation of the asperities, the model is often called
adhesion model or plastic junction model [44].

For purely plastic deformation, the area of contact AR is proportional to
the load (which simplifies Eq. 4 to the second law by Amontons)2. However,
totally plastic deformation during sliding provokes huge damage in a short
time, which is usually not observed. Thus, elastic processes must play an im-
portant role in friction processes and other dissipation mechanisms must
exist, which do not change the structure of the surfaces in contact [44].

Different length scales are relevant for microscopic experiments. The sur-
face roughness will determine the size of the asperities. The smallest asperi-
ties are plastically deformed at very low loads, whereas larger asperities are
still in the elastic regime (interfacial friction). On the micrometer scale the
friction force has contributions from different phenomena, such as wear-less
friction, plastic deformation of asperities, lateral forces to move debris par-
ticles, viscous forces and ploughing terms [1]. To understand the behavior
of such a complex contact, it is hence desirable to learn about the prop-
erties of single asperity contacts under conditions of interfacial friction. In
this case, the friction force was found to be proportional to the real area
of contact, hence in good agreement with the Bowden and Tabor model.
As will be shown below, a non-linear friction force–load dependence is ex-
pected for single asperity contacts, which is in contradiction to Amontons’
friction law.

In macroscopic contacts, the interface consists of many micrometer and
submicrometer size asperities, where real contact occurs. Contact continuum
mechanics describe the elastic deformation of single asperities. All theories
described below are based on the following assumptions: the deformations

2 If the deformation is totally plastic, the asperities are compressed until the pressure becomes equal
to a certain yield pressure p∗ , which is usually smaller than the yield pressure of the bulk material.
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are purely elastic, the contacting materials are elastically isotropic, Young’s
modulus and Poisson’s ratio are not load dependent, the atomic structure is
not considered, and the contact radius a is small compared to the radius R of
the sphere.

1.2.2
Hertz Model

The Hertz theory [45] assumes that no attractive forces act between the
two materials. For a sphere–sphere contact, the contact area AR depends on
load L:

AR = π

(
R ·L

K

) 2
3

(5)

1
R

≡ 1
R1

+
1

R2
(6)

K ≡ 4
3

(
1 – ν2

1

E1
+

1 – ν2
2

E2

)–1

, (7)

where R is the composite radius and R1, R2 are the radii of curvature of the
lower and upper body, respectively, K is the reduced elastic modulus, E1, E2
and ν1, ν2 are the Young’s moduli and Poisson’s ratios for the lower and upper
body, respectively (Fig. 5).

Fig. 5 Geometry of a contact between two elastic spheres (R1 and R2) under applied load
L for the Hertz theory; a denotes the contact radius, δ is the indentation depth

1.2.3
Johnson, Kendall and Roberts (JKR) Model

The JKR model [46, 47] is the extension of the Hertz model, in which the work
of adhesion γ is taken into account (γ is defined as the energy per unit area to
separate two flat surfaces in vacuum from contact to infinity). It assumes that
the adhesive forces are confined to the inside of the contact area. The contact
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area is described by:

A(L) = π

(
R
K

) 2
3 (

L + 3πγR +
√

6πγRL + (3πγR)2
)2/3

. (8)

Even at zero applied load there is a finite contact area of AR(0) =
π(6πγR2/K)2/3. Hence, load has to be applied to break the contact. In the
limit of work of adhesion equal to zero (γ → 0) and also for large forces com-
pared to γR, the JKR result coincides asymptotically with the Hertzian result.
The derivative of RA with respect to load yields the minimum for the con-
tact area (area at pull-off, see Sect. 2.3.1 for AFM pull-off force), which can
be transformed to equation:

FJKR
Pull-off = –

3
2
πRW12 . (9)

The work of adhesion γ = W12 can be expressed as a function of the surface
energies of the tip γ1, the sample γ2, and the corresponding interfacial energy
γ12:

W12 = γ1 + γ2 – γ12 . (10)

The JKR model can be applied when the surface forces are short range in
comparison to the elastic deformations they cause (i.e. compliant materials,
strong adhesion force, large tip radii).

1.2.4
Derjaguin, Muller, Toporov (DMT) Model

The DMT model includes adhesion outside the contact area by considering
long-range attractive forces of van der Waals type [48–51]. Maugis provided
an analytical solution for the model [52]. In this case, the real area of contact
AR varies with load L in a simple fashion:

AR = π

[
R
K

(L + 2πRγ )
]2/3

. (11)

The pull-off force is given by:

FDMT
Pull-off = –2πRW12 . (12)

The JKR and DMT models apply for two extreme cases: for compliant ma-
terials with large, short-range attractive forces and for stiff materials with
small, long-range attractive forces, respectively. The parameter λ is used to
determine which of the two models is most appropriate.

λ =
(

9RW2
12

4πK2z3
o

)1/3

, (13)
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where zo is the equilibrium separation between the contacting surfaces. If
λ > 5, the JKR theory should be valid, while for λ < 0.1 the DMT theory should
describe the relation between AR and L [17, 53]. The most frequently used
description covering the JKR–DMT transition regime is the Maugis–Dugdale
(MD) theory [52]. The model is relatively difficult to use because it is pre-
sented in two coupled analytical equations that must be solved numerically
through iteration.

Recently, Carpick, Ogletree and Salmeron [17], as well as Schwarz [54] pro-
posed a general analytical model for the elastic deformation of an adhesive
contact in the intermediate regime between JKR and DMT limits as an alter-
native.

The application of the elastic contact continuum models for viscoelastic
materials is limited. For instance, the models can be used only for materials
that possess a glass transition temperature well above ambient temperature.
For a viscoelastic material the size of the contact zone depends on the load-
ing history. Several attempts have been made to modify the JKR theory with
some relaxation functions. A combination model of classical JKR theory with
a fracture mechanics model of crack initiation and growth in linear viscoelas-
tic materials has been proposed by Johnson [55, 56]. The major assumption
of the model is that viscoelastic effects are limited to the periphery of the
contact. Longer-range creep effects are ignored. Hui et al. extended the JKR
theory for the contact radius which is a non-decreasing function of time (de-
scribing the bonding process). The presented models are complex and often
necessitate the use of numerical calculations [57–59].

1.2.5
The Greenwood and Williamson Model of Multiasperity Contact

Realistic surface interactions are influenced not only by the nominal ap-
parent or contact areas An, but also by the individual asperity/roughness
interactions. Greenwood and Williamson modeled surface roughness using
a statistical model, where the roughness of two approaching surfaces is com-
bined into an infinitely smooth surface and a surface with spherically shaped
asperities having a uniform mean radius R and following a Gaussian height
distribution. A linear dependence between the real contact area and the ap-
plied load was obtained independently of the mode of deformation of the
asperities (i.e. whether it is elastic, plastic or something in-between) or the
shape of asperities [60–62]. In this case, the Greenwood model leads to
Amontons’ law, as well as to the plastic junction model [44].
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2
Techniques to Measure Friction and to Probe Surface Dynamics
of Polymers on the Nanoscale and Illustrative Examples

As mentioned in the introduction, the length scales over which energy is dis-
sipated can be directly linked to relaxation processes in the polymer and
in the case of the glass transition to the corresponding clustering processes.
Hence it is not surprising that a large number of proximal probe techniques
has been developed to measure friction and to probe surface dynamics of
polymers on the nanoscale.

We focus in the following on a brief description of the rudimentary aspects
of the most commonly applied AFM-related techniques, in particular lateral
force microscopy (friction force microscopy). In addition, all relevant tech-
niques will be introduced that have been applied to acquire the data reviewed
and discussed in Sect. 3. It is important to note that different techniques
rely on the detection and quantification of different physicochemical param-
eters. In addition, among these techniques other factors or parameters may or
may not have been maintained constant. Sometimes even identical techniques
were applied in different ways. Thus, even though various authors report the
same “quantity”, e.g., a surface glass transition temperature, for nominally
identical polymers, the absolute numbers, but also the trends observed may
differ widely.

2.1
Friction Force Microscopy

One of the very prominent techniques to measure friction on the nanoscale
is the so-called friction force microscopy (FFM) or, more generally, lateral
force microscopy (LFM) [63, 64]. This technique is a contact mode atomic
force microscopy (AFM) technique, in which both normal and lateral forces
are measured simultaneously. In contact mode AFM a sharp tip (with a typ-
ical radius of 10–100 nm and a typical probe material of Si and Si3N4)
mounted to the end of a flexible cantilever (with a normal spring constant
of kN = 0.01–1 N m–1) is brought into contact with the surface. While scan-
ning either by the tip or by the sample (Fig. 6), forces acting between atoms
of the AFM tip and atoms of the sample surface will result in a measurable de-
flection of the cantilever. The cantilever bends vertically (i.e. towards or away
from the sample) in response to attractive and/or repulsive forces acting on
the tip (see Sect. 2.3). Using, for instance, a feedback loop to maintain a con-
stant cantilever deflection, while scanning the sample surface, a topographic
image of the surface can be obtained by plotting the feedback signal vs. tip
position.

When the sample is scanned perpendicular to the main cantilever axis
in the constant force mode, lateral forces acting on the tip result in twist-
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Fig. 6 Left: Schematic diagram of contact mode AFM; right: SEM images of single beam
and V-shaped cantilevers

ing of the cantilever [65]. The magnitude of the cantilever torsion (lateral
deflection) is proportional to the friction forces of the tip–sample contact.
Simultaneous measurements of the normal and lateral deflections can be per-
formed using several techniques, including a four-segment photodiode (also
called optical beam deflection method) [66]. The optical deflection method
as the most frequently utilized technique to monitor forces in AFM is based
on detection of laser beam position reflected from the back of the cantilever
into a position sensitive four-segment photodiode. The voltages measured
on the four segment photodiode in normal and lateral direction are de-
fined as the difference voltage between top and bottom photodiode output:
∆UN = ((A + B) – (C + D))/(A + B + C + D) and difference voltage between
left and right photodiode output: ∆UL = ((A + C) – (B + D))/(A + B + C + D),
and are labeled difference normal signal and difference friction signal, respec-
tively. The method, in fact, measures the deflection angles and bending angles
of the cantilever, which are linearly proportional to the cantilever deflections
(normal and lateral, respectively) for small angles.

Lateral forces acting on the cantilever tip in a direction perpendicular to
the cantilever main axis will twist the cantilever. Typical AFM friction meas-
urements are recorded in the form of friction loops, as shown in Fig. 7. In
the friction loop, the difference friction signal (also called friction signal) is
plotted against the trace (forward scan) and retrace (backward scan) lateral
sample displacement. At the beginning of each trace and retrace, the sample
remains in static contact until the shear force increases and overcomes the
static friction force. The signal changes sign for the retrace with respect to
the trace scan. For a given load (normal force), the friction force can be deter-
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Fig. 7 Typical friction loop in which the differential photodiode output signal for can-
tilever torsion is recorded for forward (trace) and backwards (retrace) scans along the
same scan line

mined as one half of the difference between the corresponding friction signals
for trace and retrace scans.

The friction loop may contain information originating from topographic
features [67]. Most of this topographic component (i.e. the local slope of the
sample surface)3 is removed from the difference friction signals by subtract-
ing the data for trace and retrace scan directions. However, thermal drift and
hysteresis in the lateral scan system may prevent an exact match of trace
and retrace data. For quantitative analyses a correction (off-set) of trace and
retrace data may be required. In addition, a fundamental requirement for
quantitative LFM are symmetric, i.e. spherical tip apex shapes. The friction
force can also be determined from trace and retrace lateral force images, as
the difference image (also called friction map). By creating histograms of the
force maps, the friction forces can be quantified [30].

In order to obtain quantitative data from force microscopy, a reliable and
accurate force calibration must be performed [21]. This requires, both the cal-
ibration of the normal and lateral force constants of the cantilevers and of
the photodiode sensitivity [68]. The normal and lateral forces acting on the
cantilever can be expressed as:

FN = kNSN∆UN (14)

FL = kLSL∆UL = α ·∆UL , (15)

where α denotes the lateral calibration factor, which transforms the meas-
ured lateral difference signal [V] into friction force [nN]. As the values of SN
and SL are very sensitive to the position of the laser beam on the cantilever
apex [68–70], and the corresponding spot shape [71], the sensitivities must
be determined for each cantilever and also for each position of the laser beam
on the cantilever [72, 73].

3 The reaction force from a tilted surface (with respect to the horizontal) will impose a lateral force
on the tip, even in a case of zero friction.
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The force constants of single beam cantilevers (normal spring constant kN,
torsional spring constant kϕ, and lateral spring constant kL) can be calcu-
lated, assuming levers of constant thickness, based on measured cantilever
dimensions, from continuum elasticity mechanics of isotropic solids [74–76]:

kN =
Ewt3

4l3
(16)

kϕ =
Gwt3

3l
(17)

kL =
kϕ

h2 =
Gwt3

3lh2 , (18)

with cantilever length l, cantilever thickness t, cantilever width w, tip
height h, Young’s modulus E, Poisson’s ratio ν, and shear modulus G =
E/2(1 + ν).

For Si cantilevers the material properties (Young’s modulus and Poisson’s
ratio) are known in any crystal orientation [77].4 By contrast, the material
properties of the Si3N4 cantilevers are not well defined and may vary signifi-
cantly due to differences of the chemical vapor deposition processes [78–80].
For instance, Young’s moduli and Poisson’s ratios of Si3N4 cantilevers in the
range of 120–200 GPa and 0.22–0.27, respectively, have been reported.

Procedures for the reliable calibration of normal forces (i.e. kN) are well
established. Several methods can be used, such as the thermal fluctuation
method [81–83], the reference lever [84] or the added mass technique [85].
The calibration of the lateral force constant of a given cantilever and the pho-
todiode sensitivity for measurements of lateral forces remained until recently
challenging.

The conventional calibration techniques proposed for the calibration of
LFM can be grouped into (1) reference methods [86] and (2) two-step [68,
78, 87] procedures. The challenges mentioned arise from the fact that the ref-
erence methods suffer from systematic errors introduced by contaminations
on the reference samples and that a separate calibration of the lateral force
constant kL and the photodiode sensitivity for lateral deflection SL is ham-
pered by a number of problems, respectively. The accuracy of the determined
value of kL is limited due to large errors in the determination of the cantilever
dimensions and the uncertainty in the values for Young’s moduli and Pois-
son’s ratios for Si3N4 (if applicable). The unavailability of a reliable in situ
method to calibrate the photodiode sensitivity SL and its dependence on fac-
tors, including laser beam position on the lever, spot size and asymmetry etc.,
represent additional complications.

A third group of calibration procedures, (3) the direct (single step) tech-
niques avoids (many of) these problems [88–90]. In particular, the so-called

4 The values of Young’s modulus in the [100], [110] and [111] directions are E[100] = 130 GPa,
E[110] = 168 GPa, and E[111] = 187 GPa, respectively [77].
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Fig. 8 Schematic illustration of cantilever torsion while a sliding up and b sliding down on
a sloped surface (in the x direction). While sliding across a sloped surface with angle θ,
the acting forces (the applied load L, the horizontal tractive force T, the adhesion force
A, the reaction force from the surface acting on the tip with a component N in the sur-
face normal direction and a component f (friction force) parallel to the surface) and the
torsion momentum M are in equilibrium and depend on the direction of motion—uphill
and downhill, denoted here with subscripts u and d, respectively. ϕ represents the tor-
sion angle of the cantilever, which is proportional to the friction force. h and t stand for
tip height and cantilever thickness, respectively. (Reprinted with permission from [91].
© (2006) American Chemical Society)

improved wedge-calibration method, in which a tip/cantilever is scanned
across a calibration sample with two well-defined slopes (see Fig. 8), allows
one to calculate the calibration factors with an error of ca. 5% [91].

It can be shown that

sin θ(L cos θ + A) ·µ2
s –

∆s – ∆f

Ws
(L + A cos θ) ·µs + L sin θ cos θ = 0 (19)

µf =
αWf

(L + A)
, (20)

where µ denotes the friction coefficient, W denotes the half width of the fric-
tion loop W = (Mu – Md)/2), ∆ denotes the friction loop offsets (∆ = (Mu +
Md)/2) and the subscripts s and f denote sloped and flat surfaces, respectively
(see also Fig. 9 below). By solving Eq. 9 for µs two possible mathematical so-
lutions are provided (for any given load and adhesion), corresponding to two
values of the friction calibration factor α. Since α must be identical for sloped
and flat surfaces, we obtain µf from Eq. 20. The physical solution stands for
µs and µf < 1/tgθ.

In Fig. 9, topographic and lateral force data obtained on a universally ap-
plicable standard specimen is shown that enables one to accurately calibrate
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Fig. 9 Example of experimental data measured with a Si3N4 tip on both sloped and flat
surfaces: a topography image (vertical scale from black to white 800 nm), b cross-section
of topography (vertical scale 800 nm), c difference friction image (trace – retrace, verti-
cal scale 0.5 V), d off-set of the friction loops (trace + retrace, vertical scale 0.5 V) and
e friction loop corresponding to cross-section shown in panel b (the off-sets for sloped
and flat surface, ∆s and ∆f, respectively, have been marked). (Reprinted with permission
from [91]. © (2006) American Chemical Society)

all types of AFM cantilevers and tips for quantitative friction force measure-
ments.

Using this standard and the improved wedge calibration method, calibra-
tion factors can be calculated with an error of ca. 5%. The approach is not
affected by an additional small sample tilt, different feedback settings, and
a possible tip position off the central cantilever axis, as is frequently observed.
Only laser light interference and non-spherical tip apex shapes must be taken
into account. To illustrate the accuracy of the calibration procedure, nano-
tribological results obtained on well-defined micropatterned monolayer sur-
faces are shown in Fig. 10. Despite the fact that the tips/cantilevers used had
a different geometry (V-shaped and single beam) and were microfabricated
using different materials (Si3N4 and Si, respectively), the friction coefficients
determined under identical conditions are to within the experimental error
the same.

Another important aspect of LFM for its application studies of polymer
relaxations and surface dynamics is the controlled variation of temperature
and scan velocity, which is related to the frequency of the experiment (see
Sect. 1.1) [30]. Temperature and the environment can be controlled and/or
modulated using environmental chambers purged with thermostatted gasses
of controlled composition and relative humidity (%RH). In addition, heatable
sample stages have been applied to control the sample temperature (heat-
able probe tips are treated in Sect. 2.4). Typical piezoelectric materials used
in the AFM scanner withstand temperatures of <60 ◦C and %RH < 65% (see
specifications of the particular material used), which limits the range of at-
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Fig. 10 Friction force versus load for a micropatterned SAM sample (exposing – CH3 and
– COOH head groups, respectively, see inset in a) measured using two different Si3N4
cantilevers: a V-shaped and b single beam, with scanning velocity of 40 µm s–1 at 50%
RH and 25 ◦C. The solid lines correspond to linear least squares fits. The error bars indi-
cate the standard deviation (n = 128) of the data analyzed for a given load (Adapted and
reprinted with permission from [91]. © (2006) American Chemical Society)

tainable conditions. The frequency can typically not be varied over a broad
range while keeping nanoscale resolution using the piezo transducer of the
AFM, due to increased noise level, inaccurately operating feedback loop and
decreasing pixel resolution as a result of large scan sizes. As an alternative, ad-
ditional sample actuation stages based on stacked shear piezos [92] or other
actuators, such as quartz crystal microbalances [93], have been reported,
which allow one to achieve scan velocities of >1.0 µm s–1 and ∼10–1 m s–1,
respectively (for an example, see Fig. 11).

Fig. 11 a Schematic of a high velocity AFM set-up comprising a commercial stand-alone
atomic force microscope, the high velocity accessory and peripheral devices for accessory
operation, data acquisition and signal processing (not to scale). b Friction coefficient for
oxidized Si(100) and Si3N4 tip as a function of velocity measured in a nitrogen atmos-
phere (<3% RH) at room temperature (25 ◦C). (Reprinted with permission from [92].
© (2005) American Institute of Physics)
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According to Sect. 1, the investigation of friction and surface dynamics
of polymers requires careful control of the temperature and the frequency
(rate) of the experiment. In addition, the acquired data must be quantita-
tive and hence robust calibration methods must be applied (see above). On
top of these requirements a number of important aspects must be consid-
ered in the analysis of friction force microscopy data. Comparisons among
data from different labs is only viable, if all these points have been taken into
account.

One crucial issue is the difference between the load applied with the LFM
cantilever and the total force in the surface normal direction in the nanoscale
contact, the so-called normal force. The normal force is defined as the sum of
load and adhesion force (e.g. assessed in a f –d experiment, see Sect. 2.3.1).
Since friction force and contact area are directly related for single asperity
contacts, it is important to take this effect into account, as well as the effect of
different contact pressure. The forces due to capillary condensation between
tip and sample can be avoided by operation of the AFM in vacuum or under
conditions of dry inert gas.

The pressure is given by the normal force divided by the (experimen-
tally not determined, i.e. unknown) true tip–sample contact area. The latter
quantity is critically related to the radius of curvature of the probe tip. The
value of this radius, which must be carefully calibrated, also determines the
time during which tip and sample interact. Such a calibration can be per-
formed by analyzing electron microscopy images or AFM images taken on
a reference grating exposing very sharp spikes of known radius of curvature
(Fig. 12).

Finally, although noted by various authors to be difficult, care must be
taken to ensure an operation in the elastic regime. Local plastic deforma-
tion of the polymer sample specimen must be avoided, because in this case
ploughing terms (Eq. 4) must be considered as well.

Fig. 12 Images (obtained by contact mode AFM on a calibration grating) of a a sharp and
b a flat tip apex. The tip radii r determined for a and b were 25 nm and 60 nm, respec-
tively. (Reprinted with permission from [91]. © (2006) American Chemical Society)
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2.2
Other Scanned Probe Methods to Assess Polymer Relaxation Phenomena

2.2.1
Shear Modulation Force Microscopy (SM-FM)

In shear modulation force microscopy (SM-FM) a sharp probe tip, which is
kept in contact with the sample (typically applied load is on the order of
nN to tens of nN), is laterally modulated with a nanometer scale amplitude
∆xi (Fig. 13). This amplitude is chosen such that any tip–sample slipping
is avoided. Therefore SM-FM is considered a non-scanning technique. Non-
scanning conditions are important to avoid significant scanning-induced
changes in the tip–sample contact area. Using lock-in techniques, the modu-
lation response, ∆xR, is analyzed relative to ∆xi. For a small (in-plane) lateral
displacement for a sphere-plane geometry (assuming the absence of slip), the
lateral stiffness of the contact kc,x is provided as [94–96]:

kc,x = 8aG∗ (21)

with

G∗ =
(

2 – ν2
1

G1
+

2 – ν2
2

G2

)–1

, (22)

with the radius of the contact area a, the shear moduli of the sample and the
probing tip G1 and G2, respectively, and the corresponding Poisson’s ratios ν1

Fig. 13 Schematic diagram of a shear modulation force microscopy experiment. (Repro-
duced with kind permission of Springer Science and Business Media from [96]. © (2005)
Springer)
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Fig. 14 Determination of the glass transition temperature of polystyrene by SM-FM: mod-
ulation amplitude response vs. temperature plot. (Reproduced with kind permission of
Springer Science and Business Media from [96]. © (2005) Springer)

and ν2 [17]. The total lateral elastic constant ktot,x can be written as:

1
ktot,x

=
1

kc,x
+

1
kT

, (23)

where kc,x and kT denote the lateral contact stiffness and the torsional can-
tilever stiffness, respectively.

As for most AFM approaches, the true contact area (radius a in Eq. 21)
is difficult to assess and the precise determination of the cantilever stiff-
ness kT limits the overall accuracy of the data. Sills and Overney pointed out
that these shortcomings are not relevant for simple thermorheological stud-
ies (e.g. the determination of Tg). In a typical experiment, the stationary AFM
tip rests on the polymer (with a pre-set load). The sample temperature is in-
creased in small increments and following equilibration the response ∆xR is
measured. The tip–sample contact area thus changes only as a consequence
of temperature-induced changes, e.g., in the polymer’s modulus. A plot of
∆xR versus temperature exhibits a “kink” at a temperature assigned to Tg
(Fig. 14).

2.2.2
Scanning Viscoelasticity Microscopy (SVM)

A related technique, termed scanning viscoelasticity microscopy (SVM) was
introduced by Kajiyama and co-workers (Fig. 15). SVM is a (scanning) con-
tact mode AFM technique; similar to SM-FM (Sect. 2.2.1) the sample is mod-
ulated with several kHz, albeit in surface normal direction [97]. When the tip
exerts a force on the surface (corresponding to a deflection characteristic for
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Fig. 15 Schematic of scanning viscoelasticity microscopy used for imaging of dynamic vis-
coelasticity by AFM. (Reprinted with permission from [97]. © (1994) American Chemical
Society)

the repulsive force region of a f –d curve), the sample surface is deformed by
the tip. The vertical modulation of the sample position results in a concomi-
tant modulation of the cantilever deflection, which depends on viscoelastic
properties of the sample. The phase difference between the modulation signal
of the sample position and the modulated response of the tip corresponds to
the mechanical loss tangent, tan δ, of the probed surface region.

2.2.3
Force Modulation Microscopy (FMM)

Force modulation mode (FMM) AFM is a contact mode technique that al-
lows one to resolve lateral differences in modulus [98, 99]. In FMM AFM, the
cantilever is excited by a bimorph to oscillate at a frequency of tens of kHz
(which is below its resonance frequency), while it scans the surface in con-
tact mode. By monitoring the oscillation amplitude, the elastic modulus of
the surface can be mapped with high resolution. Depending on the corres-
ponding moduli, the contrast in the amplitude image reveals high modulus
(i.e. large amplitude) and low modulus (i.e. lower amplitude) areas [100].
Recently, the use of frequency dependent FMM AFM has been described,
where selective contrast can be achieved in heterogeneous systems [101, 102].
A practical limitation for the approach in the field of polymers is the fact that
shear forces, similar to contact mode, may cause sample damage or distortion
of the underlying morphology.

2.2.4
Scanning Local Acceleration Microscopy (SLAM)

In scanning local acceleration microscopy (SLAM) the position of the sam-
ple is modulated at frequencies above the highest system resonance [103].
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This provides, as shown in the literature, the clearest difference in cantilever
response for the variations in elastic modulus of stiff samples. Experimen-
tally, to a standard AFM set-up a high-frequency transducer is added, which
is positioned underneath the sample. The ultrasonic vibrations, generated by
a high frequency function generator connected to the transducer, are trans-
mitted through the sample and are detected via the AFM cantilever. The
signal is sent to a lock-in amplifier and the output of the lock-in is utilized
to generate an image simultaneously captured with the conventional AFM
(height) image. Using a small-amplitude continuous sine wave, to which the
cantilever responds sinusoidally, provides access to spatially resolved varia-
tions in the interaction stiffness, which is related to the elastic modulus of
a stiff sample.

2.2.5
Torsional Resonance (TR) Mode AFM

Torsional resonance (TR) mode AFM is a recently introduced AFM mode that
exploits the torsional resonance amplitude (or phase) of a stiff cantilever to
control the feedback loop (i.e. to maintain the tip/surface relative position
through lateral interaction) [104]. This mode provides complementary in-
formation to intermittent contact (tapping) mode for surface imaging and
studies. The nature of tip/surface interaction of the TR mode facilitates phase
measurements to resolve in particular the in-plane anisotropy of materials,
as well as measurements of dynamic friction at nanometer scale. Recently,
various models have been proposed to extract useful physicochemical param-
eters, thus paving the route to quantitative measurements of contact stiffness,
elastic moduli and friction, from the data [105, 106].

2.3
Normal Force Techniques

2.3.1
Force–Distance Curves and Determination of Pull-Off Forces

The interactions between the tip and the sample surface can be measured using
the force spectroscopy mode of AFM [107, 108]. In the experiment the sample
is moved up and down (in and out of contact with the tip). A schematic force–
displacement curve (“force curve”) thus obtained is shown in Fig. 16.

During the approach (loading) part (position 1–2), no interactions occur
between the tip and the sample surface. As the tip-surface distance becomes
sufficiently small, the gradient of the attractive force overcomes the cantilever
spring constant and brings the tip in contact with the sample surface (pos-
ition 3). Further approaching causes a deflection of the cantilever (position
3–4). The unloading part of the force–displacement curve starts from pos-
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Fig. 16 Schematic AFM force-displacement curve

ition 4, the deflection of the cantilever is decreased as the sample surface
retracts from the tip. When the sample surface is further withdrawn from the
tip, the cantilever is deflected owing to adhesive forces. At position 5, the elas-
tic force in the cantilever overcomes the force gradient and the tip snaps off

Fig. 17 f –d curves obtained at different temperatures on a poly(tert-butyl acrylate) film at
constant probe rate f = 125 Hz. (Reprinted with permission from [109]. © (2000) Ameri-
can Chemical Society)
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from the surface (position 6). From position 6 to 1, the cantilever returns to
its equilibrium position. The adhesion between tip and sample is character-
ized by the so-called pull-off or pull-out force (snap off). The pull-off force is
related in current continuum contact mechanics models to the work of adhe-
sion, which may, in the case of polymers, be temperature and rate-dependent
(compare Eqs. 9 to 12). In addition, neck formation between the polymer and
the retracting probe may alter the f –d curves in a characteristic manner (see
Fig. 17) [109].

2.3.2
Indentation Measurements

In the f –d measurements discussed in the previous section one can also ana-
lyze the part of the curves corresponding to tip–sample contact. Using these
so-called AFM indentation measurements the Young’s modulus of the un-
derlying polymer sample can be determined as a function of temperature
and loading rate (∼frequency). As alluded to above, one records f –d curves
employing a cantilever with appropriate spring constant (stiffness lever ∼
stiffness sample). The f –d curves can be analyzed according to various in-
dentation models, e.g. the Hertz model (Sect. 1.2), to calculate the Young’s

Fig. 18 Approach parts of the f –d curves recorded on poly(n-butyl methacrylate) samples
at various rates and temperatures. The different slopes of the indentation curves repre-
sent different moduli of the polymer (Tg = 22 ◦C). (Reprinted with permission from [110].
© (2005) American Chemical Society)
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modulus. At the glass transition temperature, the modulus will change by
several orders of magnitude, as mentioned. Hence the Tg in polymer films
and its possible dependence on various factors, including film thickness,
relative humidity (with water as a plasticizer) etc. can be quantitatively cap-
tured [110].

2.4
Scanning Thermal Microscopy

In scanning thermal microscopy a heatable probe tip is used. Early examples
include relatively blunt probes (the area of this heat source is approx. 1 µm ×
0.25 µm) comprising a Wollaston wire (Fig. 19a). More recently, microfab-
ricated heatable cantilever/probe tip assemblies have become commercially
available that push the resolution to the sub-100 nm scale due to their sharp
integrated tips (Fig. 19b) [111, 112]. Using such probes, the indentation of the
probe into the polymer can be recorded as a function of temperature. Hence,
transitions, such as the glass transition, can be inferred from the softening
of the polymer. However, as has been noted, tip penetration and polymer ex-
pansion may, depending on the load and the contact area, lead to an upwards
bending of the lever [113].

Fig. 19 a Schematic of a local thermal analysis experiment using a Wollaston wire probe
equipped with a mirror. Within the scanned area the probe may record phase changes in
the polymer film via heated tip-induced changes in modulus. (Reprinted with permission
from [113]. © (2005) American Chemical Society). b SEM image of the microfabricated
thermal probes for high resolution thermal analysis (inset: SEM image of the actual probe
tip). (Reproduced with kind permission from Anasys Instruments Inc.)

3
Friction and Surface Dynamics of Polymers on the Nanoscale

Dynamic friction on polymers has a large contribution from internal vis-
coelastic dissipation, which is ultimately related to polymer relaxation pro-
cesses. Using the experimental approached briefly introduced in Sect. 2, var-
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ious aspects of friction and surface dynamics ranging from fundamental
studies of chain dynamics and glass temperatures in ultrathin polymer films
to the mapping of multiphase systems can be addressed.

In particular, one can differentiate friction and chain dynamics at the
surface of polymers vs. the bulk, relaxations in (ultra)thin film systems (con-
finement effects), interface effects such as pinning and possible effects of
sample history. Despite a large body of literature the current view on these
issues is still controversial, thus known approaches must be refined and new
approaches must be developed to provide additional insight to contribute to
solve the open questions (for suggested behavior see Fig. 20).

In this context it is important to reiterate that relevant data can only be
obtained if the measured quantities are assessed quantitatively (i.e. proper
calibration is required) and that all important external factors are controlled
and have been taken into consideration. This refers to the elastic vs. plastic
contact regime, the load vs. normal force issue, the contact pressure (incl.
tip radius) as well as control of both temperature and true frequency (scan
rate and tip–sample contact length) etc. In particular, it is also necessary to
consider the penetration or information depth of a particular method. To be
able to assess, e.g., the proposed 1–2 nm thin surface layer of reduced dens-
ity (Fig. 20), care must be taken to probe this very layer and not the film
interior. In parts, these requirements mandate new technical developments,
such as the mentioned velocity control using external high rate actuators, that
became only recently available.

Fig. 20 a Schematic of the surface of a glassy polymer that possesses a thin layer of
reduced density at the surface followed by a layer of increased mobility of polymer
segments changing smoothly to the bulk material. b Schematic depicting possible mech-
anisms of lowering the Tg close to surfaces: (1) excess free volume induced by surface
enrichment of end groups, which causes an enhanced mobility of chain segments and
a lower polymer segment density, (2) confinement of polymer chains for polymers with
high Mn which causes a break in symmetry at polymer surfaces (flattened chain conform-
ation) and chain confinements in films with d < Rg, (3) increased collective motions along
the chain (loop motions), which require a weaker free volume and does not involve chain
ends, (4) enrichment of low molecular weight fraction at the surface. (Reprinted with per-
mission from [113]. © (2005) American Chemical Society). c Interfacial interactions in
(ultra)thin films characterized by the substrate–polymer interfacial free energy and the
polymer–air interfacial free energy
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3.1
Mapping of Multiphase Systems

An obvious application area of AFM that relies on friction and surface dy-
namics is the study of heterogeneous systems. While there are many AFM
modes that combine high spatial resolution with a contrast mechanism that
is sensitive to a particular polymeric phase in a multiphase system (e.g. in-
termittent contact mode phase imaging, which is sensitive to differences in
energy dissipation) [114], LFM, SVM, f –d curve acquisition as well as other
AFM modes provide in some cases better access to maps of the local vis-
coelastic properties. These maps in turn yield access to estimates of surface
coverages, morphologies and localization of particular components in com-
plex multiphase systems.

In the so-called chemical force microscopy (CFM) approach [115, 116], in
which AFM tips exposing defined surface chemistry are utilized to assess
differences in surface chemical composition using e.g. local friction differ-
ences (related to interactions between functional groups or atoms exposed on
both tip and sample surface as contrast), different polymers have been suc-
cessfully differentiated. Examples include the differentiation of polyamide-
rich regions from poly(ethylene glycol)-rich regions in a blocky segmented
copolymer using self-assembled monolayer-coated tips reported by Sinniah
et al. [117] and differentiation of a phase-separated blend of polystyrene (PS)
and poly(methyl methacrylate) imaged with gold-coated and silicon oxide
coated tips in perfluorodecalin [118]. In this latter work Feldman et al. ex-
ploited the selective amplification of the dispersive van der Waals interactions
in perfluorodecalin to obtain predictable interactions and thus contrast.

Werts et al. reported on successful CFM imaging of the microphase-
separated domain structure in PS-poly(vinyl pyridine) hetero-arm star
copolymer, thus implying a lateral resolution of better than ∼30 nm [119].
The friction contrast measured in an argon atmosphere was well-pronounced
with a carboxylic acid-functionalized tip, as shown in Fig. 21.

Using conventional LFM, phase-separated blends of PMA and PMMA, i.e.
components possessing Tg’s that are close to (287 K) and far above (390 K) the
temperature at which the experiment was carried out (295 K), were studied by
Lee [120]. While PMMA did not show a dependence of lateral force on scan
rate (at a constant load of 5 nN), PMA showed a monotonically decreasing be-
havior. These observations are consistent with the interpretation that in the
glassy state the elastically deformed surface is immediately recovered and the
dissipated energy is small. By contrast, for the PMA, at a temperature close to
its bulk Tg, a substantial fraction of the energy involved in the deformation
at the contact is dissipated. Thus, in phase-separated blends, the two phases
were distinguished in scan rate-dependent measurements.

Cappella and Kaliappan measured force–displacement (f –d) curves on
PS/PnBMA blends (sandwich of PS and PnBMA) as a function of tempera-
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Fig. 21 Friction force image (1.5 µm×1.5 µm) obtained by means of CFM with a COOH
tip. Using this tip functionality the friction coefficient is higher for the PVP part of the
copolymer, which reveals the morphology as the alternating bright (high friction, PVP)
and dark (low friction, PS) areas. (Reprinted with permission from [119]. © (1998) Wiley-
VCH)

ture. In their experiments these authors focused on the determination of local
mechanical properties (Young’s modulus) of these polymers with a spatial
resolution of 800 nm, i.e. on the influence of morphology on the mechanical
properties of the model blend/sandwich structure in the vicinity of the inter-
face. Exploiting a new analysis technique based on Hertz theory (Sect. 1.2),
the corresponding moduli were obtained. A transition region was revealed
(Fig. 22), where the Young’s modulus decreases gradually from the value of PS
to the value of PnBMA [121].

On bilayer films composed of PS (top layer) and PI (lower layer) Satomi
and coworkers studied how far buried layers influence the surface viscoelas-
ticity as assessed by scanning viscoelasticity microscopy (SVM). The surface
dynamic storage modulus, E′, decreased with decreasing thickness of the
upper PS layer due to the contribution from the soft underneath PI layer once
the upper layer thickness fell short of 70 nm. On the contrary, surface E′ was
invariant for the bilayer with a thicker upper layer. These results indicate that
the stimulus displacement imposed propagates to a depth of at least 70 nm
along the surface normal at room temperature [122].

The elastic and viscoelastic properties blends of PP and ethylene-
propylene (EP) were investigated with the force modulation technique by
Nysten et al. In addition to a mapping of the distribution of the rubbery
nodules of EP at the surface, the sub-surface distribution of these nodules
could be estimated [123, 124]. While the FMM data yielded qualitative data,
more recent indentation mapping based on force-displacement curves al-
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Fig. 22 a Topographic image (gray scale) of the model blend at the interface at 57.4 ◦C
and superimposed profiles of log(E) = 9.48 (dark red line), down to log(E) = 9 (light yellow
line), in steps of 0.08 (lines of increasing brightness, very close to each other and bunched
together at the interface). Also the profiles of log(E) = 8.6 (green line) and of log(E) = 8.5
(blue line) are shown. b Line profile of the topography (referred to left axis) and of log(E)
(referred to the right axis) of the model blend across the interface. It can be seen that
there is no discontinuity in the topography at the interface and also that the topogra-
phy does not influence the determined Young’s modulus. (Reprinted with permission
from [121]. © (2006) American Chemical Society)
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lowed Nysten et al. to obtain quantitative information of the surface elastic
modulus [125].

The application of different AFM modes to measure the nanoscale elastic
and viscoelastic properties of PMMS/rubber nanocomposites was reported by
Cuberes et al. [126] In particular, heterodyne force microscopy (HFM) with
ultrasonic force microscopy, FFM and force modulation microscopy were
compared. The authors concluded that the combination of different AFM-
related techniques helped to interpret the images with respect to the rather
complex local structure of the polymer blend in rubber toughened PMMA.
Amplitude-HFM resolved differences in local sample stiffness due to the pres-
ence of rubber in the near-surface region, while phase-HFM distinguished
small differences in viscoelastic and/or adhesion hysteresis response time of
PMMA on top of the rubber.

Oulevey et al. discussed dynamic mechanical analysis at sub-micrometer
scales based on experiments with local DMA and variable temperature scan-
ning local acceleration microscopy (SLAM) [127]. Primary and secondary
relaxations in various polymer materials (PES/SAN and PS/PMMA blends,
also PMMA, PS and PTFE) were observed as a function of temperature. The
lateral resolution of SLAM was reported to be better than 100 nm.

3.2
Polymer Relaxations, Chain Dynamics and Viscoelasticity

One important fundamental question to be answered is related to the dif-
ference of chain dynamics among the bulk and the surface. Using various
LFM and related approaches polymers can indeed be probed at the sur-
face and down to various depths; thus this and other related issues can be
directly addressed. Depending on the operation conditions and thus inden-
tation depth, AFM probes a given polymer sample always at the surface and
may sample into the near-surface region of reduced density (Fig. 20). These
measurements have immediate practical relevance as in polymer films, for
instance, the structural, material, and transport properties become increas-
ingly dominated by interfacial, conformational, and dimensional constrains,
when the thickness is reduced to the sub-100 nm scale (see Sect. 3.3) [1–3].
In addition, rheological gradients near the interfaces can lead to a behav-
ior that deviates from the bulk. Relaxation properties can be influenced
and enhanced conformational stability may be achieved through control of
the interfacial conditions, molecular weight, crosslinking density, and film
thickness [3, 28].

On the basis of fluorescence microscopy data obtained on sandwich sam-
ples [128, 129] or in single-molecule fluorescence measurements [130] an
improved understanding of the dynamics in thin and ultrathin polymer films,
and in particular the role of the interfaces (compare Fig. 20) has emerged. The
depression or increase in glass transition temperature, as a confinement ef-
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fect of thin substrate-supported polymer films (discussed in more detail in
Sect. 3.3), has been attributed by various authors to effects that stem from the
substrate–polymer and polymer–vacuum interface, respectively. These stud-
ies revealed that the enhancement of dynamics at the free film surface may
affect Tg several tens of nanometers into the film [128]. These observations
of enhanced mobility of macromolecules at the film surface also point to low-
ered activation energies and increased frequencies of the relaxation processes
involved (compare Figs. 1 and 2).

Studies of polymer relaxations, chain dynamics and viscoelasticity at the
surface by AFM-based approaches rely on different types of experiments, in
which, depending on the authors, different parameters were determined and
different effects that interfere with the interpretation of the data were taken
into account. In the following we will review the central results obtained in
investigations that targeted mainly the α-transition (Tg), but also various sub-
Tg transitions (β, γ ). To exclude effects of the underlying solid substrate, films
with thicknesses of 100 nm or larger are considered.

Pu et al. studied PS films on silicon with shear modulation force mi-
croscopy (SMFM) and concluded that the surface Tg, determined in ampli-
tude vs. temperature plots (Fig. 23), is not different from the bulk under the
conditions investigated [131]. In addition, these authors show that the values
of the Tg’s obtained for samples of various thicknesses do not depend to a no-
ticeable extent on the load applied, which was varied by a factor of 3, the
modulation frequency and drive amplitude over a substantial range.

These data are supported by work of Sills et al. who determined surface Tg
values in LFM measurements by analyzing friction force-velocity isotherms

Fig. 23 ∆X vs. temperature curves for PS (Mw = 1230 k) in a thick film on silicon at ap-
plied loads of 25 and 75 nN. The Tg was determined from the analysis of the kinks shown
(reproduced from [131]. © (2001) American Chemical Society)
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and application of the time–temperature superposition principle. From the
master plot and an Arrhenius plot of the shift factors an activation bar-
rier of 81 kcal mol–1 was determined that coincides with the (bulk) value
80–90 kcal mol–1 for the α-transition in PS (96.5 kg mol–1) [132]. In a differ-
ent study the γ -relaxation (rotation of phenyl groups) was interrogated by
Sills and Overney in atactic PS by LFM at different temperatures and scanning
velocities (Fig. 24). The activation energy thus determined (Ea = 7 kcal mol–1)
was similar to reported bulk data [133].

A similar conclusion was reached by Kaliappan and Cappella, who also
studied PS, albeit in force–displacement measurements. From data acquired
at different temperatures and tip approach/retraction rates the Young’s mod-
uli and the yielding forces were determined. The calculated WLF coefficients
for temperatures above Tg and the activation energy below Tg exhibited good
agreement with published (bulk) literature values [134].

Similarly, Bliznyuk et al. determined the glass transition of PS (Mn from
3900 to 1 340 000, polydispersity 1.05–1.15) via the acquisition of f –d curves
at various temperatures [135]. The values of the surface glass transition re-
ported by these authors for the samples with Mn > 30 000 were also consistent
as the corresponding bulk values. However, low molecular mass polymers
were concluded to behave differently. Chain entanglement variations were
held responsible for the observed surface Tg depression effect rather than the
end group localization at the free surface.

Hence several independent measurements concluded that the glass tran-
sition temperature in PS (except for possibly low molar mass) is not altered
in the probed surface-near region. The probed depth is in all these studies
a function of the tip radius and, more importantly, the applied load. The load,
as shown in Fig. 23, was for the SFMM experiments substantial. Similarly, in
the studies of Sills and co-workers, as well as Kaliappan and Cappella a sig-

Fig. 24 a Superposed friction master curve; b thermal shift factor aT. An activation energy
Ea of 7.0 kcal mol–1 is deduced from the slope of the regression line, corresponding to
the activation of phenyl rotation in atactic PS (inset). (Reprinted Figure with permission
from [133]. © (2003) by the American Physical Society)
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nificant contribution of the adhesive force to the normal force of 91 nN and
loads of several µN, respectively, were reported.

Similar to these data on PS, several groups reported unaltered surface
Tg values for PtBuA and PnBMA, relying on adhesion measurements at dif-
ferent temperatures and probe rates, and the subsequent application of the
time–temperature superposition principle on the one hand [109], and the de-
termination of the Young modulus and yielding force in the vicinity of Tg, as
a function of temperature and/or probe rate, on the other hand [110]. These
reports thus also support the notion that the molecular relaxation of the poly-
mer sample at the free surface, under the conditions probed, is not noticeably
different than that of the bulk.

In contrast to these reports, the group of Kajiyama has reported in numer-
ous publications on the enhanced macromolecular mobility observed at the
surface of polystyrene films and the dependence of the observed decreased
surface Tg on factors, including molar mass, chain-end chemistry and struc-
ture, entanglements and polydispersity [136–139]. For example, in 200 nm
thick films of monodisperse PS (Mn from 4900–1 460 000, and binary PS
blends with different Mn) on silicon measurements of the lateral force (under
an applied load of 10 nN) vs. temperature at a given scan rate indicated that
the surface Tg of the PS films was markedly lower than the corresponding
bulk Tg over the entire molecular weight range. The surface Tg was deter-
mined from the maximum observed in friction force vs. temperature plots
(Fig. 25a). In addition, the apparent activation energy of the surface segmen-
tal motion in PS was determined as 230 ± 10 kJ mol–1, which is significantly
smaller than the reported bulk value that ranges from 360 to 880 kJ mol–1

(Fig. 25b,c). Finally, these authors showed a surface enrichment of the shorter
chain component in the blend films that becomes more pronounced with an
increasing molar mass dispersity between the two components due to en-
tropic effects [140]. Consistent observations of depressed surface Tg values as
assessed by the same group using SVM were also reported [139], as well as
direct SVM observation of a softening in monodisperse PS films on Si that
were partly scratched by a blade [141].

The results of Kajiyama et al. are in line with the data of Hammerschmidt
et al. who concluded, based on velocity and temperature-dependent LFM
measurements, a lowered surface Tg for PS [30]. These authors also measured
the friction force between a Si tip and a PMMA surface for four different vel-
ocities between 2 and 220 µm s–1. A peak in friction force was observed for
measurements at 25 ◦C, which shifted towards higher velocities at increasing
temperatures. This peak was attributed to the β-relaxation process (compare
Fig. 1). These authors also observed a lower activation energy for this pro-
cess as compared to reported bulk values (50 kJ mol–1 vs. 71–96 kJ mol–1).
However, this process attributed to the β-relaxation occurred at a similar
temperature and a similar frequency as in the bulk, which is apparently in-
consistent with the concluded higher mobility at the surface (compare Fig. 2).
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Fig. 25 a Typical lateral force/temperature curves at a given scanning rate. Curves for
PS with Mn = 4900 or Mn = 140 000 at a scanning rate of 1 µm s–1 are displayed. The
bulk Tg values measured by DSC are 348 and 376 K, respectively. b Master curves of the
scanning rate/lateral force relationship for PS films drawn from each curve in Fig. 4. Ref-
erence temperatures of 267 and 333 K have been used for PS with Mn = 4900 and for PS
with Mn = 140 000, respectively. c Semi-logarithmic plots of aT versus the reciprocal ab-
solute temperature (T–1) for PS films with Mn = 4900 or Mn = 140 000. (Reprinted with
permission of John Wiley & Sons Inc. from [140]. © (2004) John Wiley & Sons Inc.)

The experimental work in this early report may have been restricted by the
small range of attainable scan velocities and the limited number of data
points. More recent work, in which among others the rigorous calibration of
the LFM setup, an enhanced range of scan velocities without compromised
noise and data resolution, and the control of all relevant experimental param-
eters have been implemented, confirm some of these early observations (see
below).

Importantly, the paper by Hammerschmidt and co-workers successfully
utilized a means to convert the scan velocities to frequencies by considering
the tip–sample contact length [142, 143]. For temperatures below Tg this ap-
proach can be applied to normalize the scan velocities by simple division of
the velocity by this contact length. This approach also implies that the tip ra-
dius is a decisive factor in determining the frequency of the experiment for
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constant experimental conditions (temperature, velocity etc.). In fact, by sys-
tematic variations in tip radius, a large range of frequencies can be covered
with a given range of scan velocities. For comparisons with bulk data the
knowledge of the corresponding frequencies is crucial.

As shown in Fig. 26, the friction force vs. velocity relationship assessed for
a 125 nm thick PMMA film depends on the temperature of the experiment, as
reported by Tocha, Schönherr and Vancso. In these experiments the applied
normal forces were limited to ≤1 nN to ensure that the surface of the film
to a depth of ≤2 nm was probed. In addition, care was taken to confirm the
absence of ploughing. A clear maximum is observed that shifts to higher vel-
ocities with increasing temperature, in accordance with the time–temperature
superposition principle (see also Fig. 2).

Data acquired with probes that possessed different tip radii showed
a markedly different behavior. This is evident for selected data shown in
Fig. 27, in which the data was converted to interfacial shear stress vs. fre-
quency by considering the contact area (estimated according to the JKR
model) and the contact length, respectively [46]. Before the conversion to
frequency (data not shown), the data showed no consistent monotonic (or
other behavior). Only after the mentioned transformation is it obvious that
the data acquired with probes with widely different radii belong to dif-
ferent parts of the friction force–velocity phase space. From these data it
becomes evident that a large range of frequencies from Hz to MHz was
probed using tips with different radii. Low frequencies were accessed in ex-
periments with large tip radii, whereas high frequencies were characterized
using sharp probes.

Fig. 26 Semi-log plot of friction force vs. velocity for PMMA film on oxidized sili-
con (thickness 125 nm) measured with an oxidized silicon tip (R = 20 nm) in nitrogen
atmosphere (<5% RH) at various temperatures: 25 ◦C and 5 ◦C. A load of 0.2 nN was
maintained constant during the measurements. The error bars indicate the standard de-
viation of the data analyzed for a given velocity (n = 150)
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Fig. 27 Effect of different tip radii on interfacial shear stress vs. frequency for PMMA film
on oxidized silicon (thickness 125 nm) measured in nitrogen atmosphere (<5% RH) at
26 ◦C (tip radii: a 870 nm, b 150 nm, and c 20 nm). In a, b, and c loads of 2 nN, 2 nN, and
0.2 nN, respectively, were maintained constant during the measurements. The error bars
indicate the standard deviation of the data analyzed for a given velocity (n = 150). SEM
images of the tips with radii (d R = 870 nm, e 150 nm, and f 20 nm). g Observed effect of
different contact pressure on friction force vs. velocity for PMMA films on oxidized sil-
icon (thickness 125 nm) measured with a Si3N4 tip (R = 35 nm) in nitrogen atmosphere
(<5% RH) at 26 ◦C. The error bars indicate the standard deviation of the data (n = 150)
analyzed for a given velocity. The transformation of velocity to frequency was performed
using the procedure introduced in the previous section

In addition to these corrections, the effect of the different contact pressures
(as a consequence of the different tip radii) on the measured relaxations must
be accounted for (Fig. 27g). As shown, for increased load the peak observed
was shifted horizontally to lower velocities. This observation is ascribed to
the effect of the contact pressure exerted by the tip, which hinders locally the
motion of the chain and rotation of the side groups (see below). Thus, the
relaxation shifts to lower frequencies, which is similar to the effect observed
with decreasing temperature (compare Fig. 2). The influence of pressure on
the relaxation temperature was estimated from the value of the activation
energy, assuming a value of 35 kJ mol–1 (for a tip with 20 nm radius). The ap-
proximated increase of the relaxation temperature of 0.5 ◦C MPa–1 is in good
agreement with the effect of hydrostatic pressure (∼0.35 ◦C MPa–1) [41, 145].
Therefore, an increase as high as 20 ◦C can be expected for the same relax-
ation probed with the sharp tip (R = 20 nm), as compared to the large tip
(R = 870 nm) at the same applied force.

The presence or absence of pressure induced shifts in LFM and related
experiments has similar to the question of altered surface Tg’s been a con-
troversial issue in the literature. Dinelli et al. argued that pressure-induced
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changes in the determined Tg can be excluded [146]. The local pressure ap-
plied by an LFM tip was thought to be insufficient to generate a pressure effect
that results in an increase in the apparent Tg. In fact, at a constant velocity,
the apparent Tg was found to decrease and to approach the bulk value with
increasing load. At a fixed load, the apparent Tg was found to decrease, as ex-
pected, and to approach the bulk value with decreasing velocity. Dinelli et al.
assigned the shift in Tg to “the dynamic nature of the experiment” and not to
an actual change in material property, as would be the case for a hydrostatic
pressure. In addition, for very thin PS films (thickness 17–50 nm) no pressure
effects were observed in SMFM measurements [147].

By contrast, an elevation in the apparent glass transition temperature for
PS was reported by Schmidt et al. [148, 149]. This finding was attributed by
the authors to a reduction of the free volume in the polymer due to large
compressive stress beneath the sliding probe. Similarly, for PP, Gracias et al.
reported a Tg that was 20 ◦C higher for a sharp probe as compared to a large
probe due to greater pressure, in accordance with PVT data [150]. In these ex-
periments, the authors did not correct for changes in the contact length which
in turn affect the velocity (see above).

Selected friction force vs. velocity master curves constructed from data ob-
tained in experiments with tips with different radii are displayed in Fig. 28.
The data were shifted according to the time–temperature superposition prin-
ciple to a reference temperature of 26 ◦C to afford the corresponding acti-
vation energies. When compared to bulk relaxations, two relaxations can be
distinguished: one of lower frequency (higher temperature) and one of higher
frequency (lower temperature). These relaxations are attributed to the α and
the β processes in panels (b) and (a), respectively.

The observed peak in Fig. 28a is located in the MHz range, as is evident
after the conversion of velocity to frequency (compare Fig. 27 and [144]) and

Fig. 28 Masterplot constructed according to the time–temperature superposition princi-
ple of friction force vs. velocity for PMMA film on oxidized silicon (thickness 125 nm)
measured a with an oxidized silicon tip (R = 20 nm) and b with an oxidized silicon tip
(R = 870 nm) in nitrogen atmosphere (<5% RH) at various temperatures
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was assigned to the β-relaxation of PMMA. This relaxation is the result of the
rotation of the – (CO)OCH3 side groups around the C – C bonds linking the
side groups to the main polymer chain [41]. The value of the corresponding
activation energy of ∼35 kJ mol–1 is significantly lower than the bulk value
(71–96 kJ mol–1) determined by mechanical and dielectric methods [29]. Fur-
thermore, the frequency of the β-relaxation is significantly higher (106 Hz)
than the frequency detected in bulk measurements (10–100 Hz) at room
temperature [144]. Both the higher frequency and lower activation energy
indicate greater free volume and correspondingly higher mobility at the poly-
mer surface.

The part of the relaxation curve detected at lower frequencies (1–104 Hz)
is attributed to the α-transition. From the changing slope of the curve, the
maximum can be anticipated at around 1 Hz. The curve is expected to possess
a bell shape. However, due to increasing ploughing and plastic deformation
it was impossible to measure the bend at low velocities (frequencies). This
additional component to friction force is known to change the shape of the
relaxation curve [33]. In other LFM experiments published in the literature
these effects have mostly not been appropriately taken into account.

The estimated activation energy of 110 kJ mol–1 observed is significantly
lower than the bulk value (334–460 kJ mol–1) and the relaxation frequency is
noticeably higher compared to the bulk ( f = 1 Hz, T = 26 ◦C and f = 1 Hz,
T = 100 ◦C, respectively) [29]. The overlap of curves characteristic for the
α and β relaxations was observed at a frequency of about 2×104 Hz at
26 ◦C [144], which is noticeably lower in temperature in comparison with
bulk mechanical studies ( f = 2×104 Hz, T = 50 ◦C) [29]. The determined ac-
tivation energy of 60 kJ mol–1 is influenced by both α and β processes due to
their different activation energies and shift factors. Thus, the resultant shift
factor (activation energy) will be a superposition of α and β processes. These
observations of low activation energies and higher relaxation frequencies are
consistent with the reported greater free volume at the polymer–air inter-
face [151].

The combined approach of a high velocity actuator and control of tip–
sample contact length allowed Tocha et al. to probe the α and the β relax-
ations of PMMA at 26 ◦C, which is significantly below the bulk Tg [144]. The
central advantage of this method, as compared to the friction force studies
carried out at variable temperature only, is that significant artifacts due to
changes in the materials properties (Young’s modulus, adhesion, scratch re-
sistance) associated with the glass transition can be circumvented. For PMMA
a fully consistent picture has thus emerged, in which significantly lowered ac-
tivation barriers and increased frequencies coincide, as expected based on the
time–temperature superposition principle.

Consistent with this interpretation is the report by Hammerschmidt et al.
who studied the effect of water on the friction force measured, among other
materials, on PVOH films. The friction data acquired at different scan veloci-
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ties was converted to frequency as discussed above by dividing the velocity
by the tip–sample contact diameter. Water was found to act as a plasticizer
for PVOH, as expected. The temperature at which a particular relaxation oc-
curred was lowered with increasing water content, which is equivalent to
decreasing relaxation times [143].

Deviations from behavior that would be expected on the basis of the time–
temperature superposition principle were attributed to triboheating effects.
The energy dissipated in the contact between tip and sample was assumed
to locally increase the temperature, which explains the observed decrease
in friction force with increasing scan size (0.2–150 µm) for the scan rates
less than ∼500 µm s–1 in LFM measurements on gelatin films. It was further
demonstrated that the heating effect could cause position shifts in a friction
peak (which was presumed to be the glass transition of the gelatin film) [152].

Similarly, in PtBuA, the friction vs. velocity peak observed in LFM experi-
ments was found to shift towards higher scan rates as the external load was
increased. Similar friction peaks shifted to the low-temperature side when
the external load was increased or the scan size decreased. In all cases, the
observed shifts in the friction peak are consistent with an effect from heat-
ing [153].

3.3
Thin Films and Confinement Effects

As mentioned in Sects. 1 and Sect. 3.2, polymer relaxations can be affected
by confinement effects and the presence of interfaces. Depressed or elevated
Tg’s in ultrathin films exemplify this effect [10, 11]. In addition, it has been
reported, for instance, that the structural, material, and transport properties
become increasingly dominated by interfacial, conformational, and dimen-
sional constrains, when the thickness is reduced to the sub-100 nm scale [146,
154, 164]. For such ultrathin films, depending on the thickness, crystallization
kinetics and degree of crystallinity [8, 155, 156], phase behavior [157–159],
morphology [160], permeability [7], or dewetting [9] may be altered, among
other properties.

The interface of polymer films with vacuum or air results according
to Torkelson and coworkers in increased mobility at this interface [128].
The depth to which this effect can be detected inside the film depends on
nanoconfinement, as elucidated in detailed fluorescence spectroscopy stud-
ies with layered polymer thin films systems. AFM measurements have also
provided novel insight into thin film and confinement effects, i.e. to unravel
how far the behavior of polymers is changed when polymer chains reside for
instance near interfaces or are confined in ultrathin films.

In a detailed study on the effect of film thickness on the glass transi-
tion temperature, Fryer et al. acquired data with scanning thermal probe
microscopy and compared these with ellipsometry measurements. The ad-
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vantage of using different methods is obvious since changes in complemen-
tary properties are being detected. In ellipsometry the thermal expansion of
the film is assessed, while scanning thermal probe microscopy probes e.g. the
change in film modulus via the cantilever deflection induced by the thermal
probe [161]. As shown in Fig. 29, the cantilever deflects markedly when the
PS film softens, hence the onset of the Tg can be assessed [161].

In Fig. 30, two different scenarios are compared: PS (left) and PMMA
(right) on SiO2 and hydrophobized SiO2. For film thicknesses below ∼50 nm
an altered Tg was detected. In accordance with the ellipsometry data (and re-
ported literature data), non-interacting surfaces and interacting surfaces led
to the depression and the increase in Tg, respectively.

Fig. 29 Plot of the thermal probe deflection vs. temperature measured on a 105 nm
thick film of PS on a hydrophobized substrate. (Reproduced with permission from [161].
© (2000) American Chemical Society)

Fig. 30 Values of Tg determined for PS (left) and PMMA (right) ultrathin films on various
substrates. (Reprinted with permission from [161]. © (2000) American Chemical Society)
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The group of Kajiyama reported, as already mentioned in Sect. 3.2, indica-
tions of a lowered Tg at the film surface. In LFM experiments, a lateral force
peak corresponding to the surface α-relaxation process of segmental motion
was observed at a temperature much lower than the bulk Tg. For thinner films
(3–4 the radius of gyration of the unperturbed chain) the peak on the lateral
force vs. temperature curve broadened out with decreasing film thickness and
eventually split into two peaks. The Tg determined was independent of the film
thickness. On the other hand, the apparent activation energy was altered [162].

By contrast, Ge et al. observed by SMFM for PS films with a thickness be-
tween 17 and 500 nm that the value of Tg is equal to the bulk value and is
independent of the film thickness for thicknesses exceeding 17 nm. In add-
ition, the strength of the substrate-polymer interactions was shown to play no
role. Even a free standing film on a 10 µm hole did not show a different Tg ac-
cording to these data [147], even though ellipsometry data on free-standing
films suggested substantial depressions [163].

Overney and coworkers investigated PS films on hydrogen passivated Si,
as well as on OTS and PVP coated Si. These latter surfaces were chosen as
model surfaces for low interaction interfaces. The reported LFM and shear
modulation mode AFM data suggested that Tg for thick films corresponds to
the bulk value. However, for film thickness below 200 nm, confinement effects
due to the close substrate and the film preparation technique can significantly
alter the phase of polymer. For films thinner than 150 nm, Tg was found to
be elevated. Below 20 nm, no Tg was found. For low interaction interfaces, PS
on PVP and OTS, Tg was independent of film thickness [164]. As shown in
Fig. 31 (left), the friction force measured at constant load decreased when the
film thickness is less than a critical thickness tc1. The adhesive forces (data
not shown here) did not depend on film thickness. The authors show that

Fig. 31 Values of friction force (left) and Tg (right) vs. film thickness determined for PS on
various substrates. (Reproduced with kind permission of Springer Science and Business
Media from [164]. © (2000) Kluwer Academic Publishers)
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such a decrease in friction goes along with an increase in the elastic mod-
ulus, i.e. the PS film is constrained within a boundary regime of thickness
tc1 towards the substrate surface. For films with a thickness between tc1 and
tc2 (boundary regime) the glass transition was found to be elevated (Fig. 31,
right). Below tc2 no glass transition was detected (sublayer regime).

Another example of interfacial confining effects, observed for spin-coated
films of PnBMA was reported by these authors (Fig. 32). For film thicknesses
below 50 nm the Tg was found to be elevated.

These data were rationalized by the occurrence of an increased lateral
disentanglement of polymer chains that is caused during the spin-coating
process. Temperature-driven annealing was deemed to be not successful in
the case of interactive interfaces. Thus, the heterogeneous structure is estab-
lished normal to the substrate and effectively creates a property gradient in
the polymer matrix. For films with a thickness below 150 nm, the Tg increases
with decreasing distance to the substrate interface, while for thicknesses of
20 nm and less a transition is no longer observable.

Work by Wang and Ishida on PVME (thickness 5–400 nm) employing LFM
and adhesion measurements as a function of scanning rate and film thickness
also demonstrated confinement effects. When the film thickness falls below
200 nm, the lateral force of the PVME films decreases with decreasing film
thickness, consistent with the data by Overney et al. on PS (see above), and
becomes less dependent on the scanning rate. Local adhesion measurements
indicate that the adhesion force per unit area increases with the decreasing
film thickness. These results are consistent with each other and point to an
increased polymer stiffness and decreased polymer chain mobility due to the
confinement in the ultra-thin films [165].

Fig. 32 Values of Tg vs. film thickness determined for poly(n-butyl methacrylate). (Repro-
duced with kind permission of Springer Science and Business Media from [164]. © (2000)
Kluwer Academic Publishers)
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For PtBuA (thickness 10–133 nm) Wang et al. reported negligible differ-
ences in the dynamic behavior between the bulk and the free surface of
ultrathin films d > 15 nm. These authors analyzed f –d curves acquired at dif-
ferent temperatures and different probe rates. The adhesion master curves
and shift factors thus obtained showed no dependence on the film thickness.
However, for d < 15 nm samples, a suppression in shift factors was found that
becomes more pronounced as d decreases. These data are consistent with the
existence of an immobile component in the layer of polymer next to the sub-
strate wall and long-range effects from the substrate that influence the surface
segmental mobility [166].

These different reports clearly show that the range of the effects mentioned
may differ depending on the interaction of the polymer with the substrate, the
overall film thickness, but also the sample history and chain entanglements.

3.4
Anisotropy of Friction and Different Wear Modes and Tribological Behavior

Many examples in the literature show that plastic deformation even of glassy
polymers, such as polystyrene, may occur under relatively modest loads in
CM-AFM experiments. As summarized in Fig. 33, the formation of more or
less regularly spaced ridges perpendicular to the fast scan direction is ob-
served in a typical contact mode AFM scan (here the slow scan axis was
disabled). The amplitude of the ridges increases over time (from top to bot-
tom) and it is obvious that instead of analyzing the underlying amorphous
polymer, the surface is being modified by the scanning AFM tip [167].

The time–temperature dependence of the patterns is well described by the
WLF equation, which is typically used to describe viscoelastic behavior of
polymers. The detailed analysis of the data further suggested an increased Tg

Fig. 33 Formation of parallel ridges on PS imaged by CM-AFM under a load of 30 nN.
The slow scan axis (down scan) was disabled hence the vertical axis corresponds to time.
(Reprinted from [167] with permission from Elsevier. © (1999) Elsevier)
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derived from elevated pressure beneath the tip [8]. As alluded to in previous
sections, the onset of plastic deformation may complicate the analysis of fric-
tion forces as ploughing terms need to be considered in addition to interfacial
friction.

On the molecular level, stick-slip motion has been observed, similar to
atomic-scale stick slip on e.g. mica [168] and graphite [169]. An illustrative
example of molecular stick slip for polymers has been reported for friction
forces measured on PTFE [170, 171]. As shown in Fig. 34, the stick-slip mo-
tion corresponds to the molecular corrugations of the PTFE chains. Similar
observations have been reported for polyethylene [172]. For such extended-
chain crystals maximum friction was observed perpendicular to and mini-
mum friction for scan parallel to the chain direction, respectively. This fric-
tion anisotropy can be rationalized in terms of the cobblestone model (inter-
locking asperity model) of interfacial friction described e.g. by Israelachvili
and coworkers [173, 174].

The tip–sample frictional interaction as measured by AFM may also de-
pend upon the molecular/atomic orientation and structure of the interface in
a measurable fashion for materials other than atomically smooth atomic or
molecular crystals [175, 176]. An impressive example of friction anisotropy
was found for a thiolipid monolayer on mica by Liley et al. [177]. These
authors observed a flower-shaped structure, formed by domains with dif-
ferent molecular orientation. The dependence of friction force on scanning
direction suggested that molecules possess a radial tilt, which is directed to-
wards the center of the “flower”.

Fig. 34 Left: lateral force microscopy image of PTFE deposited on muscovite mica show-
ing molecular resolution. Scan size: 10.7 nm×10.7 nm; (scan direction: 55◦ with respect
to the chain direction); right: a typical LFM scope trace showing a friction loop. Scanning
proceeds from left to right on the top line (trace) and from right to left following the bot-
tom line (retrace). Scanning was performed at 66.3◦ with respect to the chain direction.
(Reprinted with permission from [170]. © (1996) American Chemical Society)
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Fig. 35 Lamellar crystals of poly(oxymethylene) with clearly resolved chain fold domains
at the surface of the lamellae defined by the diagonals and the edges of the crystals.
The frictional force within the domains, obtained in AFM experiments, was found to de-
pend on the relative scan direction. (Reprinted from [180] with permission from Elsevier.
© (1994) Elsevier)

Fig. 36 Left: height image of a collapsed PE lamella; right: friction image of the same
PE crystal including schematic drawing of fold direction. (Reprinted with permission
from [174]. © (1999) American Chemical Society)

For polymers anisotropic friction was in particular unveiled at the surface
of lamellar polymer crystals (see Figs. 35 and 36), including poly(oxymethyl-
ene) [174, 178] and polyethylene [174, 179, 180], as well as on oriented PTFE
and PE films [170, 174]. The anisotropic friction for lamellar crystals is ex-
plained by the occurrence of chain-folding oriented preferentially in planes
parallel to the corresponding growing crystal face.

4
Outlook

The recent results and reports in the area of friction of polymers and its
relation to polymer chain dynamics and relaxations, as reviewed above, do
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not only show the renewed interest in important fundamental aspects of
polymer science, but reflect the challenges met and to be addressed in cur-
rent and future technology. This refers in particular to (ultra)thin polymer
films and coatings, as well as polymer-based devices and processes with sub-
micrometer to nanoscale dimensions. As alluded to throughout this article,
interfacial and confinement effects play an increasingly important role on
these length scales. These may become determining factors that are criti-
cal for reliable device performance or error-free fabrication processes, hence
the corresponding effects and phenomena become part of the engineering of
polymer materials in these areas.

It is thus fair to conclude that precise material engineering with polymers
on the nanoscale is only possible with an understanding of the polymer dy-
namics near interfaces. Hence, the characterization and control of thin films
and interfacial boundary layers become vitally important for nanotechnolog-
ical applications, such as nano-electromechanical systems (NEMS) for terabit
thermomechanical storage, protective coatings, adhesives and lubricants that
rely on very specific relaxation and transition properties in sub-100 nm sys-
tems [23, 24, 181]. As shown, the widespread application of proximal scan-
ning probe methods also underlines the importance of (local) probing of
(macro)molecular dynamics, e.g. near the glass transition.

The recent significant progress regarding the instrumental and technical
sophistication of these measurements, including truly quantitative measure-
ments and analyses of the acquired data, controlled tip–sample interactions,
and the realization of a broad range of temperatures and scan rates (also con-
sidering the relation of tip radius and actual frequencies) promise rapidly
progressing insight. These developments are and will be complemented by
implementing increasingly realistic experimental conditions (to be able to re-
late nanoscale and macroscale tribology for instance), including, for example,
controlled chemistry (tribochemistry) and controlled media.

Similarly important are advances and progress in modeling and simu-
lations, which are not within the scope of this review. In general, comple-
mentary AFM experiments and molecular dynamics (MD) simulations now
facilitate the study of contact areas of similar dimensions (since MD recently
increased the number of atoms or molecules involved in the contact), but
still differ drastically in the time scale of the measurements. MD simula-
tions are currently limited to timescales no greater than tens of nanoseconds
and length scales of tens of nanometers, which are insufficient for analyzing
many tribological systems [182]. Similarly, a gap can be identified between
molecular or atomistic models on the one hand, and continuum (e.g. con-
tact mechanics) approaches that describe the deformation between elastic
single asperities on the other hand. Consequently, fundamental aspects of
friction and the mechanisms of energy dissipation are poorly understood on
a first-principles level. Multi-level experiments (from micrometer to nanome-
ter scale) are clearly required to advance the understanding of tribology.
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Work on the necessary bridge between micro- and nanotribology, as well as
atomistic and continuum models has only recently begun to emerge.

It is beyond doubt that the mentioned combination of experiment and the-
ory is critically important to reach any of the targets and aims named above.
The problem of bridging the gap of length and time scales thus not only refers
to AFM-type approaches in relation to polymer dynamics and friction, but
also refers to simulations and the development of a congruent picture that
encompasses both experimental and theoretical results.
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Abstract Measuring the electronic transport properties of single molecules and molecular
nanostructures is an interesting and challenging new frontier from both a fundamental
as well as technological perspective. Conducting atomic force microscopy (C-AFM) rep-
resents an attractive line of approach given its ability to position a sharp electrical probe
with nanometer-scale precision and a controlled nano-Newton-range force. Moreover,
the combination of AFM imaging and C-AFM electrical characterization enables inves-
tigation of the relationship between structure and function in molecular architectures.
The aim of the present review is twofold: (1) to introduce the C-AFM method, alongside
a discussion of experimental practices, capabilities and limitations, and (2) to provide
an overview of the application of C-AFM to different types of molecular systems. These
include alkane-based and oligomer-based self-assembled monolayers, molecular crystals,
conducting polymer films, molecular wires (e.g. carbon nanotubes), and electrically ac-
tive biomolecules. We will also discuss C-AFM approaches that allow single molecule
measurements as well as other recent developments.

Keywords Charge transport · Conducting atomic force microscopy ·
Molecular electronics · Molecular wires · Self-assembled monolayers
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Abbreviations
AFM Atomic force microscopy
C-AFM Conducting atomic force microscopy
CNT Carbon nanotube
I–V Current-voltage
HOMO Highest occupied molecular orbital
LUMO Lowest unoccupied molecular orbital
MWCNT Multi-walled carbon nanotube
NC-AFM Non-contact atomic force microscopy
NDR Negative differential resistance
RMS Root mean squared
SAM Self-assembled monolayer
STM Scanning tunneling microscopy
SWCNT Single-walled carbon nanotube
UHV Ultrahigh vacuum
UPS Ultraviolet photoemission spectroscopy
XPS X-ray photoelectron spectroscopy

1
Introduction

The current drive towards alternative and smaller electrical components has
spawned a great interest in molecule-based electronics [1–6]. Nevertheless,
performing quantitative and reliable measurements of the electrical proper-
ties of molecular nanostructures and single molecules remains a great chal-
lenge. Several approaches have emerged in recent years and notable progress
has been made in the last decade in understanding transport processes in mo-
lecular systems [2, 7]. This progress is a result of advances along three main
fronts:

(1) The development of a broad range of complementary experimental
approaches for electrically interfacing with molecules, including conduct-
ing atomic force microscopy (C-AFM), mechanical break junctions [8, 9],
mercury drop experiments [10–13], nanopore junctions [14–16], crossed
nanowires [17–19], nanoparticle bridges [20, 21] and electromigration-
induced junctions [22–26].

(2) The demonstration of different transport behaviours, such as tunnel-
ing [13, 16, 19, 21, 27, 28], negative differential resistance [14, 29], Coulomb
blockade [22, 23], Kondo behaviour [24–26], and switching [30, 31].

(3) The increased convergence of experimental results with each other [19,
21, 28] and with theory [7, 32, 33].

In this review, we will focus on one method in particular, C-AFM, and
its application to the study of electronic transport in molecules. The aim of
the review is to provide an introduction to the C-AFM method (Sect. 2.1),
a discussion of experimental practices, and an outline of the capabilities and
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limitations of the technique (Sect. 2.2). Furthermore, we will present illus-
trative examples of the application of C-AFM to different types of molecular
systems. With this scope in mind, the review is not meant to be exhaus-
tive in nature, but to be instructive and to provide some perspective about
progress in the field. The discussion will be limited throughout most of the
review to organic systems. Moreover, as self-assembled monolayers (SAMs)
of molecules chemisorbed on metallic surfaces, and alkanethiol SAMs in par-
ticular, have been studied most, these topics will be given greater attention
(Sects. 3.1 and part of 3.2). Other systems that will be considered are short
conjugated molecules, in SAM and nanocrystal configurations (Sect. 3.2),
conducting polymer films (Sect. 3.3), molecular wires (Sect. 4), and electri-
cally active biomolecules (Sect. 5). In the last section (Sect. 6), we will offer an
outlook for upcoming progress in the field.

First, consider the case of measuring electrical resistance in a macroscopic
sample, and how this relates to C-AFM. For a macroscopic sample, the resist-
ance can be measured by using a multimeter with probes or alligator clips
to contact the sample. In its simplest configuration, the multimeter applies
a small voltage between the two probes. The resulting current through the
sample is measured and converted to a resistance via Ohm’s law, R = V/I.
C-AFM represents an extension of this basic concept, where a sharp probe
with a contact area of about 15 nm2 is used to electrically connect to nano-
structures on a sample surface. The counter-electrode is normally a micro-
fabricated wire on the sample surface or a conducting substrate. A voltage is
applied between the electrodes, and the current is measured. With this ap-
proach, the surface topography can be visualized by atomic force microscopy
(AFM) imaging and the probe can be positioned with nanometer-scale pre-
cision. In this manner, C-AFM can be used to interrogate small groups of
molecules (e.g. 30–100), and in some cases, individual molecules.

Similar to the macroscopic case, a further consideration during the meas-
urement is the force applied by the probe. It is important that the force is
strong enough such that electrical contact is established, but soft enough so
that the sample is not damaged. This is achieved in C-AFM by using the
force-feedback electronics which are normally used for maintaining a con-
stant force during AFM imaging. This makes it possible to apply forces in the
nano-Newton range, thus enabling contact to molecular structures without
incurring damage.

The quality of the contact to the sample can also play a role in the meas-
urement. For example, in the case of macroscopic measurements, soldering
may offer a lower resistance and more stable contact than a mechanical con-
tact. At the molecular scale, contacts play a critical role in determining the
transport behaviour [34–36]. The alignment of the electrode Fermi levels
with the HOMO-LUMO levels of the molecules and the nature of the bond
between molecules and electrodes largely determine the magnitude of the en-
ergetic barriers which exist at the molecule–electrode interfaces. For instance,
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alkane molecules with thiol-gold chemicontacts at either end offer a resist-
ance which is two to three orders of magnitude smaller than that for a similar
molecule with a single chemical bond to one electrode and a physical con-
tact to the other [5, 37, 38]. C-AFM readily allows for comparisons between
molecules with different molecule–electrode couplings. In addition, the elec-
trode materials can be varied and their influence on transport studied. The
above described assets make C-AFM a valuable tool for investigating elec-
tronic transport in organic materials.

It should be noted that C-AFM also goes by several other names including:
conducting probe AFM (CP-AFM), current sensing AFM (CS-AFM), scanning
resistance microscopy (SRM), and nano spreading resistance profiling (nano-
SRP); nevertheless, the terms C-AFM and CP-AFM are most commonly used
in the context of molecular electronics. Unfortunately, the lack of consensus
can be a source of confusion and a barrier for finding literature in the field.
Throughout this review, we will refer to the technique by the name C-AFM.

2
Conducting Atomic Force Microscopy

2.1
Basic Principles

Atomic Force Microscopy. As suggested by its name, C-AFM is closely related
to AFM. AFM was first developed in 1986 [39] and is now widely used for
high-resolution measurements of surface structure on a broad range of mate-
rials, from solid-state systems to biomolecules [40–43]. Although the method
is employed to visualize structures on the nanometer scale, the approach is
more akin to touching than it is to seeing. Generally, a microfabricated sili-
con or silicon nitride cantilever with a sharp tip at the end is used to sense the
surface (Fig. 1a). In the most basic mode, the contact mode, the tip is scanned
over the surface and the cantilever is deflected as it passes over topographic
features. The movements of the cantilever are normally monitored by reflect-
ing a laser off the backside of the cantilever and measuring the laser position
with a photodetector. Electrical feedback is used to control a piezo which
maintains a constant cantilever deflection, and hence, according to Hooke’s
law, a constant force between the tip and the sample. As a result, the tip fol-
lows the contours of the sample surface and provides a map of the surface
topography.

Although the contact mode works well on hard surfaces, unwanted dam-
age can sometimes be incurred on more delicate samples such as organic and
biological systems. For soft materials, an alternative imaging mode called tap-
ping mode [44], or intermittent contact mode, is often employed. In this case,
the cantilever is driven to oscillate, and the amplitude of the oscillation is
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Fig. 1 a A schematic diagram of the basic setup used for AFM. b The arrangement used
for C-AFM measurements in the vertical configuration, and c in the horizontal configura-
tion

monitored. In response to tip–sample interactions, the amplitude decreases
when it is brought sufficiently close to the surface. To measure topography,
the cantilever oscillation amplitude is maintained at a constant value while
the tip is scanned over the sample surface.

Conducting Atomic Force Microscopy. In C-AFM, an AFM tip with an
electrically conducting coating is used as a movable electrode in a conven-
tional AFM setup. The tip is brought into contact with the surface at a pos-
ition of interest with a user-specified applied force, which is maintained by
the AFM’s feedback electronics. Current-voltage (I–V) characteristics are ac-
quired at fixed points on the surface by applying a voltage between the AFM
tip and a fixed counter electrode, and measuring the resulting current be-
tween the electrodes. Depending on the system under study, the measured
currents can range from pico-Amperes to hundreds of nano-Amperes. The re-
sistance of the tip–sample junction is often calculated from the inverse slope
of the I–V trace, according to Ohm’s law, at small voltages where the I–V
behaviour is normally linear.

There are two basic configurations for performing C-AFM measurements:
the vertical configuration (Fig. 1b) and the horizontal configuration (Fig. 1c).
In the vertical configuration, a conducting substrate is used as a counter-
electrode. This is normally used for measuring currents through thin films,
especially SAMs. The advantage of this approach is that it does not require
any microfabrication, and is therefore relatively simple to implement. This
approach is used to compare the I–V characteristics of different molecules,
often with only small structural variations between molecules, in order to
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study the influence of the molecular structure on transport. It is also possible
to vary the materials used for the back-electrode and tip in order to study the
role of the contacts in the transport behaviour.

In the horizontal configuration, currents are measured between the AFM
tip and a metallic contact pad on an insulating substrate surface. The nano-
structure of interest bridges the electrode gap between the movable AFM
tip and the contact on the surface. This approach is used for studying
nanostructures such as individual molecular nanocrystals and carbon nano-
tubes (CNT). The contact pad normally consists of a microfabricated wire,
though simpler macroscopic contacts with a well-defined edge produced by
shadow masking can also be used. Because of the need for patterned surface
electrodes, the horizontal configuration is more challenging to implement
than the vertical one. However, given that the method only requires having
a nanostructure contacted by a single surface electrode, it is normally sim-
pler than other types of electrical measurements where the nanostructure of
interest must bridge two or more electrodes with a nanometer-scale spacing
on a surface. In the horizontal configuration, it is also possible to measure the
I–V characteristics as a function of a gate voltage.

It should be noted that C-AFM can also be used for imaging. In this mode,
a constant voltage is applied between the tip and the counter electrode and
the current is recorded while the tip is scanned over the sample surface.
This provides a spatial map of the local sample conductivity. The sample
topography can also be measured simultaneously, making it possible to cor-
relate spatial variations in the conductivity with the topography. Since C-AFM
imaging of this type is based on the contact mode of imaging, it is not suitable
for all types of samples.

Advantages and Disadvantages. One of the strengths of C-AFM is the
ability to image a sample’s structure using conventional AFM, and then use
the AFM tip as a movable electrode to perform I–V measurements selected
areas. The sample can then also be imaged again, following the I–V meas-
urement, to verify that the sample structure was not perturbed during the
measurement. This capability of visualizing structure and measuring I–V
characteristics makes it possible to measure the I–V properties of specific
nanostructures and to study the relationship between physical structure and
electronic behaviour. The ability to measure local electronic properties offers
an advantage over the mercury drop method where very large ensembles of
molecules are contacted. In addition, unlike scanning tunneling microscopy
(STM), samples with insulating regions can be used. The use of the tip as
a second contact also precludes the need for closely spaced contact pairs
on a surface [20–26], which can be challenging to nanofabricate, or for de-
positing a fixed top electrode [15, 31], which may damage the intervening
molecular layer.

A further advantage of C-AFM is the use of force feedback for controlling
the tip–sample separation. As a result, the vertical positioning of the tip is de-
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coupled from the electrical measurements. This is not the case in STM, where
the tunneling current is used for regulating the position of the tip: owing
to the typically unknown electrical properties of the material under investi-
gation, the precise vertical position of the tip with respect to the sample is
often ambiguous. A second advantage of using force feedback for regulating
the force is the possibility of measuring electrical properties as a function
of applied load. This allows for the investigation of the connection between
mechanical and electrical contact, and the effect of compression and defor-
mation on molecular transport.

The greatest disadvantage of C-AFM is the generally unknown atomic-
scale structure of the conducting tip apex. This results in a certain level of
ambiguity about the nature of the probe-molecule contact, which often plays
an important role in electronic transport through molecules. It should be
noted that this drawback is shared with most other approaches, since the pre-
cise structure of the contact electrodes at the molecule–electrode interface is
normally not known. This and other challenges associated with C-AFM will
be addressed in the next section.

Intrinsic and Extrinsic Properties. Finally, an important concept to keep
in mind when performing C-AFM measurements is the idea of extrinsic and
intrinsic properties. Extrinsic properties depend on the amount of material
being measured while intrinsic properties do not. When measuring a sam-
ple’s properties, one normally tries to convert an extrinsic measurement to an
intrinsic one so that it is independent of the quantity of material under con-
sideration. For example, when measuring the resistance of a sample, one is
normally interested in the resistivity. This measured quantity is converted by
accounting for the cross-sectional area and length of the sample.

Central to all C-AFM experiments is the measurement of current, usually
as a function of voltage. However, the magnitude of the current itself is not
normally of primary interest since it depends directly on the contact area
which varies from tip to tip. One can estimate the tip’s contact area in order
to convert the measurement to a current per unit area, or current per con-
tacted molecule. However, owing to the difficulty in accurately quantifying
contact areas, this is not always reliable. For example, a comparison of recent
measurements [5] has shown a spread of up to four orders of magnitude for
the estimated current per molecule for the same type of molecule. In add-
ition, efforts to correlate tip dimensions with junction resistance have not
been successful, suggesting that tip contamination plays a large role in tip to
tip variance, at least when performing measurements in air [45].

Instead of estimating the tip–sample contact area, other properties of the
system which are independent of the contact area should be sought. This
normally means measuring the resistance as a function of a controllable pa-
rameter such as the molecular chain length in the vertical configuration, the
distance from the patterned electrode in the horizontal configuration, or the
applied force in either configuration. This makes it possible to extract param-
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eters from the slopes, such as the tunneling decay parameter β which will be
discussed in more detail in Sect. 3.1.

It should also be noted that although the current or resistance depends
on the contact area, useful comparisons can be drawn between measure-
ments performed with the same tip, provided that the tip structure does not
change significantly, or between sets of experiments with large statistical en-
sembles. Such experiments do not provide absolute or intrinsic quantities,
but allow the determination of the relative behaviours of different systems. In
this manner, C-AFM is also useful for screening and comparing the electronic
properties of molecular junctions.

2.2
Experimental Procedures and Practical Considerations

Experimental Challenges. Although C-AFM is conceptually simple, it can be
tricky to apply in practice. There are several reasons for this. Firstly, it is often
desirable to image a sample prior to (and after) I–V measurement, or to image
in the C-AFM mode. Because the optimal choice of cantilever and tip mate-
rial for imaging and I–V acquisition are often different, such measurements
can be problematic. Secondly, once the tip is located over a region of interest,
the tip’s position must remain stationary. Thirdly, one must have good control
over the force applied. And finally, since the current measured largely depends
on the nature of the contact between the tip and sample, the tip’s chemical
composition, size, and shape should be controlled as much as possible. While
some of these challenges are readily addressable, others are not.

One of the distinct advantages of the C-AFM technique is the ability to
visualize surface structures by AFM imaging and then probe the electrical
properties of specific features on the surface. Nevertheless, in practice, there
are limited examples in the literature where AFM imaging has been used in
conjunction with I–V measurement. Instead, many studies use a “blind ap-
proach” method, where a sample is approached at various random locations,
without imaging the area. The latter method is limited to measurements in
the vertical configuration with relatively uniform films such as SAMs. The dif-
ficulties related to imaging and performing I–V measurements in sequence
are largely related to the choice of cantilever spring constant and tip material
for the measurements.

Cantilever Selection. The choice of cantilever depends on the range of
forces that will be applied and the mode of imaging that will be performed.
During C-AFM measurements, it is important that the force applied by the
AFM tip is sufficiently large, so that the there is a stable electrical contact.
Empirically, this usually means applying a force of at least 1–2 nN for mono-
layers [27, 37, 46], although larger loads up to about 50 nN are sometimes
needed for other systems [47]. On the other hand, since the electrical prop-
erties and the state of a system can depend on the amount of force applied,
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it is desirable not to apply too large a force during measurement (unless the
force-dependence itself is under study). One must also be careful not to push
through the molecular film or structure of interest. In the case of the vertical
geometry, this is usually marked by a sharp increase in current if the con-
ductive substrate is contacted. To avoid these problems, minimal loads are
typically used in C-AFM measurements. Small applied forces require a small
spring constant in order to have a relatively large, measurable deflection dur-
ing application of the force. Cantilevers with spring constants in the range of
0.01–0.1 N/m, commonly used for contact mode imaging, can readily be used
to apply forces in the nN range.

However, “soft” cantilevers of this type are only suitable for contact mode
operation. Tapping mode imaging, which is normally necessary for non-
destructive imaging of organic materials calls for a relatively high spring
constant (20–50 N/m). This is to avoid “jump-to-contact” problems due to
attractive forces, which may cause instabilities in the cantilever oscillation.
Therefore, the choice of cantilever depends greatly on the application. In cases
when tapping mode imaging is needed, a compromise must be reached where
an intermediate spring constant is used (e.g. 1–5 N/m). This makes it pos-
sible to image in the tapping mode, and still apply sufficiently small forces
during I–V acquisition. However, given the reduced force sensitivity, small
deflections correspond to relatively large forces. Therefore, one must carefully
measure the force applied during I–V measurement. This entails frequently
monitoring the offset in the measured cantilever deflection when the tip is
far away from the sample. The offset depends on the alignment of the laser
onto the photodetector, and can drift over time. Alternatively, C-AFM meas-
urements can be performed with contact mode cantilevers using the blind
approach. In this case, the force sensitivity during the measurements is im-
proved, but the ability to image the sample is sacrificed.

Sample Drift. One advantage of imaging before and after I–V measure-
ment is the ability to monitor sample drift. Drift is characterized by the
shift in position of the AFM tip relative to the sample over time and de-
pends on the instrument design, thermal effects, and sometimes the manner
in which the sample is mounted. Drift can be reduced dramatically by per-
forming measurements at low temperatures. Benefiting from this increased
stability, low-temperature STM spectroscopy [48] and AFM force versus dis-
tance measurements [49] have been performed over specific atomic sites on
a surface. However, to date, low-temperature C-AFM measurements have not
yet been reported. At room temperature, drift effects can rarely be avoided,
but can be minimized by imaging more quickly, at the cost of signal to noise,
and by waiting for the sample and cantilever to reach thermal equilibrium
after laser alignment. By imaging before and after I–V measurement, one can
verify whether the feature of interest remained at the same position.

Using the blind approach to C-AFM measurement, one cannot directly
monitor the drift. In this case, sample uniformity is highly important. In
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a study of variability in C-AFM measurements, Frisbie and co-workers com-
pared the resistance measured over a 5 minute period for a decanethiol
monolayer on smooth (RMS roughness = 0.28 nm) and rough gold (RMS
roughness = 1.33 nm) [45]. They found that as the tip drifted over the sur-
face, the resistance of the rough substrate varied by as much as 2 orders of
magnitude while the resistance on the flat substrate was considerably more
stable. Furthermore, it was observed that the variations in resistance for the
rough substrate were mainly where the piezo height changed significantly, i.e.,
where there were large topographic variations. The different resistances are
probably the result of increased disorder in the SAM on the rough substrate,
lateral forces between the tip and sample as the tip drifts over the rough sur-
face, and possibly, contact with different parts of the tip while probing the
peaks and valleys of the rough surface.

Variability and Procedures for Reducing Variability. The primary source
of variability in C-AFM measurements is the difference in the tip–sample con-
tact from tip to tip. This can arise due to variations in contact area, wear,
and contamination. Frisbie et al. showed that resistance measurements on
decanethiol SAMs vary within an order of magnitude for single tips, while
measurements with 32 different tips yield a spread in resistance of over
4 orders of magnitude [45]. This variability is quite large; however, one should
bear in mind that the absolute magnitude of the resistance (or current) is of-
ten not of primary interest, unless an estimated contact area is to be used to
calculate a resistance (or current) per area, or per molecule. Generally, the re-
sistance of different samples is measured with the same tip, and the relative
resistances are compared. Provided that there are no significant changes to
the tip structure during the experiments, the tip–sample contact area should
remain nearly constant; or, put in other terms, the measurements are normal-
ized to the same contact area. Experiments with different tips are expected to
have different magnitudes of resistance. Nevertheless, if multiple sets of ex-
periments are performed, where each set is done with one tip, then, despite
having different magnitudes of resistance, the sets should produce similar
sample to sample trends. Therefore, it is generally thought that it is best
to perform sets of experiments with one tip, and then do many sets of ex-
periments to verify reproducibility and reduce the statistical error. To obtain
improved statistics, some experiments have involved performing as many as
several thousand I–V curves [38, 50].

Care must also be taken, however, not to use the same tip for too many ex-
periments since it has been shown that junction resistance can increase by up
to 2 orders of magnitude during extensive use (e.g. 30 experiments, each com-
prised of 20 I–V traces) [45]. Nevertheless, more moderate use (e.g. less than
100 I–V traces) shows little change in resistance. It is likely that the increase in
resistance is due to increased tip contamination over time. To avoid this prob-
lem, it is therefore best to reduce the number of times that the tip comes in
contact with the surface, while at the same time having reasonable statistics.
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This typically means measuring sets of 5–20 I–V curves on a given sample,
potentially at different sample locations, and using the same tip for several
samples. The measurements are then repeated with other tips.

Tip Material Selection. The choice of conducting tip material is also im-
portant. Several types of materials have been used to date, including doped
silicon, metal coatings, doped-diamond coatings, and carbon nanotubes.
Studies have also been performed with chemically modified tips. A summary
of the tip characteristics is provided in Table 1.

Doped silicon tips, although they are reasonably conductive, do not work
well for C-AFM because they readily oxidize in air. This results in an addi-
tional tunneling barrier and a large contact resistance [51, 52]. This is not
a problem for non-contact AFM methods which require a conducting probe,
such as Kelvin probe force microscopy [53], since these methods only require
that the tip can be used to apply a voltage. However, because C-AFM relies
on having a direct electrical contact to the substrate, the silicon tips are not
suitable.

Metal coatings, primarily gold and platinum, are the most frequently used
tip materials for C-AFM measurements. This is mainly because they are
chemically well defined and easy to prepare. The coating is usually deposited
by evaporating a 5–10 nm adhesion layer of chromium or titanium and then
a 100–200 nm film of the desired metal onto a silicon cantilever. The coat-
ing process increases the tip radius from about 5–10 nm to 10–50 nm [27, 45,
54–56]. Cantilevers with metal-coated tips are also commercially available.

Table 1 C-AFM tip characteristics

Tip material Stability during Electrical contact Refs.
imaging

Doped silicon Stable Poor – readily forms
oxide in air

[51, 52]

Metal coating Contact mode –
tip wears easily
on hard surfaces
Tapping mode –
reduced tip wear

Excellent [51, 52, 56]

[52, 56–58]

Doped diamond
coating

Stable Good [51, 56, 63]

SWCNT Some stability issues
Stable for SWCNT
bundles

Poor [64, 65]

Metal coated
SWCNT bundles

Stable Excellent [65]

Short chain alkanethiol
on gold coating

Not tested Excellent, resistant
to contamination in air

[45]
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Metal-coated tips generally form good, low-resistance contacts (hundreds of
Ohms on a metallic substrate) [52, 56]. However, these types of tips wear eas-
ily during contact mode imaging on hard substrates, rendering the tips insu-
lating [51, 52, 57]. As a result, metal-coated tips are frequently used for studies
where the sample is approached at random locations, without imaging. On
the other hand, there are reports of experiments where metal-coated tips
were successfully used for tapping mode imaging and I–V characterization,
suggesting that tip wear is less of an issue in the tapping mode [52, 56–58].
Platinum-iridium is sometimes chosen over gold or other metals because of
its relatively high durability. It should be noted that contact mode and C-AFM
imaging of certain soft, yet robust surfaces such as polymers is possible with
metal-coated tips [59–62].

Boron-doped diamond coatings exhibit a good electrical conductivity and
are highly resistant to wear, making it possible to reliably alternate between
imaging and electrical measurement [51, 63]. However, the contact resist-
ance associated with these tips (about 100 kΩ on a metallic substrate) is
higher than that for metallic tips [56]. This does not pose a problem for re-
sistive samples, but can be an issue for highly conducting samples such as
carbon nanotubes (CNTs), where the sample’s electrical characteristics may
be hidden by the large contact resistance. During imaging, tip contamina-
tion, resulting in insulating behaviour, may sometimes occur; nevertheless,
conducting behaviour can usually be restored by pulsing the bias, induc-
ing large feedback oscillations, or by rinsing the tip in acetone and ethanol.
Conducting diamond-coated tips are commercially available. Still, despite the
advantages related to these tips, they are not widely used owing to their high
costs.

Single walled carbon nanotube (SWCNT) [64] and metal coated
SWCNT [65] tips have also been tested. Both types of tips were produced
by a “pick-up” technique, where vertically oriented SWCNTs are attached to
an AFM tip by van der Waals attraction during tapping-mode imaging [66].
Bare SWCNT tips were at first thought to have good electrical properties for
C-AFM measurements based on I–V traces recorded during immersion in li-
quid mercury [64]. However, it was later found that the ends of the SWCNT
tips do not form good contacts with solid metallic surfaces [65]. In add-
ition, although imaging is possible with SWCNT tips, stability can be an issue.
SWCNT bundles, produced by picking up multiple SWCNTs, show greatly im-
proved stability during imaging, but suffer from the same electrical contact
problems as individual SWCNTs. On the other hand, metal-coated SWCNT
bundles provide a stable, low-resistance electrical contact (about 2.5 kΩ on
a metallic substrate) [65]. Furthermore, unlike metal-coated silicon tips, the
metal-coated SWCNT bundles exhibit good contact behaviour even after 5
hours of continuous C-AFM imaging on a gold surface. Other types of carbon
nanotube tips have also been developed for AFM applications [67], although
their suitability for C-AFM has not yet been tested.
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Ethanethiol (C2) and butanethiol (C4) modified gold-coated tips were
shown to reduce contact resistance and reduce tip to tip variance by a fac-
tor of about 2–4 [45]. The improvements were more pronounced for the C4
modified tips than the C2 modified tips. It is thought that the improved char-
acteristics are a result of reduced contamination effects, with the aliphatic
monolayer displacing existing contaminants and increasing tip hydrophobic-
ity. These results also imply that unmodified tips normally have contamina-
tion layers which are thicker than a C4 layer. This suggests chemical modifica-
tion as an attractive means of providing a chemically defined tip apex under
ambient conditions.

Experimental Conditions. To date most C-AFM measurements have been
performed under ambient conditions. In air, a water layer normally forms
around the tip. Even under low humidity conditions, this layer can be as
thick as 2 nm [68]. The uncontrolled size of the water layer has been cited as
a likely cause of the large variations in junction resistance measured for dif-
ferent tips [45]. To reduce contamination effects, some experiments have been
performed in low-polarity liquids such as toluene [38, 50, 54, 69], cyclohex-
ane [45, 70], and hexadecane [71]. Measurements on alkanethiol SAMs under
cyclohexane have shown a reduction in junction resistance and in tip to tip
variation [45]. This was attributed to a more reproducible solvent layer at the
interface between the tip and sample. The findings are similar to those for
short alkanethiol modified tips operated in air, where the coating of the tip
is thought to reduce surface contamination and, owing to the hydrophobic
nature of the film, lessen the influence of water layers. A handful of C-AFM
experiments have also been performed in vacuum [46, 72–74]. This environ-
ment offers reduced contamination and improved interfaces. However, the
benefits to C-AFM measurements have not yet been studied in detail. C-AFM
experiments may also potentially profit from an inert gas environment. Under
all experimental conditions, the transfer of material between tip and sample
cannot be entirely avoided, but can be reduced by using minimally invasive
procedures (e.g. small forces, tapping mode imaging, etc.).

Adhesion Forces. Finally, an important consideration which is often over-
looked is the magnitude of the adhesion forces during C-AFM measurements.
Adhesion forces are normally monitored by measuring force as a function
of distance. As an AFM tip is pulled out of contact with a surface, adhesion
is marked by a negative (attractive) force which occurs just before the tip
comes free from the surface. Considering once again the benchmark system
of alkanethiols on gold, typical adhesion forces in air are about 10 nN [27, 45].
This means that when a load of 2 nN is applied to the junction, the ef-
fective load is in fact about 12 nN. Unfortunately, the adhesion is not cited
in many experiments, making it difficult to compare the total load on the
sample. In experiments performed under liquids, the adhesion forces are
usually much smaller, making adhesion less of an issue. As a result of low
adhesion forces, an applied force of 12 nN was required for stable meas-
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urements on alkanethiol SAMs in cyclohexane, rather than the 2 nN used
in air [45].

An additional source of adhesion is the capacitive force arising from the
voltage applied between the tip and sample. Treating the tip–sample system
as a capacitor, with capacitance C, the capacitive force FC(z) is given by

FC(z) =–
1
2

∂C
∂z

(V – VCPD)2 , (1)

where z is the separation between the tip and the conducting substrate. The
quantity VCPD is the contact potential difference between the tip and sub-
strate

VCPD =
φtip – φsubstrate

e
(2)

with φtip and φsubstrate being the tip and sample work functions, and e be-
ing the charge of an electron. The capacitive forces can be approximated by
treating the tip apex as a sphere of radius R [27, 75]

FC(z) = πε

[
R2

z(z + R)

]
(V – VCPD)2 , (3)

where ε is the permittivity of the dielectric between tip and the conducting
back-electrode. In other words, the capacitive force depends quadratically on
the applied bias. For most systems, this contribution is minor. For example at
1 V the capacitive force is about 1 nN. However, at larger voltages, the capaci-
tive forces can amount to several nN.

3
Molecular Layers

3.1
Akane-Based Monolayers

Over the last decade, self-assembled monolayers (SAMs) of alkanethiols [76]
have served as the main test bed for studying electrical transport in molecule-
metal-molecule junctions. This is largely because of the ease of preparation of
the SAMs and their well-characterized structure, by various surface analysis
techniques [76–79]. Furthermore, the simple structure of the molecules facil-
itates the interpretation of the results as well as the theoretical modeling of
the system [80, 81].

In terms of electronic properties, it is generally accepted that transport
through alkanethiols and similar aliphatic chains occurs via coherent non-
resonant tunneling [15, 37, 82]. This type of transport takes place when the
energy of the electrons traversing the metal-molecule-metal junction is far
from the molecular energy levels. In the case of alkanethiols, the molecules



Exploring Electronic Transport in Molecular Junctions 171

have a large HOMO-LUMO gap (∼7–11 eV) [16, 18, 80, 81], with the Fermi
energy of the electrical contacts lying within the gap. Coherent nonres-
onant tunneling is common in molecular junctions since the Fermi en-
ergy of the electrodes does not line up with the HOMO or LUMO levels
in most cases.

In C-AFM measurements, SAMs of molecules are electrically contacted
by approaching a conducting tip to a SAM-covered metal surface. Generally,
SAMs form when a molecule’s headgroup has a strong affinity for a substrate,
resulting in a chemisorption of the molecule on the substrate surface. Thiol
groups are commonly used to bind molecules to metal surfaces, although
many other binding groups such as selenium, isocyanide or amine can be
used as well. In the case of alkanethiols on gold, reasonably well-ordered
SAMs are formed with the molecules standing up with a tilt angle of about
30◦. It should be noted that the uniformity of the SAM is highly dependent on
the roughness of the substrate, as well as the cleanliness of the substrate and
solution. Consequently, SAMs, though often ordered on a local scale, can have
defects, grain boundaries, and limited long-range order, resulting in a more
complex structure than is commonly assumed [76, 77].

Sample Preparation. In the C-AFM experiments on aliphatic SAMs, a thin
film (40–250 nm) of metal, such as gold, is deposited by evaporation onto
mica [54, 71], silicon [27, 37], or glass [16, 55, 83]. For the latter two sub-
strates, an adhesion layer of chromium or titanium (3–20 nm) is normally
employed. Ultraflat gold substrates [84–88] were recently used by Frisbie
et al. [45, 70]. These are made according to the template-stripping method
outlined by Blackstock et al., where gold is deposited onto a clean silicon
wafer, glued to another piece of silicon, cured, and then separated from the
initial silicon surface [88].

The SAMs are prepared by incubating the sample in ethanol, toluene, or
hexane solution for at least a few hours. To ensure that the SAM quality is sat-
isfactory, some studies have also included a characterization of the SAMs by
water contact angle measurements [37], ellipsometry [37, 54], STM [38, 54],
and XPS analysis [83]. Evidence that the molecules are upright and not hair-
pinned to the surface was also provided by the electrical measurements which
showed characteristics which scale with molecular length [37]. This is pri-
marily a concern for dithiolated molecules where both ends of the molecule
have an affinity for the surface.

Current-Voltage Behaviour. The first detailed study of metal-supported
alkanethiol SAMs was performed by Wold and Frisbie in 2001 [27]. This work
demonstrated many of the salient features of the system. Firstly, it was shown
that over the ±1.5 V range, the I–V characteristics follow a sigmoidal shape,
with nearly linear behaviour over ±0.3 V (Fig. 2a). Secondly, the resistance of
the junction, calculated from the slope in the linear I–V region, increased ex-
ponentially with the chain-length of the molecule (Fig. 2b). This behaviour is
typical of transport by nonresonant tunneling.
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Fig. 2 a A typical I–V trace for a decanethiol SAM. The inset shows the nearly linear be-
haviour at low voltages. b Semilog plot of the alkanethiol junction resistance as a function
of chain length. Reprinted with permission from [27]. © 2001 American Chemical Society

The basic I–V behaviour is often described in terms of the Simmons model
for coherent nonresonant tunneling through a square potential barrier [89]:
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where s is the barrier width, φ is the barrier height, V is the applied bias,
A is the junction area, e is the electron charge, and m is the electron mass.
This equation is sometimes modified by including a dimensionless parameter
α in the exponential terms to account for the effective mass of the elec-
tron [16, 21]. In the case of a SAM, the barrier width s is normally taken as the
molecular length [16, 90]. This treatment assumes through-bond tunneling,
where the current flows along the alkane chain, rather than through-space
tunneling, where the tunneling is along the shortest path between the metal
surfaces. These two situations differ since molecules in a SAM have a tilt angle
with respect to the vertical. It is generally accepted that through-bond tun-
neling dominates in the alkanethiol system, though through-space tunneling
from chain to chain can contribute, especially for large tilt angles (e.g. during
compression) [91].

Although the Simmons model provides a good fit to the data, care should
be taken in the interpretation of the obtained parameters [37]. Owing to
the simplified nature of the model, the parameters can take on non-physical
values. The problem is thought to lie in the differences between the model,
which only considers a single energy barrier, and the real situation, which is
expected to involve a density of states in the junction, due to mixing between
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molecule and electrode states [34, 92]. The broadening of the molecular states
results in a reduced barrier for transport. Therefore, the barrier φ determined
from the Simmons model is best thought of as an effective barrier [37].

At low voltages, the Simmons model (Eq. 4) reduces to

I =
e2VA

√
2mφ

4π2�s
exp
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–

2s
√

2mφ

�

)
. (5)

This equation is linear in voltage V and therefore reproduces the linear I–V
behaviour in the low bias regime. In addition, the dependence of the current
on the molecular chain length (barrier width) s is predominantly exponential
(the s dependence of the prefactor being slowly varying compared to the ex-
ponential dependence). It is common to write this equation in a simpler form,
in terms of resistance as

R = R0 exp
(
βs

)
, (6)

where

β = 2

√
2mφ

�2 . (7)

The prefactor R0 is the effective contact resistance and β is the tunneling de-
cay factor. Experimentally, these parameters are extracted by measuring the
junction resistance for several alkanethiol chain lengths and plotting the log-
arithm of the resistance as a function of the molecular length (Fig. 2b). The
tunneling constant β is given by the slope of the linear fit while the contact
resistance R0 is given by the y-intercept, i.e. the extrapolated resistance at
a chain length of zero.

Based on this analysis, several groups have measured β. A summary of
β values obtained by C-AFM for alkanethiols, alkanedithiols, and alkylamines
is provided in Table 2. Although there are greater disagreements between
some of the early experiments, later experiments produce similar β values
of about 0.8–1/Å (∼1–1.25 per carbon atom), which is in agreement with
the results of complementary techniques [10, 12, 15, 16, 21, 28]. The increased
convergence of the results over time is probably in part due to progressively
refined experimental practices (see Sect. 2.2). In addition, the very low β value
in the 2002 study of alkanedithiols [93] is now understood to stem from the
use of small gold nanoparticles as intermediate contact points between the tip
and the molecules. The approach, which will be discussed in more detail at
the end of the section, initially produced some discrepancies because of size
effects in the gold nanoparticles [50, 94]. Nevertheless, more recent measure-
ments with larger nanoparticles have produced results which are in line with
other experiments, thus demonstrating the validity of the method.

Effect of End Groups. To study the influence of the molecule–electrode
bonding on transport, several molecular end-group configurations have been
considered. When performing C-AFM measurements on alkanethiol SAMs,
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Table 2 Compilation of β values for alkanethiols, alkanedithiols, and alkylamines meas-
ured by C-AFM

Molecule type β (/Å) Experimental conditions Refs., year

Alkanethiol 1.16a

0.96a

0.64a

0.94
1.04
0.88
1.07, 0.98b

0.9c

0.76

Ambient
Ambient
Under toluene
Ambient
Ambient
Ambient
Ambient
Ambient
Ambient

[201], 2000
[27], 2001
[54], 2002
[90], 2002
[16], 2004
[37], 2004
[55], 2006
[70], 2006
[21], 2007

Alkanedithiol 0.46

0.88
0.84 (LC),
0.77 (HC)d

Au nanoparticle contact,
under toluene
Ambient
Au nanoparticle contact,
under toluene

[93], 2002

[37], 2004
[50], 2007

Alkylamine 0.97 Ambient [21], 2007

a Converted based on 1.25 Å/methylene [90]
b Based on fitting to the Simmons model (see [55])
c Estimated from a graph and converted based on 1.25 Å/methylene [90]
d LC = low conductance, HC = high conductance. These terms are discussed in the
presentation of the gold nanoparticle contact method at the end of the section.

there is one chemical contact, between the thiol and the substrate, and one
physical contact, between the terminating CH3 and the AFM tip. It has
been shown that alkanedithiols, which can form chemical molecule–electrode
bonds at either end of the molecule, have a contact resistance which is two
to three orders of magnitude smaller than that for singly thiolated alkane
chains [5, 37, 38]. Furthermore, the estimated current per molecule for alka-
nedithiols measured in air and in liquids is comparable [5]. This has not been
the case for measurements on singly thiolated alkanes. These observations
have led to the suggestion that chemical contacts provide a more reliable elec-
trical connection to molecules than physical ones [5, 38].

Other types of chemical contacts have also been considered. Amine-
terminated alkanes were shown to have resistances which are 1 to 2 orders
of magnitude smaller than those in alkanethiols of similar length [21]. On
the other hand, isonitrile terminated alkanes showed a reduction in the con-
tact resistance of only 10% in comparison with alkanethiols [95]. Another
study considered alkanethiol SAMs with various end groups opposite the
thiol bond [71]. It was found that hydroxyl terminated alkanethiols had a con-
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tact resistance which is about 10 times smaller than methylene terminated
alkanethiols, while amine terminated alkanethiols had a contact resistance
which is about 10 times larger. It should be considered, however, that differ-
ences in the structures of the SAMs, which have not been characterized in
detail, may also contribute to the measured resistance [71].

Recent experiments have shown that β is similar for alkanethiols and dithi-
ols (see Table 2). The alkylamines produced a slightly higher β value, although
the reason for this is unclear, especially in light of the improved conductivity,
which would seem to indicate an increased tunneling efficiency [21].

Effect of Electrode Material. The choice of electrode material was also
shown to have a large influence on contact resistance. Alkanethiol and alka-
nedithiol SAMs contacted by different combinations of gold, platinum, and
silver electrodes were considered by the Frisbie group. It was found that the
contact resistance varied over about 2 orders of magnitude, depending in
the electrode material, with the contact resistance decreasing with increasing
metal work function (Fig. 3a) [37, 95]. This result indicates that higher elec-
trode work functions give rise to lower transport barriers. It also suggests
that the Fermi level of the electrodes is closer to the molecule’s HOMO than
LUMO, which implies hole tunneling as a likely mechanism [37, 95]. This can
be understood in terms of an energy level diagram (Fig. 3b). Junctions with
two different electrode materials did not depend on whether the tip metal or
substrate metal were interchanged. In either configuration, the contact resist-
ance took on an intermediate value in between those for the two related single
metal junctions. This result is surprising in the case of the singly thiolated
alkanes since it suggests that physical and chemical contacts are similarly af-
fected by changes in electrode work function. The tunneling parameter β was
found not to vary with electrode material.

Force Dependence. The dependence of the junction resistance on applied
load has also been studied [27, 54, 70]. Wold and Frisbie showed that there

Fig. 3 a A plot of the dependence of contact resistance on electrode work function for
alkanethiol and alkanedithiol SAMs. b An energy diagram showing how a change in
electrode work function results in a change in the effective tunneling barrier (φ → φ′).
Reprinted with permission from [37]. © 2004 American Chemical Society
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are two force regimes which are characterized by different slopes in a log-log
plot of resistance versus applied force. For small loads (e.g. less than 70 nN),
a slope of –0.83 was found, which is roughly in accordance with the Hertzian
contact mechanics model which predicts a slope of –2/3. In the Hertz model,
a spherical tip of radius r indented with a force F into a uniform elastic
medium of elastic modulus K has a contact area given by [96]

A = π

(
rF
K

)2/3

. (8)

Since the resistance is inversely related to the contact area, a dependence of

R ∝ F–2/3 (9)

is therefore expected. At larger loads, the slope was about –7.5. The changed
behaviour at high loads has been attributed to a structural transition in the
SAM, most likely an increase in disorder via the creation of defects [27].
A more in-depth study of the relationship between resistance and force was
recently conducted by the same group [70]. Analysis based on contact mech-
anics was used to estimate the tip indentation depth as a function of load,
and the film modulus (∼50 GPa). The tip–sample contact area during C-AFM
measurement can be estimated by using this value for the modulus in Eq. 8.
For typical tip radii of 10–50 nm [27, 45, 54–56], and a total load of 12 nN
(2 nN applied +10 nN due to adhesion), the contact area is about 6–20 nm2,
which corresponds to 30–100 alkanethiol molecules (based on a complete
alkanethiol coverage of about 5 molecules/nm2 [27]).

In experiments performed under toluene, Cui et al. confirmed the be-
haviour in the low load regime [54]. Interestingly, the resistance in alka-
nedithiols was independent of the applied force, within the range of forces
considered in the study (2–18 nN). This further demonstrates the importance
of the electrode–molecule bonding on molecular junction properties.

Single Molecule Measurements. Finally, we will consider the topic of single
molecule measurements. The Lindsay group has developed a clever method
for probing single molecules embedded in a monolayer film [38, 50, 93]. Their
approach involves inserting isolated dithiolated molecules into a relatively
insulating alkanethiol matrix and then using the protruding thiols as an-
chors for attaching gold nanoparticles, which act as electrical contact pads.
A schematic of the configuration is shown in Fig. 4a. To prepare the samples,
an alkanethiol SAM is first formed on a gold surface. The SAM is then im-
mersed in a dithiol solution, which results in the insertion of the dithiols at
defect sites in the monothiol SAM. In the final step, the sample is incubated
in a gold nanoparticle suspension and then rinsed. The resulting samples
show isolated gold nanoparticles at the surface (see Fig. 4b). C-AFM measure-
ments on the alkanedithiols were performed by contacting the tethered gold
nanoparticles and measuring the I–V characteristics.
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Fig. 4 a A schematic diagram of the basic setup for the nanoparticle contact method.
b A representative AFM image of an alkanethiol SAM on gold, with isolated gold nanopar-
ticles anchored to the surface by alkanedithiols. c A histogram of the conductance.
d Two proposed bonding configurations which are thought to result in the high and low
single molecule conductances. e A more detailed schematic of the experimental system,
including the capping layer around the gold nanoparticle, and the equivalent electric
circuit. Reprinted with permission from [28, 50]. © 2006 and 2007 American Chemical
Society

In this manner, measurements over hundreds of individual nanoparticles
produced families of I–V curves in which most of the curves correspond to
a multiple of a fundamental curve [50]. This behaviour is more easily seen in
a histogram of the conductance (the inverse of the resistance) (see Fig. 4c).
The second peak is in fact the fundamental curve, which is interpreted as the
conductance from a single molecule. The higher conductance peaks, which
are multiples of the second peak, are taken to be due to integer numbers of
molecules in the junction. The first peak, which is not a multiple of the others,
has been interpreted as the conductance from a single molecule in an alter-
nate sulphur-gold contact configuration (see Fig. 4d). The high conductance
(HC) peak is thought to correspond to adsorption on the hollow site of the
gold (111) lattice, and low conductance (LC) peak is thought to correspond to
adsorption on the top site of the gold (111) lattice [28]. Break junction stud-
ies (described below) have shown similar HC and LC conductances [28, 97].
However, in the case of the break junction measurements, it was possible to
observe integer multiples of both HC and LC peaks. In the nanoparticle con-
tact C-AFM study, higher multiples of the LC peaks were not resolved. Based
on the C-AFM measurements, separate β values were obtained for the LC and
HC configurations (see Table 2).

The use of nanoparticles as contacts to molecules is appealing since it
provides a way to contact single molecules reproducibly. However, there
are some difficulties to consider, which are specific to this approach. In
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the first nanoparticle junction experiments, nanoparticles with diameters
of less than 2 nm were used [38, 93]. This led to a very small β value (see
Table 2), which has been attributed to distortions in the I–V traces, caused
by both energy quantization and charging effects (Coulomb blockade) in the
nanoparticles [50, 94]. The most recent work (presented above) showed that
these problems can be reduced by using 5.4 nm diameter nanoparticles [50].
Nevertheless, there still remains a contact resistance associated with the
tip–nanoparticle interface. It was at first assumed that the tip–nanoparticle
contact represents a metallic (ohmic) contact. However, the situation is com-
plicated by the fact that the nanoparticles, in order to prevent coalescence in
solution, have a capping layer of molecules (see Fig. 4e).

An additional concern is stress on the SAM. Since the nanoparticles
(5.4 nm diameter) are small compared to a metal-coated tip (∼40–100 nm
diameter), the pressure (force per area) exerted during the measurement
is relatively large. The experiments are normally performed under toluene,
which reduces adhesion and allows the application of small total forces. How-
ever, to produce appreciable currents, forces of at least 5 nN are required. This
is presumably in order to displace the capping molecules around the gold
nanoparticle. On the other hand, at forces above about 15 nN, the current in-
creases rapidly, possibly due to the nanoparticle pushing through the SAM.
At intermediate forces (5–15 nN), which is the range used for I–V acquisi-
tion, the current remains fairly constant, although it is estimated that the film
is distorted by as much as 0.45 nm. Some variability in the measurements is
also expected to arise from the fact that the dithiolated molecules under in-
vestigation are mainly inserted at defect sites of the SAM, which may allow for
conformational fluctuations [50].

It is also worth considering the current contribution from the surround-
ing alkanethiol molecules. This contribution is expected to be small, given
that the current through the singly thiolated alkanes is about 100–1000 times
smaller than that in the dithiolated alkanes [5, 37, 38]. Based on the Hertzian
contact model (Eq. 8), a 5.4 nm nanoparticle has a contact area of about
2 nm2. This corresponds to about 10 molecules which contribute to the cur-
rent (estimated using Eq. 8 with a total force of 10 nN, an elastic modulus of
50 GPa [70] and an alkanethiol coverage of 5 molecules/nm2 [27]). The use of
larger particles would increase this “background signal”.

Another technique which provides information about single molecule con-
ductance is the C-AFM break junction approach (see Fig. 5) [28, 69, 97]. In
this type of experiment, the tip is brought into and out of contact with an
alkanedithiol SAM under toluene while the conductance (the inverse of resist-
ance) and force are monitored. As the tip is pulled away from the substrate,
the bonds between the tip and the molecules sequentially break down, un-
til the contact is entirely broken. Figure 5b shows the resulting conductance
and force curves which are obtained. The conductance decreases in discrete
steps, while the force decreases in a sawtooth manner. Each discrete decrease
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Fig. 5 a An illustration of the C-AFM break junction concept. b Simultaneously recorded
conductance and force curves with jumps corresponding to molecular breakdown events
in the junction. c Histograms of the conductance and force jumps. Reprinted with per-
mission from [69, 97]. © 2003 and 2006 American Chemical Society

in conductance, and accompanying sharp decrease in force, is interpreted
as a bond breaking event between a single molecule (or small numbers of
molecules), and the tip. A histogram of the conductance, taken from several
hundred measurements, shows two sets of peaks which are multiples of a two
fundamental peaks (one set is shown in Fig. 5c). This is in accordance with
STM break junction studies [28, 98] and the recent C-AFM nanoparticle junc-
tion study [50]. The fundamental peaks are thought to be single molecule
conductances due to different bonding configurations. The jumps in force,
called the breakdown force, also produce a histogram with peaks which are
multiples of a fundamental peak. The fundamental peak is therefore inter-
preted as the force required for rupturing a single molecule–electrode bond.
The peak position of 1.5–1.6 nN is consistent with the force required to break
an Au – Au bond, indicating that the thiolated molecules strip off gold atoms
from the electrodes during the bond breaking [28, 69, 97].

3.2
Short Conjugated Molecules and Oligomers

As we have seen in the previous section, two important features which influ-
ence electronic transport in a metal-molecule-metal junction are: the relative
alignment of the electrode Fermi level with the molecular energy states, and
the nature of the bonding between the molecule and electrodes. The former
determines whether the transport is via resonant or nonresonant tunneling,
and also affects the magnitude of the energetic barriers between electrode
and molecule. The latter largely determines the coupling strength between
the molecule and the adjoining electrodes. In this section, we will explore how
a third feature, the use of conjugated molecular structures, affects transport.
The presence of π-conjugation generally results in an increased delocaliza-
tion of the electronic structure and a reduced HOMO-LUMO gap. States
which span the molecule may act as conduits for electronic transport, espe-
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cially if the state is near the electrode Fermi energy [34]. As a result, notwith-
standing electrode–molecule coupling considerations, conjugated molecules
are expected to exhibit higher conductivities than unconjugated molecules.

Conjugated Molecule SAMs. To date, less work has been done on con-
jugated molecules compared to alkanethiols. Most efforts have focussed on
the SAM configuration. The sample preparation is similar to that used for
alkanethiol SAMs, as outlined in Sect. 3.1. Much like the alkanethiol SAMs,
most of the investigated conjugated molecules exhibit behaviour which is
consistent with nonresonant tunneling. In other words, the molecules pro-
duce sigmoidal I–V curves and exponential length dependencies. It is not
obvious that such behaviour should be expected, however. For example in
oligoacenes, the HOMO-LUMO gap decreases with increasing number of
rings. This should increase the tunneling efficiency as the molecular length is
increased. However, this is not observed, suggesting that the Fermi level of the
electrodes is too far from the molecular levels to significantly affect β [99].

Wold and Frisbie showed that a benzylthiol molecule has a resistance which
is about 10 times smaller than an alkanethiol of similar length [27]. Later stud-
ies measured the dependence of the resistance on molecule length by consid-
ering families of oligophenylenes [19, 46, 72–74, 90] and oligoacenes [19, 99].
The tunneling decay factor β obtained for the conjugated oligomers are shown
in Table 3. These values are significantly smaller than (about half) those
found for alkanethiol SAMs (see Table 2), indicating a higher tunneling ef-
ficiency. A single methylene spacer was used in some of the studies since
this was observed to result in improved monolayer order [46]. Intriguingly,
the inclusion of as few as 2 or 3 methylene spacers in phenylene oligomers
resulted in a dramatic increase in the SAM resistance and the β value (see
Table 3). It was suggested that the decrease in tunneling efficiency is not just
because of the additional barrier posed by the methylene spacers, but also
due to an overall increase in the localization of the HOMO and LUMO lev-
els in the entire molecule [46]. The use of an isocyanide surface linker rather
than a thiol was found to increase the contact resistance by a factor of 3 in
oligoacenes [99]. This is unlike the case of alkanes where isocyanide linkers
decrease the resistance by 10% compared to thiols [95]. The higher resistance
in the isocyanide-bonded versus thiol-bonded oligoacenes was proposed to be
due to a larger offset between the molecular HOMO level and the metal Fermi
energy, as revealed by ultraviolet photoemission spectroscopy (UPS) [99].

In a recent study, a transition from tunneling to field-emission behaviour
was observed in phenylene oligomers at sufficiently high voltages (ranging
from 0.6–1 V depending on the molecule) [19]. The change in mechanism is
marked by an inflection point in a ln(I/V2) versus 1/V plot (for more details
see [19]). The transition voltage was observed to scale linearly with the off-
set between the molecule’s HOMO level and the electrode’s Fermi energy. This
suggests that the C-AFM measurement of the transition voltage can be used to
gauge the tunneling barrier height.
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Table 3 Compilation of β values for various oligomers measured by C-AFM

Molecule β (/Å) Experimental Reference,
type conditions year

Oligophenylene-S 0.42
0.42a

0.55
0.77, 0.54a

Ambient
Vacuum
Vacuum
Vacuum

[90], 2002
[46], 2002
[73], 2002
[74], 2003

Oligophenylene-S
with methylene spacers

1.05a Vacuum [46], 2002

Oligoacene-S 0.51 Ambient [99], 2006

Oligoacene-CN 0.45 Ambient [99], 2006

a Taken from an average of β values for different lengths, estimated by assuming a contact
resistance of 4×104 Ω (see [46])

Single Molecules Experiments. Measurements on individual dithiolated
molecules containing an electroactive nitro moiety, using the nanoparticle
contact method (see Sect. 3.1), showed negative differential resistance (NDR)
behaviour (see Fig. 6) [29]. NDR is characterized by a region in an I–V trace
where the current decreases with increasing voltage. The NDR peak is at
about 1 V with a peak to valley ratio of 2 : 1. Conversely, similar molecules
without the nitro functionalization did not show NDR behaviour. It has been
proposed that the NDR behaviour results from alignment between the incom-
ing electron energy and the potential for a redox process [29, 100].
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Fig. 6 a A schematic of the experimental system, with a dithiolated test molecule con-
tacted by a gold nanoparticle in an alkanethiol matrix, along with the chemical structures
of the test molecules. b Representative I–V curves for molecule 1 (in red and blue), show-
ing a negative differential resistance (NDR) peak, and molecule 2 (in black). The insets B
and C show histograms of the junction resistance for molecules 1 and 2, respectively. Inset
D shows the spread of NDR peak voltages. Reprinted with permission from [29]. © 2002
American Institute of Physics

Further single molecule measurements were performed on a range of
dithiolated oligo(phenylenevinylene)s (see Fig. 7a) [101]. The nanoparticle
contact method was found to be advantageous since not all of the molecules
formed well-ordered monolayers. In the nanoparticle contact approach, the
molecules are inserted at alkanethiol SAM defect sites, which is thought to
force the inserted molecules to stand upright. In agreement with the conven-
tional C-AFM measurements on phenylene oligomers (presented above), sin-
gle molecule measurements showed a 30 fold increase in resistance when two
methylene spacer units were included. Comparison between C-AFM and STM
results showed that the presence of a direct electrical contact at both ends (in
the case of C-AFM) and at one end (in the case of STM) can have an effect on
the transport properties. This was evident for molecule 2 (see Fig. 7a), a dithi-

Fig. 7 a The chemical structures and corresponding bonding structure of four test
molecules. b Charge density plots of HOMO and HOMO-1 levels for molecules 1 and
2 attached to one or two gold contacts. Reprinted with permission from [101]. © 2006
American Chemical Society
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olated oligo(phenylevinylene) with a [2.2]paracyclophane core, where C-AFM
showed a high conductivity and STM showed a low conductivity. This was
supported by electronic structure calculations which showed that the single
contact results in HOMO and HOMO-1 levels which are localized on the up-
per and lower halves of the molecule, respectively (see Fig. 7b). In the case
where the molecule is contacted at both ends, the molecular orbitals span

Fig. 8 a An illustration of the experimental setup used to contact sexithiophene nanocrys-
tals. b An AFM topography image of a sexithiophene nanocrystal contacted by a gold
electrode. c The resistance a function of distance from the surface electrode. d AFM
topography image of two sexithiophene grains separated by a grain boundary. e The re-
sistance as a function of distance from the surface electrode, showing a sharp change
in resistance at the grain boundary. Reprinted with permission from [57, 102]. © 1999
Wiley-VCH and 2001 American Chemical Society
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over the entire molecule. This points to the importance of contacts in defining
the properties of molecular junctions. In other words, contacts do not just act
as an interface to molecular systems, they are an integral part of the system.

Molecular Nanocrystals. The electronic properties of individual molecu-
lar nanocrystals were also studied by C-AFM [47, 57, 58, 102, 103], using
the horizontal configuration (described in Sect. 2.1). Silicon wafers with
a 150–250 nm silicon oxide layer were used as substrates. Gold or platinum
electrodes were patterned by photolithography and electron beam lithography.

To date, this type of measurement has been predominantly performed
on sexithiophene nanocrystals (Fig. 8). Sexithiophene [104–108] is a p-type
semiconductor with a hole mobility similar to that of amorphous sili-
con [109]. Because of this, it is seen as a candidate material for organic thin
film transistors [109] and all-plastic electronics applications [110]. Figure 8b
shows a sexithiophene grain contacted by a gold nanowire. The molecules
were deposited by vacuum sublimation and were found to preferentially nu-
cleate around the gold structures [47, 58]. Measurements of the resistance as
a function of distance from the electrode (Fig. 8c) make it possible to esti-
mate the system’s contact resistance, by extrapolating to zero length [47, 57].
It should be noted that the system’s contact resistance is due to both the tip-
nanocrystal and nanocrystal-contact wire junctions. Interestingly, when simi-
lar measurements are performed across a crystal grain boundary (Fig. 8d),
there is a large change in resistance (about an order of magnitude) across the
boundary (Fig. 8e) [57, 102]. These results demonstrate that grain boundaries
are likely to be the main bottleneck to electronic transport in polycrystalline
organic semiconductors. The grain boundary resistance was also found to
depend on the gate voltage. This is consistent with the presence of trapped
charge at the boundaries which acts as an electrostatic barrier to hole trans-
port [102]. The I–V characteristics of copper phthalocyanine nanocrystals
were also measured as a function of gate voltage [103]. The charge carrier
mobility was determined based on the slope of current versus gate voltage
plots.

Measurements on single sexithiophene crystals in the vertical configura-
tion on a sulphur-treated gold substrate were considered as well [58]. This
made it possible to study the conductance as a function of grain thickness.
These measurements showed, surprisingly, that three layer crystals conduct
about 600 and 30 times more than one and two layer films, respectively.

3.3
Conducting Polymers

Conducting polymers have gathered a great deal of attention for applications in
organic electronics because of their easy processibility, their stability, and the
possibility of tailoring the structure with high precision using cheap and scal-
able methodologies [110, 111]. As a result, thin films of conducting polymers
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are promising materials for applications such as thin-film transistors [112,
113], solar cells [114, 115], light-emitting diodes (LEDs) [116–119], light-
emitting electrochemical cells [120, 121], and light-emitting transistors [122,
123]. Various AFM techniques, including C-AFM, have been employed to sim-
ultaneously map the electronic and morphological properties of such systems
with a resolution down to the nanoscale [53, 124, 125].

Conducting Polymer Films. Lee and Park employed C-AFM in the vertical
configuration to study the electrical properties of poly(3-methylthiophene)
(P3MeT) films with varying doping levels [126]. The conducting properties of
the polymer films were also correlated with their absorption spectra as meas-
ured by near-normal incidence reflectance spectroscopy (NNIRS) [126]. In
particular, the conductivity of P3MeT films, as calculated from the I–V slopes
measured by C-AFM, the film thickness, and the tip–sample contact area, was
shown to decay as the doping level was decreased by electrochemical dedop-
ing. In accordance with this, the P3MeT films’ absorption spectra varied from
a fully doped state with a strong polaron/bipolaron peak to a fully undoped
state for which only a band–gap transition was observed.

In a similar way, the same group has studied the I–V characteristics as
a function of doping in polypyrrole films [127]. As the film’s doping level
was decreased, the I–V curves varied from ohmic to semiconducting, and
eventually to insulating behaviour [127]. Furthermore, studies of polypyrrole
film conductivity and morphology during growth were used to optimize film
preparation conditions. It was found that growth and doping in acetonitrile
proceeded in a more homogeneous and efficient manner with the addition
of a small amount of water [62]. Furthermore, degradation as a result of ex-
posure to air was monitored and shown to result in a gradual decrease in
measured current over the course of days and months. In a separate study, the
electrical conductivity through polypyrrolyl conjugated bonds was estimated
to be at least 5.0×105 S/m. This result was obtained by studying monolay-
ers of N-[11-(trichlorosilyl)undecyl]pyrrole (PNN) chemically adsorbed on
glass through the trichlorosilyl groups [128]. After the monolayer adsorption,
an electro-oxidative polymerization was performed by applying a bias be-
tween two parallel platinum surface electrodes, creating paths of polypyrrolyl
conjugated bonds which were examined by C-AFM [128].

The effect of doping on conductivity has been studied in polyaniline
films as well [129, 130]. Varying the pH revealed that polyaniline films pre-
pared under acidic conditions exhibit an average conductivity of about
50 S/cm, while at pH 5.0 the average conductivity was found to be around
1.5×10–4 S/cm. These studies demonstrate that the degree of protonation of
the monomers significantly affects the chemical nature of polyaniline films,
and consequently their morphologies and electronic properties [131].

C-AFM has also been used to gain insight into the transport proper-
ties of contacts formed by dispersing noble metal nanoparticles on various
conducting polymer films. Such studies revealed that contacts exhibiting
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ohmic characteristics can be formed between gold or silver nanoparticles and
sulphur-containing polymers by simple immersion of polymer films in col-
loidal solutions of the particles [132].

Organic Devices. C-AFM has been employed to study organic LEDs, in an
effort to scale them down for applications such as ultrahigh density displays.
In one study, Hersam and co-workers used C-AFM to address individual pix-
els in OLED arrays [133]. Simultaneous images of topography, current, and
light emission were obtained by using the tip to inject and measure current,
and a photomultiplier to collect the generated light. Lin and co-workers have
explored, with nanoscale spatial resolution, hole transport in the electrolu-
minescent polymer, poly[2-methoxy,5-(2′-ethyl-hexyloxy)-p-phenylene viny-
lene] (MEH-PPV) [134]. From space-charge-limited current analysis of the
I–V curves, mobility values were obtained and fitted to the Poole–Frenkel
equation. Interestingly, the zero-field mobility was found to be two orders of
magnitude larger than that obtained from macroscopic measurements.

In view of its sensitivity to spatial variations in resistance at the nanometer
scale [59], C-AFM has been shown to be a valuable tool for studying conduct-
ing polymer blends which hold promise, for example as charge-injecting elec-
trodes, for optoelectronic devices. The combination of AFM topography and
phase imaging (in the tapping mode) with C-AFM conductivity maps (in the
contact mode) allowed Lal and co-workers to correlate the local charge trans-
port properties of poly(3,4 ethlyenedioxythiophene) (PEDOT)/poly(styrene
sulfonate) (PSS) blends with the molecular superstructure of the blends (see
Fig. 9) [60]. Phase imaging, which involves measuring the shift in phase be-
tween the cantilever excitation and oscillation signals, provides contrast be-
tween materials with different visco-elastic properties [135, 136]. This struc-
tural information can then be correlated with the local electrical transport
behaviour obtained by C-AFM analysis. It has in this way been demonstrated
that the blends have a lamellar structure with charge transport occurring
mainly along the lamella. These results suggest that the efficiency of charge

Fig. 9 A three-dimensional representation of surface topography, with the colour scale
representing current (0–60 pA), for a PEDOT-PSS blend. Reprinted with permission
from [60]. © 2004 Wiley-VCH
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injection at the polymer–metal interface can be enhanced by controlling the
lamellar orientation [60].

An electron donor-acceptor polymer blend of two phase-separated semi-
conductor polymers was also studied by C-AFM, in view of the potential use of
this type of material as the active layer in plastic photovoltaic devices [61]. The
electronic properties of the blends were measured by mapping the current dis-
tribution with nanoscale spatial resolution, and by recording current-distance
(I–z) and I–V characteristics under illumination. In addition, the capacity
of C-AFM to electrically sense phase separated electron donor and acceptor
regions has been demonstrated in reference blends used in organic bulk het-
erojunction solar cells, such as films consisting of a C60 derivative blended
with either poly(2-methoxy-5-(3′ ,7′-dimethyloctyloxy)-1,4-phenylene viny-
lene) (MDMOPPV) or poly(3-hexylthiophene) (P3HT) [137].

More recently Ginger and co-workers demonstrated a method for study-
ing photocurrent distributions with 20 nm resolution. This was accomplished
by aligning a C-AFM probe at the centre of a diffraction-limited laser spot,
which generates enough photocurrent signal to allow imaging at small cur-
rent levels (see Fig. 10) [138]. This technique was employed in the study
of a donor/acceptor solar cell blend of the conjugated polymer MDMOPPV
with the fullerene (6,6)-phenyl-C61-butyric acid methyl ester (PCBM) [138].
Charges were shown to collect mostly at the domain interfaces and, most
interestingly, domains that appeared almost identical in the AFM topograph-
ical image would sometimes have a different appearance in the photocur-
rent images. The authors state that such differences result from variations
in the detailed film structure. These findings confirm that the enhancement
of device performance can be reached through a better control of the film
morphology.

Fig. 10 a A diagram of the experimental set-up used by Ginger et al. for measuring pho-
tocurrents. The photovoltaic blend film is illuminated by a laser which is focused through
a transparent electrode. b The surface topography and c a simultaneously recorded pho-
tocurrent map measured with zero external bias. d The local I–V characteristics recorded
at the three sample locations (indicated in b and c). The inset shows the local I–V char-
acteristics in the absence of illumination, showing much smaller currents. Reprinted with
permission from [138]. © 2007 American Chemical Society
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Polymer-fullerene blends have been studied for applications such as mem-
ory devices as well [139]. In bulk devices, the measured I–V hysteresis of
poly-vinyl-phenol (PVP)-C60 blends was used to perform read, write, and erase
memory operations at high and low frequencies. C-AFM was used to show that
the hysteretic behaviour, which provides the high and low conductance states
used for memory operations, is also exhibited at the nanoscale [139].

4
Molecular Wires

The electrical properties of molecular wires, which for our purposes can be
defined as anisotropic molecular objects whose lengths are more than ten
times their widths, have been extensively studied using different method-
ologies in recent years [4, 6, 140]. There is much interest in these types of
architectures due to their potential to act as quasi-one-dimensional pathways
for charge transport [141–144]. AFM approaches have played a major role in
this field, not only for exploring morphological properties on the nanoscale,
but also to study the electronic properties of the objects under investiga-
tion [53, 145]. C-AFM has enabled the measurement of electrical transport
in molecular wires, in a configuration where the tip is used to probe the
nano-object, which is in contact with a surface electrode, i.e. the horizontal
configuration (see Sect. 2.1 and Fig. 11).

Carbon Nanotubes. Among quasi-1D nanostructures, individual carbon
nanotubes (CNTs) have been investigated most, in view of their interesting

Fig. 11 An AFM image (1 µm×1 µm) of a carbon nanotube contacted by a gold elec-
trode on an insulating substrate. The inset shows a schematic of the experimental setup.
Reprinted with permission from [151]. © 2005 Nature Publishing Group
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electrical properties and their consequent potential use as active components
in electronic devices [56]. To locate the CNTs for I–V measurements, in-
termediate spring constant cantilevers and dynamic AFM modes were used,
providing minimal friction between tip and sample [146]. This is often im-
portant when studying organic or biological architectures at surfaces since
perturbations of the object under investigation can induce structural defor-
mations that in turn will affect electrical behaviour [147].

I–V measurements have been performed at different locations along SWC-
NTs [147, 148]. A small number of SWCNTs exhibited low resistances (∼10 kΩ),
with highly similar values measured at positions 500 nm apart. The low resist-
ance and weak distance dependence suggests ballistic transport [147]. On the
other hand, most SWCNTs showed a nonlinear dependence of resistance on the
distance from the surface electrode. This indicates that the charge transport is
neither ohmic, where a linear dependence is expected, nor entirely ballistic. It
was suggested that the behaviour may be a result of elastic scattering at defect
sites [148]. This situation differs from the case of ohmic transport, where the
behaviour is due to inelastic scattering (e.g. via interactions with phonons). Ex-
periments in the high-bias regime show a linear relationship between resistance
and distance, which is consistent with an increased contribution to resistance
due to electron–phonon interactions [56, 149].

The role of defects has been highlighted in other studies as well [147,
150, 151]. Gomez-Herrero and co-workers have investigated the influence of
defects on the low-bias electrical properties of CNTs by irradiating SWC-
NTs with an Ar+ ion beam [151]. Previous molecular dynamic simulations
suggested that Ar+ collisions create both mono-vacancies and di-vacancies
along the nanotube [152]. However, it was shown, through a combination
of density-functional simulations and Green’s function techniques, that di-
vacancies are the main contribution to the increase in resistance induced by
irradiation. The low voltage resistance was also calculated and shown to fol-
low a similar exponential length dependence compared to the C-AFM data.
These results point to the potential use of ion irradiation as a new way to
tailor the electrical characteristics for future CNT-based devices [151].

The electrical and mechanical properties of the contact between a C-AFM
tip and a SWCNT were also studied, showing that once the electrical contact
is established, the high voltage conductance does not depend on the applied
load [153, 154]. In contrast, for large loading forces (>50 nN), a decrease in
the low voltage conductance is observed. The drop in conductance has been
attributed to a gap opening in the molecule’s band structure as the SWCNT is
radially deformed [154]. Similar experiments on multi-walled carbon nano-
tubes (MWCNTs) showed no significant dependence of the conductance on
applied load, even at loads up to 3000 nN [154].

Other Nanowire Systems. CNTs are widely considered to be good candi-
dates for future device applications. Nevertheless, at present, the degree of
control over the synthesis and processing of CNTs is limited. Consequently,
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the controlled positioning of isolated nanotubes on a surface with well de-
fined and tuneable electrical characteristics is highly challenging. Some alter-
native quasi-1D systems have recently been considered. For example, V2O5
nanowires have been shown to posses high structural definition [155]. The
electrical transport in V2O5 nanowires has been probed with C-AFM as
a function of their length and compared to studies performed with comple-
mentary techniques. The non-linear response of the resistance as a function
of length suggested a non-ohmic transport regime [156]. Furthermore, semi-
conductor and metallic nanowires, have also been studied by C-AFM [118,
157]. The electrical properties of selectively modified CdTe nanowires, for ex-
ample, have been investigated. Thinning of the nanowires was accomplished
by applying a sufficiently high voltage between a conducting AFM tip and
a CdTe nanowire, such that local field-assisted evaporation of the CdTe would
occur. Using this approach, the widths and lengths of CdTe nanowires were
decreased, resulting in increased quantum confinement behaviour [157].

Anisotropic conducting polymer nanostructures have also been of inter-
est, given their easy processability and potential for organic electronic ap-
plications. C-AFM has been employed to investigate individual nanowires
and nanotubes of conjugated polymers, such as polypyrrole [158, 159]. The
nanostructures are prepared by the template synthesis technique, where the
pores of a nanoporous membrane are filled with a desired material by chem-
ical synthesis or electrodeposition [160, 161]. The nanostructures can be
freed by dissolving the membrane. Conductivity measurements were per-
formed by probing isolated nanotubes on a surface [158], or by contacting the
ends of nanotubes which are embedded in the templating membrane [159].

By and large, C-AFM can be employed to study the electrical properties of
isolated anisotropic nanostructures, allowing a better understanding of their
characteristics and paving the way towards their application as active compo-
nents in electronic devices.

5
Bioelectronics

C-AFM has been also used to study biological molecules. The capability to
form of a junction at a precise sample location with a quantifiable contact
force makes C-AFM a valuable tool to cast light on fundamental issues related
to charge flow. Additionally, the notion of incorporating biological molecules
into electronic devices has stimulated great interest due to the wealth of func-
tional building blocks found in nature [162].

Conjugated Biomolecules. Carotenoids, which are known to be responsi-
ble for colour in plants, animals and microorganisms, were one of the first
biological molecules to be studied by C-AFM. These molecules are considered
to be prototypical molecular wires because of the delocalization of the elec-
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tronic states responsible for their optical properties. It has been demonstrated
that a carotenoid molecule chemisorbed on gold and physically contacted to
a conducting AFM tip in a vertical configuration exhibits ohmic electrical
properties with a resistance of approximately 4.2 GΩ, being therefore over 106

times more conductive than an alkane chain having a similar length [163].
Proteins. Charge transport plays a key role in various protein-based bio-

logical processes; the redox-active centres of metallo-proteins, for example,
are involved in photosynthesis and respiration. C-AFM offers a complemen-
tary approach to photochemistry and electrochemistry-based techniques for
studying electron transfer in proteins. Protein-based junctions have also been
investigated by STM [164, 165], in view of the potential for switchable and
diode characteristics of redox-accessible electronic states. The main draw-
back of the STM approach is the lack of control over the electrical contact
and the potential for mechanical perturbations. C-AFM overcomes such lim-
itations through force feedback control, which allows conductivity measure-
ments of protein-electrode junctions under specific applied loads. To avoid
problems with sample drift when locating the proteins on a surface, some
studies used protein-modified tips rather than protein-modified surfaces
(Fig. 12). Using C-AFM, it was shown that the charge flow in the blue cop-
per metallo-protein, azurin, can be well described by a nonresonant electron
transfer process by applying a modified Simmons formula to the experimen-
tal data in the low voltage regime [166]. In addition, a model for protein
mechanical deformation was suggested and simulated by molecular dynamics
in order to interpret the variation of tunneling barrier height.

Similar kinds of studies have been carried out on single ferritin molecules.
Ferritin is a highly stable iron storage protein found in animals, plants and
bacteria. It has generated interest because of its magnetic, electrochemical
and directed assembly properties, and it is currently being investigated as
a material for nanoscale batteries based on electrochemical reduction in the
ferritin core [167]. Ferritin molecules are composed of 24 subunits which are

Fig. 12 A schematic of the two configurations used for protein studies: a using
a protein-modified tip, and b using a protein-modified surface. Reprinted with permis-
sion from [162]. © 2005 Royal Society of Chemistry
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arranged in a spherical configuration, with an 8 nm diameter interior, which
is normally filled with anhydrous ferric oxide-phosphate mineral. The filled
ferritin molecule is referred to as holoferritin, whereas a ferritin molecule
with an empty core is called apoferritin. Electrical conductivity measure-
ments have been performed on single holoferritin and apoferritin molecules
by C-AFM. It was found that holoferretin is 5–15 times more conductive than
apoferritin, which suggests that the core is significantly more conductive than
the shell [168]. A Fowler–Nordheim tunneling model was shown to better
describe the probed electron tunneling when compared to the low voltage
Simmons theory [89]. Fowler–Nordheim tunneling theory is applicable when
the bias applied is larger than the barrier height, while the Simmons model
applies when the applied voltage is less than the barrier height. Therefore the
better fitting of the Fowler–Nordheim model is an indication of a low barrier
height between the gold contacts and the ferritin molecules [168].

DNA. A great effort in the field has been devoted to the investigation of
electron transport in DNA [169]. Such studies are important because of is-
sues related to radiation damage and repair [170], as well as for the potential
use of double-stranded DNA in molecular electronics [171] and biosensor ap-
plications [172]. In recent years, double-stranded DNA has been described as
an insulator [173], a semiconductor [174] and a conductor [175] as well as
a superconductor [176]: C-AFM has helped cast light onto this highly debated
issue.

The ability of short strands of DNA (26 base pairs, 8 nm long) to trans-
port electrical current under appropriate conditions has been confirmed by
C-AFM, although an unambiguous mechanism for charge transport has not
yet been identified [177, 178]. Measurements were performed in two config-
urations: on a monolayer of dithiolated double-stranded DNA, and on gold
nanoparticle-linked dithiolated double-stranded DNA, embedded in a single-
stranded DNA monolayer. This latter approach is similar to that employed
by Lindsay and co-workers for measuring the I–V properties of single alka-
nedithiols inserted into alkanethiol SAMs (see Sect. 3.1) [50]; however, in the
case of the DNA studies, up to 10 molecules are contacted at a time [178]. It
was found that covalent bonding to the electrodes played an essential role,
with physical rather than chemical contacts showing no significant measur-
able currents. Similarly, single-stranded DNA was not conductive. By meas-
uring the influence of DNA base pair sequence on its charge transport prop-
erties it was shown that double-stranded DNA behaves as a wide band-gap
semiconductor, with the width of the gap decreasing, and the current increas-
ing, with increasing guanine-cytosine base pair content [179].

The effect of the conformation of DNA bundles (containing from a few
molecules up to 106 molecules) adsorbed on various substrates and the na-
ture of the DNA-electrode contact on the measured conductivity have been
investigated as well [180]. Under most conditions it was found that the DNA
bundles conduct, but are highly resistive. Measurements have also been per-
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formed as a function of applied load [181], and photoinduced conductiv-
ity has been analyzed in self-assembled dye-DNA networks [182]. Overall,
C-AFM has proved its potential as an important technique which can play
a key role in studies of the electronic properties of biological molecules, and
is likely to play a role in the screening of biomolecules for applications in the
emerging field of nanobioelectronics.

6
Conclusions and Future Directions

6.1
Conclusions

Although C-AFM has only been in use for about 10 years, it has already been
applied to many types of molecular systems and has provided a great deal of
insight into the mechanisms governing electronic transport. This versatility
is a result of the fact that minimal microfabrication is required for contact-
ing nanostructures in the horizontal configuration, and no microfabrication
at all is needed for measurements in the vertical configuration. Furthermore,
the electrode materials, the molecular structures, and the molecule–electrode
interactions can all be readily varied and their effects on transport studied.

On the other hand, it should be recognized that C-AFM experiments can
be difficult to perform and often require large sets of measurements in order
to reduce the effects of trace to trace variability. As stated by Reed and
co-workers, “it is easy to perform an ‘incorrect’ measurement” [16]. Nev-
ertheless, as we have seen in Sect. 2, experimental practices are evolving
over time, and with a certain amount of caution, reproducible measurements
can be carried out. It must also be kept in mind that molecular electronics
is still a nascent field, and that measuring electrical transport in molecu-
lar nanostructures remains difficult by any means. In this context, C-AFM
provides unique and valuable information about local electronic properties
under a controlled load, which is complementary to the information provided
by other techniques. Thus, together with these other approaches, C-AFM is
helping to put together different pieces of the molecular electronics puzzle.

In the benchmark system of alkanethiol SAMs, C-AFM showed behaviour
which is consistent with coherent nonresonant tunneling. Furthermore, it
was possible to determine the tunneling decay parameter β and to compare
the contact resistances associated with different electrode materials and mo-
lecular end groups. Based on these studies, it was shown that the contact
resistance decreases substantially with increasing work function, indicating
hole tunneling as a likely mechanism [37, 95]. The choice of end group also
had a large effect of the transport, with alkanedithiols conducting 100–1000
times more than alkanethiols [5, 37, 38]. While the above experiments typ-
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ically involved 30 to 100 molecules, the conductance of single alkanedithiol
molecules was provided by the nanoparticle contact method [38, 50, 93] and
the C-AFM break junction approach [28, 69, 97].

SAMs of short conjugated molecules, owing to their delocalized electronic
structure, showed higher conductances and lower β values than alkanethi-
ols. Interestingly, the inclusion of only 2 or 3 methylene spacers in pheny-
lene oligomers resulted in substantially lower conductances, presumably due
to changes in the overall electronic structure of the molecule [46]. It was
also shown that the conductivity of certain molecules is different when the
molecule is in direct electrical contact with 2 electrodes (in a vertical C-AFM
configuration) or 1 electrode (in an STM configuration) [101]. This was sup-
ported by theoretical simulations which showed that the electrodes can play
a large role in defining the molecule’s electronic structure in the junction.
C-AFM measurements also revealed interesting effects, such as NDR be-
haviour [29].

Horizontal configuration measurements on sexithiophene nanocrystals
showed a large resistance associated with grain boundaries, suggesting that
these are the main bottleneck to transport in sexithiophene films [102].
A similar configuration was employed to investigate the electrical behaviour
of quasi-1D systems, such as CNTs and nanowires, in view of the increas-
ing interest for their application as active components in electronic devices.
C-AFM has been also used to simultaneously map the electrical and mor-
phological properties, as well as the photocurrent response, of conducting
polymers with a resolution down to the nanoscale. Furthermore, C-AFM has
proved to be a reliable tool to cast light on fundamental issues in biology,
allowing the investigation of charge flow across individual biological macro-
molecules.

6.2
Future Directions

Advances related to C-AFM are expected in two main areas: (1) improvements
in the techniques used, and (2) a move towards the investigation of increas-
ingly complex systems and phenomena.

Methods. The greatest difficulty, and source of variability, in C-AFM is the
lack of control over the microscopic details of the tip–sample interface. In
order to have clean and well-defined surfaces, surface science experiments are
often performed under ultrahigh vacuum (UHV) conditions (see e.g. [183]).
Nevertheless, to date there are no reports, to our knowledge, where the
sample preparation and C-AFM characterization were performed entirely in
UHV.

Clean metallic surfaces with atomically flat terraces can be prepared in
UHV by sputtering and annealing, or evaporation [183]. In addition, the de-
position of molecules can be done by gas phase dosing or by sublimation.
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Sufficiently hydrophobic surfaces may potentially remain sufficiently clean
if they are prepared ex-situ and promptly transferred into UHV [184]. Fur-
thermore, tips can be heated in order to remove water layers, or be coated
in situ. Although more challenging, measurements in the horizontal config-
uration can potentially be performed by depositing electrodes by shadow
masking [185–188], in situ, onto an insulating substrate. As discussed in
Sect. 2.2, measurements in liquids, inert gases, and with chemically modified
tips, also offer a more controlled tip–sample interface than ambient condi-
tions, and should be considered further as well.

An additional advantage of using UHV is the possibility of performing
high-resolution AFM imaging in the non-contact mode (NC-AFM) [189].
NC-AFM is a type of AFM measurement where the tip is oscillated and the
frequency of oscillation is used to regulate the tip–sample separation. NC-
AFM in UHV has been used to measure the surface structure of metals [190],
semiconductors [191], and insulators [192] with atomic resolution. It has
also been possible to resolve molecules such as alkanethiols [184], C60 [193]
and PTCDA [194]. Switching between NC-AFM and C-AFM modes may of-
fer the possibility of approaching specific sample locations with molecular-
scale resolution. This would make it possible to correlate the detailed sample
structure with transport properties. It should be noted, however, that the
tip–sample contact area would remain similar to that in other C-AFM ex-
periments, i.e. about 6–20 nm2. The NC-AFM imaging mode is also highly
non-invasive, even less so than the tapping mode. Therefore, it is expected
that the tip and sample structure will remain largely unperturbed during
imaging.

In addition to the cleanliness of the tip, the structure of the tip is also
important. It is essential that the structure remains constant throughout the
experiment and it is desirable, for the sake of quantifying the contact area,
to know what the structure is. A nanolithography method called nanograft-
ing [195, 196] provides an attractive approach which helps address these
issues. Nanografting is used to insert a second type of SAM at defined lo-
cations on a SAM coated surface. This is accomplished by dragging a SAM
coated tip at sufficiently high loads, in order to displace the original SAM
and allow the new molecules to adsorb onto the surface. Using this approach,
Scoles and co-workers showed that it is possible to have two types of SAMs on
the same surface, side by side [197]. They were then able to compare the I–V
characteristics of the two molecules with the same tip conditions. Nanograft-
ing has also been used to create lines of alkanethiols which are imaged and
used to estimate the size and geometry of the tip apex [198], thus providing
a tool for quantifying contact areas in situ.

Variable temperature measurements are another important direction for
future experiments. This type of experiment will help elucidate transport
mechanisms, and may also reveal different and unexpected behaviour. At low
temperatures (e.g. 4.2 K), many molecular systems have been shown to be-
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have as quantum dots, showing single electron charging (Coulomb blockade)
behaviour [22, 23], and in magnetic systems, spin-dependent (Kondo) [24–
26] behaviour. Experiments at low temperatures are also less prone to prob-
lems with sample drift.

Systems. Advances related to C-AFM will also come from applying C-AFM
to new types of systems. As we have seen in Section 3, a large propor-
tion of C-AFM studies were done on alkanethiol SAMs. These experiments
are valuable for determining the effects of specific aspects of the molecular
junction, such as molecule length, electrode material, and end groups. Fur-
ther experiments also considered conjugated cores. Ultimately, it was seen
that the electrodes and the electrode–molecule coupling are integral parts of
molecule-metal-molecule junctions, which have an important effect on the
junction properties. Moreover, the effect of using certain electrode materials
or molecular end groups can be different for different molecules. For ex-
ample, isocyanide surface linkers were shown to increase the resistance in
oligoacenes by a factor of three compared to thiols [99], but reduce the re-
sistance by only 10% in alkanes [95]. Similarly, different electrodes may have
different alignments of their Fermi energies with the molecular levels of dif-
ferent molecules. Therefore, when studying new molecules, it is desirable to
consider a range of end groups and electrode materials, in order to under-
stand and optimize the system behaviour. This type of study can be readily
done by C-AFM, making C-AFM a valuable approach for screening the effects
of different junction components. In addition, single molecule approaches
such as the nanoparticle contact method and the break junction approach are
promising and have only been applied to a few systems to date.

C-AFM can also play an important role in unravelling the electronic prop-
erties of more complex molecular, supramolecular, and biological architec-
tures. Phenomena triggered by external stimuli or agents are also of great
potential interest. For instance, C-AFM could offer direct information on the
dependence of the I–V characteristics of a nanostructure on doping levels.
Alternatively, the use of photoexcitations and charge transfer can also be
explored in electron acceptor-donor systems. Furthermore, in nature, many
complex systems are still poorly understood. One can, for example, foresee
the use of C-AFM to address single enzymes or ion channels.

Finally, the main, largely untapped, advantage of C-AFM is the ability
to correlate structural and electronic properties of nanoscale architectures.
This is highly important given that it is well established that the electri-
cal properties of molecule-based nanostructures strongly depend on their
order at the supramolecular level. Thus, C-AFM can play a fundamental
role in the optimization of the performance of molecule-based devices. In
view of this, C-AFM, and other quantitative scanning probe approaches
which go beyond imaging [125, 199, 200], will ultimately provide an import-
ant contribution to nanoelectronics, and more generally to nanoscience and
nanotechnology.
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Abstract Controlled two-dimensional assembly of organic molecules can be successfully
realized by means of surface nanotemplates that provide surface cues for assembly upon
adsorption. Examples of such templates are nanostructured surfaces and organic porous
networks. In this review, we discuss the formation and use of such templates for con-
trolled molecular assembly. The formation of the organic porous network is typically
based on non-covalent interactions, e.g., hydrogen bonds, dipole–dipole interactions,
metal-organic coordination bonds together with substrate-mediated molecular interac-
tions. The pores of the network can act as hosts for specific organic molecules. The
chemical structure of the molecular building blocks of the porous network has a primary
effect on the shape, size, and chemical reactivity of the cavities. Long-range mesoscale
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reconstructions can also be employed as surface nanotemplates based on the selective
adsorption of atomic or molecular species at specific surface sites. Scanning tunneling
microscopy is the key tool to study the formation of the nanotemplates as well as the
effect of the template in the growth of the ordered organic structures. The reported stud-
ies contribute to build the rationale in the design and fabrication of two-dimensional
organic networks. The topic covered in this review represents an important challenge
in nanotechnology since these findings might have a wide range of applications, e.g., in
electronics, sensing, and bio-recognition.

Keywords Bottom-up approach · Nanostructured surface · Nanotemplate · Organic
porous network · Self-assembly · Surface cues
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1
Introduction

One of the most challenging issues in nanotechnology is the design and
fabrication of arrays of functional nanostructures with controlled size and
shape, precisely positioned on a substrate of choice [1, 2]. In this context, the
bottom–up approach is emerging as a truly promising method for the con-
trolled growth and processing of nanostructured materials. This approach
is based on the concept of (organic) self-assembly [3] or (inorganic) self-
organization [4, 5].

In a typical self-assembly process [6], non-covalent interactions, such
as hydrogen bonds, guide the formation of ordered, well-defined struc-
tures under equilibrium conditions. In crystal engineering, supramolecu-
lar chemists exploit non-covalent interactions to organize molecules within
a three-dimensional crystal lattice [7–9]. To confine the self-assembly pro-
cess to two dimensions, it is best to use a fairly inert crystalline surface (e.g.,
gold or graphite) so that the substrate itself does not strongly influence the
interactions between molecules. In this sense, the substrate is expected to act
as a “spectator”, or simply as a “static template” that does not heavily influ-
ence molecular ordering, since it only provides a regular lattice of atoms on
which to physisorb. The fairly weak lateral and periodic forces exerted by the
surface of choice on the physisorbed molecules guide molecule–molecule in-
teractions in such a way as to form long-range aggregates. Once the desired
ordered monolayer is formed, it may serve as the starting point to build a 3D
molecular crystal [10–14].

Surface nanotemplates [15] are substrates that are artificially or naturally
patterned at the nanoscale, where specific functionalities provide suitable
surface cues that are able to drive the controlled assembly of atomic or mo-
lecular species [16]. By surface cues, we mean either extended defects (e.g.,
steps) or other relatively periodic surface features that can locally influence
molecular adsorption, thus effectively steering the formation of long-range
ordered patterns.

In our description, there are two main groups of surface nanotemplates,
organized as follows: porous networks (often referred to as “nanomeshes”)
and nanostructured surfaces. These two groups differ in the mechanism used
to realize the “templating” effect. Porous networks are able to drive the as-
sembly of guest atoms or molecules into the cavities or at the rims of the
pores. Depending on the size, a single pore can accommodate an individual
molecule or clusters of several molecules. The templating effect of nanostruc-
tured surfaces is based on the selective adsorption of atomic or molecular
species at specific surface sites. Examples of templates based on nanostruc-
tured surfaces are the striped periodic nanograting produced by the partial
nitrogen reconstruction on Cu(001) and oxygen reconstruction of Cu(110)
(discussed in Sect. 3), the self-organization of semiconductor islands on step-
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bunched Si(111) [17, 18], and the ordered growth of magnetic dots on stepped
surfaces [19, 20]. The most powerful and versatile technique to study the as-
sembly of organic molecules at surfaces is scanning tunneling microscopy
(STM). STM allows in situ investigations under a wide range of experimental
conditions, attaining molecular and atomic resolution [21–43].

While the field of self-assembly at surfaces is fairly well established, the
use of surface cues to guide the formation of ordered constructs is still in its
infancy.

The review attempts to describe recent work on the controlled assembly of
organic building blocks, driven by surface templates and investigated by STM.
While we have strived to make it comprehensive, it is by no means exhaus-
tive. The review is organized in two main sections: the first deals with porous
network templates and the second with nanostructured surface templates.

2
Porous Molecular Networks at Surfaces

Organic molecular porous networks, the analogue of inorganic nano-
meshes [44–48], are ordered structures with cavities formed by organic
molecules on top of a solid crystalline substrate. The porous structure can
act as host for other organic molecules. For this reason, these systems are
often named host-guest systems. The building blocks of the pores are held
together by non-covalent interactions, such as hydrogen bonding, Van der
Waals forces, and metal-organic coordination. The pores can be formed by
a single species or by different species. The size of the pores can be tuned by
changing the building blocks so that molecules with different size can be ac-
commodated within the pores. One of the most common host-guest system
is based on the self-assembly of 1,3,5-benzenetricarboxylic (trimesic) acid
(TMA), usually into a porous network with threefold symmetry. However,
in recent years many other kinds of porous networks have been introduced.
Such pores are smaller than any other feature that can be obtained by other
approaches (e.g., e-beam lithography) and in principle can combine chemical
functionality with spatial control.

2.1
Hydrogen-Bonded Networks

2.1.1
TMA and Other Benzoic Acids

TMA consists of a phenyl ring with three carboxylic groups disposed in the
threefold 1,3,5 positions (see Fig. 4), and is therefore considered a model
system for self-assembly in two dimensions. In fact, its molecular struc-
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ture allows the formation of supramolecular architectures, such as two-
dimensional porous networks via hydrogen bonding. After the first pioneer-
ing studies on the self-assembly of TMA performed in ultra high vacuum
(UHV) on graphite [49] and Cu [50] surfaces, porous networks of TMA
were also obtained at the solid/liquid interface [51], and the role of the sol-
vents in addressing self-assembly was also investigated [52]. TMA adlayers
were studied by electrochemical STM on Au(111) [53]. A potential-induced
phase transition, attributed to the interfacial deprotonation/protonation of
the TMA molecules [54], was observed between flat lying molecules orga-
nized into a (4×4) structure and vertically oriented molecules giving rise to
a (2

√
3×4

√
3) adlayer structure. Porous networks at the liquid/solid interface

were obtained also with TMA analogues, such as 1,3,5-tris (ethoxycarbonyl-
methoxybenzene) on HOPG in a mixture of toluene and ethanol [55].

The first works on the self-assembly of TMA in two dimensions date back
to 2002. Griessl et al. [49] studied the self-assembly of TMA on graphite in
UHV. STM investigations carried out at 25 K revealed that TMA can form two
different network structures that are named chicken wire (or honeycomb) and
flower (Fig. 1), both exhibiting threefold symmetry. The two structures can
coexist on the surface, with a coverage ratio that depends on the deposition
conditions, and are found to be stable up to room temperature (RT).

The chicken-wire structure (Fig. 2a) is modeled as composed of sixfold
rings of TMA molecules with a perfect arrangement of the hydrogen bonds.
Each molecule is part of three neighboring rings; a double hydrogen bond
forms between two adjacent molecules. In the flower structure (Fig. 2b), the
hydrogen bonds are formed in the same way within the rings as in the chicken
wire structure, yet in this structure the hydrogen bonds are formed between
three molecules. This results in a close packed structure. Both structures con-
sist of sixfold rings with a hole in the centre. The diameter of the larger holes
is about 1.5 nm. The smaller holes, present in the flower structure into the
rectangles on each side of the hexagon, have a diameter of 0.75 nm.

Fig. 1 STM images of TMA on graphite. a Chicken wire structure (5.4×5.4 nm2,
U = –1.4 V, I = 126 pA) and b flower structure (8.2×8.2 nm2, Vs = –1.4 V, It = 126 pA).
Reprinted with permission from [49]. © 2002 Wiley
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Fig. 2 Schematic pictures of the chicken wire (a) and the flower (b) structures. Reprinted
with permission from [49]. © (2002) Wiley

Interestingly, both TMA networks can act as host systems for guest TMA
molecules, which can be adsorbed on the larger pores. The position of the
guest molecules is different for chicken wire or flower structures. In chicken
wire networks, the TMA guest lies flat on the substrate being placed in an a-
centric position within the pores and bound with two hydrogen bonds to the
molecules constituting the pore. In the flower structure, the guest can be also
placed in an upright position above the ring.

Dmitriev and co-workers reported on the self-assembly of TMA on the
(100) surface of copper in UHV at variable substrate temperature [50]. TMA
was found to assemble into two different structures, depending on substrate
temperature. At low temperature (LT, 200 K), the molecules lie flat on the sub-
strate, with their phenyl rings oriented parallel to the surface. In small islands
(20×20 nm2 sized) most of the molecules assemble into the chicken wire struc-
ture. Other structures, i.e., close-packed islands or pentagonal meshes, were
also found. The difficulty to obtain large islands with chicken wire structure
was attributed to substrate corrugation experienced by the adsorbed TMA
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molecules and to kinetic limitations. At RT, TMA assembles into a striped
phase. The stripes can have four distinct orientations (Fig. 3). In this phase,
TMA is present in the carboxylate form due to the catalytic activity of cop-
per towards the deprotonation reaction. The molecules adsorb with an upright
geometry and are anchored at the surface via the carboxylate. Therefore the
substrate–molecule interactions are stronger, as compared to the LT phase.

Similar results have been recently obtained for TMA on the (111) surface
of silver [56]. On this surface, the honeycomb structure (Fig. 4a) was obtained
by evaporating TMA on a substrate held at 100 K and subsequently an-
nealed at 300 K. Performing further annealing at 420 K led to an irreversible
transformation in a denser structure (quartet, Fig. 4b). Scanning tunneling
spectroscopy (STS), X-ray photoelectron spectroscopy (XPS), and near-edge
X-ray absorption fine structure (NEXAFS) proved that the honeycomb phase
is made of weakly physisorbed molecules whereas the denser phase is made
up of deprotonated molecules, tightly bound to the substrate.

TMA porous networks and TMA/C60 host-guest systems on graphite were
studied at the liquid–solid interface in ambient conditions, using heptanoic
acid as solvent [51]. Heptanoic acid is an ideal solvent for STM studies in so-
lution because of its low conductivity and low vapor pressure. In a first step,
a TMA chicken wire structure was self-assembled on the surface and, subse-
quently, a saturated solution of C60 was added. The C60 molecules were found
to adsorb preferentially on the open pores of the template (Fig. 5). A nearly
perfect geometric match was achieved, since the dimensions of C60 are close
to the pore diameter of the TMA network (about 1 nm). Only a low density of
occupied cavities was observed, probably due to the low solubility of C60 in
heptanoic acid. The presence of the TMA network stabilizes the adsorption
of C60 on graphite. In fact, C60 by itself does not self-assemble on this sur-
face. The C60 molecules are found exactly in the centre of the pores, since this
conformation maximizes the interaction with both the TMA network and the

Fig. 3 STM micrograph of stripes of TMA adsorbed on Cu(100) having four different
orientations. Tunneling parameters: Vs = 0.752 V, It = 0.54 nA. Inset: pristine Cu(100) im-
aged with atomic resolution. Reprinted with permission from [50]. © (2002) American
Chemical Society
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Fig. 4 STM images of a honeycomb and b quartet structure of TMA on Ag(111) formed
after annealing at 300 K and 420 K, respectively. Vs = 0.5 V, It = 0.5 nA. Reprinted with
permission from [56]. © (2002) Wiley

graphite substrate. The relatively low resolution of the STM images suggests
that the C60 molecules are rotating within the pores.

Interestingly, the TMA/C60 system was used to demonstrate RT manip-
ulation of single molecules. Using the STM tip under appropriate biasing
conditions, C60 could be moved from one pore to the adjacent one, leaving the
TMA network unperturbed (nanosoccer experiment, Fig. 5).

A similar approach was used to obtain TMA/coronene host-guest sys-
tems in the liquid phase using highly oriented pyrolytic graphite (HOPG)
as surface [58] (for coronene molecular structure, see Fig. 48). After form-
ing and imaging the chicken wire network (the diameter of the cavities is
about 1 nm) a saturated solution of coronene in heptanoic acid was added. As
shown in Fig. 6, coronene fills all the pores, with the exception of few vacan-
cies. The molecules adsorb with the molecular plane parallel to the substrate
and have a disk-like appearance with a diameter of about 1 nm. Six TMA
molecules of the chicken-wire structure surround each coronene molecule.
The coronene molecules hosted in the network are imaged with two very dis-
tinct contrasts, as highlighted in Fig. 6A. Molecule 1 appears as six bright
lobes, i.e., the six outer benzene rings of the coronene molecule, arranged
around a depression, whereas molecule 2 appears as two concentric rings. In
the former case, a comparable contrast was observed for coronene molecules
directly deposited on HOPG, whereas in the latter case the rings resemble
the highest occupied molecular orbital (HOMO) and the lowest unoccupied
molecular orbital (LUMO) of an isolated coronene molecule, as found from
first principle calculations [58]. These different shapes of the molecule are
the result of a periodic modulation of the adsorbate–substrate interactions
within the cavities, due to a Moiré-like superstructure arising from the su-
perposition of the HOPG substrate and the TMA host network lattices, that
leads to variation in the distance between graphite and the planar coronene
molecules.
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Fig. 5 STM images (A–C 4.6×4.6 nm2). A Single C60 molecule on a TMA network;
B manipulation step: after half the molecule was scanned, the current was switched from
70 to 150 pA; C final result of the manipulation with the molecule moved into the ad-
jacent cavity. D Illustration of the manipulation experiment. Reprinted with permission
from [51]. © (2004) American Chemical Society

The molecules that are bound less tightly to the substrates (type 2
molecules) were found to be free to rotate within the TMA network. The latter
acts as a molecular bearing that stabilizes coronene adsorption from solu-
tion: in the absence of the TMA network “template”, coronene does not form
ordered structures when dissolved in heptanoic acid. The TMA network was
found to be stable upon manipulation of the guest molecules by the STM
tip. The manipulation consisted of removing a molecule from an occupied
site (Fig. 6A,B). Differently from what was shown for C60, it was not possible
to transfer a molecule from one site to another since most of the sites were
occupied.

The steric aspects of the hydrogen bonding were investigated studying the
self-assembly of three isomers of the benzene-dicarboxylic acid: terephthalic
acid, isophthalic acid, and phthalic acid (see Fig. 7) [59]. The experiments
were carried out on HOPG from a heptanoic acid solution. Terephthalic and
isophthalic acid are planar whereas phthalic acid is not (the proximity of the
two carboxylic groups results in out of plane tilting of the benzene core).

For terephthalic and isophthalic acids it was possible to routinely observe
ordered monolayers. Differently from what was observed for trimesic acid
networks, where two-dimensional hydrogen bonds are present, the hydrogen
bond stabilization in this case occurs only in one dimension. No adsorption
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Fig. 6 STM images of coronene guests in a TMA network. A Molecules showing differ-
ent appearance: (1) still standing coronene molecule; (2) rotating (disk-like) molecule.
B Same area after removal of some guest molecules. Vs = 0.8 V, It = 147 pA. Reprinted
with permission from [57]. © (2004) American Chemical Society

Fig. 7 Molecular structures of a terephthalic acid (1,4-benzenedicarboxylic acid), b iso-
phthalic acid (1,3-benzene-dicarboxylic acid), and c phthalic acid (1,2-benzene-dicarb-
oxylic acid); the surface is given by the van der Waals radii of the atoms. Reprinted with
permission from [59]. © (2004) American Chemical Society

was observed for the non-planar phthalic acid. Self-assembly was instead ob-
served from solution of the non-planar 1,2,4,5-benzene-tetracarboxylic acid
(pyromellitic acid), revealing that the non-planar structure was not the only
element responsible for the behavior of phthalic acid, which was explained by
the close proximity of the two carbonyl groups. For steric reasons, only two
or three molecules can be connected in a circular bonding scheme, saturating
all the carboxylic groups of the molecules involved.

TMA self-assembly was investigated on HOPG at the solid–liquid interface
using several fatty acids as solvents: butyric, pentanoic, hexanoic, heptanoic,
octanoic, and nonanoic acids, in order to understand the effect of the sol-
vent [52]. Depending on the solvent used, both the chicken wire and the flower
structure were observed. The chicken wire structure was found for octanoic
and nonanoic acids, whereas the flower structure was observed for butyric,
pentanoic, and hexanoic acids. Both structures were observed when TMA
was dissolved in heptanoic acid. So the general conclusion is that short-chain
acids may stabilize the trimer species in solution, thus, leading to a flower
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structure. On the other hand, long-chain acids stabilize the TMA dimer lead-
ing to a chicken wire structure. The polymorphs structure seems to correlate
with the solubility of TMA in the solvent series, which decreases by increasing
the number of C atoms in the acid. Examples of chicken wire and flower struc-
tures formed at the interface of a saturated solution of TMA in heptanoic and
pentanoic acids are shown in Fig. 8a,b. In both structures, all the carboxylic
groups participate in the hydrogen bond. The main difference is that in the
chicken wire structures the hydrogen bonds always involve two molecules,
leading to a packing density of 0.8 molecule/nm2 for the chicken wire struc-
ture, whereas in the flower structure one third of the bonds involve three
molecules, leading to a packing density of 1.1 molecule/nm2. The pore diam-
eter is about 1 nm for both structures. However, the center-to-center distance
between circular cavities is larger for the flower structure. In the chicken-wire
structure the basic unit is a TMA dimer, whereas in the flower structure it is
a TMA trimer.

Porous networks similar to those obtained from TMA were also built
from 1,3,5-benzenetribenzoic acid (BTB) [60]. Also these studies were car-
ried out on graphite substrates at the solid/liquid interface. To investigate
solvent-induced polymorphism, BTB self-assembly on graphite was carried
out from several solvents: butanoic, pentanoic, hexanoic, heptanoic, octanoic,
and nonanoic acids, 1-octanol, 1-nonanol, 1-decanol, 1-phenyloctane, and
dodecane.

BTB consists of three benzoic acid groups arranged with threefold symme-
try around a central benzene core and can be considered a phenyl-extended
version of TMA. Depending on the solvent, BTB was found to assemble into
two different motifs, differing in packing density and hydrogen bond pattern.
Nonanoic acid and 1-phenyloctane led to an interconnected six-membered
ring structure with a hexagonal cell, similar to the TMA chicken wire struc-

Fig. 8 15×15 nm2 constant current STM image of a TMA monolayer on HOPG in hep-
tanoic acid (a) where the chicken-wire pattern forms, and in pentanoic acid (b), where
the flower structure forms. Reprinted with permission from [59]. © (2004) American
Chemical Society
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ture. In this network, the pores are larger than those of the TMA network
(2.8 nm vs. 1 nm). Butanoic, pentanoic, hexanoic and heptanoic acid, 1-
octanol, 1-nonanol and 1-decanol lead to a network structure with an oblique
cell, where four molecules define a rectangular cavity. The two motifs are
shown in Fig. 10. Both polymorphs are found with octanoic acid and dode-
cane. The packing densities of the rectangular and hexagonal structures are
0.39 and 0.23 molecules/nm2.

As already observed for TMA, fatty acid solvents with a long chain length
stabilize the chicken wire structure. For solvents with functional groups able
to form hydrogen bonds with the solute, a dependence on the dielectric
constant was found. The less dense hexagonal structure was found only for
solvents with a relative dielectric constant lower than 3.

BTB self-assembly was also investigated on Ag(111) in UHV at 250 K [61].
The networks were obtained by sublimation of BTB followed by annealing.
As shown in Fig. 11, depending on the annealing temperature, three differ-
ent phases were observed: a honeycomb network (phase I, at 270–300 K),
1D ribbons (phase II, at 300 K) and close-packed 2D adlayers (phase III, at
420 K). STS revealed that the honeycomb network is composed of uncharged
species, weakly physisorbed at the surface. The other two phases are made
of negatively charged adsorbates, whose surface concentration increases with
increasing annealing temperature. Phase I is a honeycomb porous network
very similar to the TMA network but with much larger pores (2.95 nm vs.
1.1 nm). This pore diameter provides the space to accommodate a single or
several guest molecules. This possibility was explored using the macrocy-
cle mt-33 (which contains a terpyridine and a phenantroline component) as
a guest. Mt-33 was evaporated on the porous network and the surface was
subsequently imaged at 5 K. STM micrographs revealed that the mt-33 was
confined within the BTB pores. Only single species were accommodated in the
cavities, with a flat lying geometry. The guest molecules showed a tendency

Fig. 9 Chemical structure of BTB
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Fig. 10 STM images of the BTB monolayers on HOPG(0001). The superstructure ma-
trices (referred to the hexagonal lattice of every second graphite atoms, lattice constant
0.246 nm and 60◦ as visible in atomically resolved STM images, are given in the insets and
the positions of individual BTB molecules are indicated). a oblique unit cell as obtained
in butanoic through heptanoic acid, 1-octanol, 1-nonanol, and 1-decanol, and b chicken-
wire modification as obtained in nonanoic acid and 1-phenyloctane. For octanoic acid
and dodecane both modifications were observed. 0.3 V ≤ Vs ≤ 1.5 V, 0.1 nA ≤ It ≤ 0.9 nA.
Reprinted with permission from [60]. © (2006) American Chemical Society

to lie close to the rim of the cavities, so as to maximize π–π interactions.
Annealing of the BTB template containing mt-33 determined a transition
to phase II (close packed structure) with release of the macrocycles that
formed dimers, trimers and tetramers. This result is interesting, since it
demonstrates the controlled release of a guest molecule from the BTA net-
work.

Recently, Nath and co-workers showed that the threefold symmetry pat-
terns (flower or chicken-wire), which TMA forms on threefold symmetry
substrates (HOPG in this case), can be broken by introducing an alcohol to
the solution [10, 62]. For example, when using 1-undecanol, the well-known
flower structure is found to be surrounded by a linear pattern, which is
a novel TMA polymorph. This is an interesting type of self-assembled mo-
lecular network (SAMNs), in which TMA and the alcohol co-adsorb on the
surface by exploiting hydrogen bonds and Van der Waals interactions with
two rows of TMA molecules facing each other (ribbon) separated by an al-
cohol lying flat on the surface. The flower pattern is found to be less stable
than the TMA double-ribbon linear pattern, as it slowly disappears during
scanning (Fig. 12).

Besides the already noted aspect of symmetry breaking and co-adsorption,
this pattern is also interesting because it represents a nanoscale structure
with alternating hydrophobic and hydrophilic regions. Changing the length
of the alcohol was expected to modulate the spacing between the TMA tapes.
However, using hexadecanol the distance between the chains decreased by
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Fig. 11 Three different hydrogen-bond motifs resulting from the deposition of BTB
on Ag(111) at different temperature: a phase I (open honeycomb network), b phase II
(1D ribbons), c phase III (close-packed 2D adlayer). Image size: 30×20 nm2. Vs = 0.5 V,
It = 0.5 nA. Reprinted with permission from [61]. © (2006) American Chemical Society

0.14 nm. Indeed, STM images showed that the orientation of the long axis of
the alcohols tilts from ∼90◦ (undecanol) to ∼60◦ (hexadecanol). This result
suggested that not only the length of the alcohol but also the parity of car-
bon atoms in the alcohol chain plays a role in the co-adsorption process. The
latter hypothesis was confirmed testing other solvent pairs: odd alcohols al-
ways formed an almost perpendicular pattern, whereas even alcohols always
formed a tilted pattern. The origin of the parity effect depends on the mo-
lecular structure of the assembly [63–65]. The alkyl chains adsorb with the
zig-zag plane perpendicular to the surface, with every second C atom lying on
the top of the surface. To achieve dense packing, the carbon atoms of neigh-
boring chains should be staggered, with each up atom in one chain next to
a down atom in each of the two neighbors. This condition is achieved only
for odd-numbered alcohols where the two ends point in different directions.
Even-numbered alcohols need to shift by one carbon atom along the chain
to achieve efficient packing. This shift results in the tilt of the alcohol chains
(Fig. 13).
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Fig. 12 a STM images of SAMNs formed by deposition of 1-undecanol and TMA from
a heptanoic acid solution on HOPG. b TMA flower pattern with molecular model. c TMA
linear pattern with molecular model. Vs = –0.8 V, It = 150 pA. Reprinted with permission
from [62]. © (2006) American Chemical Society

Fig. 13 STM images of SAMNs obtained by mixing TMA with 1-hexadecanol (a) and
1-heptadecanol (b) in heptanoic acid solution. Vs = –1.4 V, It = 200 pA (a), Vs = –1.1 V
and It = 200 pA (b). Reprinted with permission from [62]. © (2006) American Chemical
Society

Recently, TMA polymorphs different from the chicken wire and the
flower have been observed, both in UHV on the Au(111) surface and at
the liquid/solid interface on highly oriented pyrolytic graphite (HOPG) sur-
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face [66, 67]. Such polymorphs had been predicted previously [52] but were
never experimentally observed.

A recent UHV STM study of TMA self-assembly on Au(111)-(22×√
3) at RT

has shown that a high number of TMA structures (at least 9) can be formed (de-
pending on surface coverage) and that the chicken wire and flower structures
are only two special cases [66]. Self-assembly was observed to start with the
formation of the chicken wire structure, followed by the formation of the flower
structure. Further increase of the coverage up to 13.4×1013 molecules/cm2

led to seven more structures characterized by an increasing packing dens-
ity (Fig. 14a–i). All the structures appear as hexagonal porous networks, and
could be used as templates to control the adsorption and positioning of new
molecules. The pore diameter for all structures remained 1.1 nm, in agree-
ment with previous results. The interpore distance increased gradually with the
surface coverage from 1.65 to 8.16 nm in steps of 0.93 nm.

All the structures could be described by a unified model, in which the TMA
molecules inside the half unit cells are bound via trimeric hydrogen bonds

Fig. 14 Coverage induced evolution of TMA self-assembling structures on Au(111)-(22
√

3).
Image size: 16.5×16.5 nm2. Reprinted with permission from [66]. © (2007) American
Chemical Society
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and half unit cells connect to each other through dimeric hydrogen bonds.
The ultimate structure, at 1 monolayer (ML) coverage, consists of a close
packed network where all the molecules are bound together with a trimeric
hydrogen bond. An energetic analysis indicated that the minimization of the
energy of the TMA networks at submonolayer coverage was driven by the
maximization of the number of dimeric hydrogen bonds per unit area, which
are lower in energy and then more stable compared to the trimeric ones.

TMA structures other than the chicken wire and the flower have been re-
cently observed at solution/HOPG interface, in pure TMA metastable phases
segregated at the domain boundaries of TMA-alcohol self-assembled mo-
lecular networks (SAMNs) [67]. The evolution of the TMA-alcohol SAMNs,

Fig. 15 Triple- and quadruple-TMA tapes observed at aligned boundaries between
TMA/C17H35OH domains at the heptanoic acid/HOPG interface, with schematic illustra-
tion of the hydrogen-bonding motifs. Image a shows a triple-TMA row. Image b shows
a doubled-dimer row where the TMA dimers are aligned with one another, and image c
shows a quadruple-TMA (doubled-dimer) row where the dimers are staggered with re-
spect to one another. Image areas: 17×17 nm2 (a), 14×14 nm2 (b), 14.2×14.2 nm2 (c).
Tunneling parameters: Vs = –0.8 V, It = 200 pA for all images. Reprinted with permission
from [67]. © (2007) Institute of Physics Publishing
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through dynamic exchange with the solution or lateral dynamics on the sur-
face, accompanies the evolution of the domain boundaries thus fostering the
formation of exotic motifs. Remarkably, triple and quadruple TMA tapes
have been observed where combined dimeric and trimeric, or dimeric and
tetrameric, or dimeric and possibly polymeric bonds exist among the TMA
units (Fig. 15).

The differences in the stability of the TMA tapes have been investigated.
The most stable of the two quadruple tapes is reported in Fig. 15b: it is based
on the doubling of thermodynamically stable TMA dimers [10], in an eclipsed
manner. In the less stable quadruple-TMA (Fig. 15c) doubled dimers have
a staggered configuration. Novel polymorphs, such as the second generation
flower and the previously predicted superflower [52], were found to be located
in enclosed spaces between domains of the TMA-alcohol SAMNs (Fig. 16).
Such polymorphs are stabilized by the geometries created by the bound-
aries between non-aligned domains. The TMA/alcohol network stabilized the
formation of the superflower structure because of the exact lattice match be-

Fig. 16 TMA Superflower structure observed within TMA/C16H33OH SAMNs at the oc-
tanoic acid/HOPG interface. A triangular domain boundary stabilizes the superflower
structure. Image area: 15.2×15.2 nm2. Tunneling parameters: Vs = –1.0 V, It = 300 pA.
Reprinted with permission from [67]. © (2007) Institute of Physics Publishing
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tween the dimer tape and the superflower (lattice constant 0.97 nm). There is
an infinite number of mathematically possible 2D periodic TMA polymorphic
structures. If only dimeric and trimeric hydrogen bonds are considered, the
possible structures can be organized in a homologic order, where the chicken
wire and the superflower structures are the two extremes in terms of order of
generation, i.e., the chicken wire, where only dimeric bonds are present, is the
0th generation and the superflower, where only trimeric bonds are present,
the ∞ generation. Within this homologic order, every subsequent generation
has a larger repetitive unit, i.e., a larger unit cell and, as a consequence, high
generation order structures are less likely to form. The interesting point is
that there is an exception to this scaling law for the homologic order we are
discussing: the unit cell of the ∞ generation is actually smaller than that
of the 0th one. This explains why it was possible to observe the superflower
structure in a structure locked by domain boundaries.

The relevance of the study is that relatively unstable polymorphs of self-
assembled molecular networks can be prepared taking advantage of the sta-
bilizing effect of more stable neighboring phases.

2.1.2
Bi-Component Networks

Honeycomb networks can also be constituted by binary systems. The adsorp-
tion of 1,3,5-tris(4-pyridil)-2,4,-triazine (TPT), that consists of a triazine ring
with three pyridil substituents (see Fig. 17) on HOPG in the liquid phase
(heptanoic acid solution) was observed in binary solutions with TMA or
terephthalic acid (TPA) [68]. TPT by itself provides only a functional group
acting as a hydrogen bond acceptor (thus rendering intramolecular TPT-TPT
hydrogen bonding impossible). TMA and TPA both act as hydrogen bond
linkers. In absence of the linkers, the molecule does not assemble on HOPG.

TMA and TPA both have the possibility to form homo-molecular hydrogen
bonding via the carboxylic groups and are able to self-assemble from solution
into 2D porous networks. A stable co-adsorption of TPT with TMA or TPA,
where TPT acts as a proton acceptor and TMA or (TPA) as a proton donor is

Fig. 17 Molecular structures of 1,3,5-tris(4-pyridil)-2,4,-triazine (TPT), TMA and tereph-
thalic acid (TPA). Gray corresponds to C atoms, red to O atoms, and blue to N atoms.
Reprinted with permission from [68]. © (2005) American Chemical Society
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achieved through N· · ·H–OH bonds. The networks formed by TPT with the
two different linkers are rather different (Fig. 18). Co-adsorption with TMA
leads to a loosely packed structure with sixfold symmetry similar to the TMA
chicken wire structures but with larger pores (2.0 nm vs. 1.6 nm). This net-
work can be considered as a 2D molecular host system with reactive walls,
due to the presence of the free carbonyls of the TMA. Co-adsorption with TPA
leads to a denser packing with a bone-shaped packing motif. In the case of the
TPT-TMA, all the outer nitrogens of the TPT are involved in hydrogen bonds,
resulting in an actual network. In the TPT-TPA network only the basic unit,
consisting of two TPT and one TPA molecules, is strongly hydrogen bonded.
The binding energy for the TMA network is probably larger, since it forms
three hydrogen bonds versus the two of TPA, as highlighted in Fig. 18.

Fig. 18 a STM image of the 2D TPT-TMA network on HOPG. The white circles indi-
cate TMA molecules, the arrows mark the center-to-center distance between two pyridil
groups of TPT. b molecular model of the structure. c STM image of the 2D TPT-TPA
network. d molecular model of the structure. The dashed line indicate N· · ·H–OH net-
works. Bias voltage: between + 0.3 V and 1.6 V, tunneling current 100 pA. Reprinted with
permission from [68]. © (2005) American Chemical Society
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One of the most thoroughly investigated binary systems is perylene tetra-
carboxylic di-imide (PTCDI) and 1,5,3-triazine-2,4,6-triamine (melamine).
The structure formed by PTCDI and melamine (M) is shown in Fig. 19. The
system was chosen because each PTCDI·M pair can form three hydrogen

Fig. 19 Self-assembly of a PTCDI-melamine supermolecular network. Chemical structure
of a PTCDI and b melamine. c Schematic diagram of PTCDI-melamine junction. Dotted
lines represent the hydrogen bonds between the molecules. d STM image of a PTCDI-
melamine network. Inset: Ag/Si(111)-

√
3×√

3R30◦ surface. The vertices and centres of
hexagons correspond, respectively, to the bright (Ag trimers) and dark (Si trimers) fea-
tures in the STM image. Scale bars: 3 nm. e STM image of large-area network, with
domains extending across terraces of the Ag/Si(111)-

√
3×√

3R30◦. Scale bar: 20 nm.
f Schematic diagram showing the registry of the network with the surface. Imaging pa-
rameters for all STM images: Vs = –2 V, It = 100 pA. Reprinted with permission from [69].
© (2003) Nature Publishing Group
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bonds that can lead to highly stable networks (see Fig. 19c). The samples
were prepared under UHV conditions on a Ag/Si(111)-

√
3×√

3 30◦ surface.
The latter was chosen based on previous studies indicating that molecules
such as napthalene tetracarboxylic di-imide diffuse freely on the Ag/Si(111)-√

3×√
3 30◦ surface and form islands where the order is based only on

molecular interactions [69]. The preparation of the network started with de-
position of PTCDI at RT followed by deposition of melamine while the sample
was heated at 375 K. The highly ordered network shown in Fig. 17d,e was
obtained. Melamine is a molecular unit with threefold symmetry and forms
the vertices of the honeycomb network, whereas PTCDI molecules constitute
the straight edges. The pores of the network, larger than those of the TMA
chicken-wire structure, could accommodate up to seven C60 guest molecules.
Increasing the C60 coverage led to an increasing fraction of pores filled with
heptameric clusters. Interestingly, after saturation of the pores, a C60 honey-
comb network formed on the PTCDI/melamine lattice. A further increase of
C60 coverage did not induce any change in the structure, indicating that the
C60 honeycomb network acts as a termination layer. This work demonstrates
that large pore areas can induce the co-location of molecules in nanoscale
vessels.

The same network on the same surface was used as a host for C84,
a molecule 10% larger than C60 [70]. The pores are able to accommodate clus-
ters made up of a number of C84 molecules ranging from 2 to 7, depending
on the coverage. Porous networks of melamine/PTCDI were obtained also on
the Au(111) surface [71]. High resolution images of the pores (Fig. 20a) re-
vealed that PTCDI molecules appear as bright rectangles and melamine as

Fig. 20 a 8.8×8.8 nm2 STM image of the hexagonal PTCDI/melamine network. Vs =
–1.4 V, It = 0.05 nA. b Larger area (98.4×98.4 nm2) STM image showing different areas on
different Au terraces. c Schematic of the PTCDI/melamine network. d Hexagonal network
overlaid on Au(111) substrate. Reprinted with permission from [71]. © (2006) American
Chemical Society
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lower contrast triangular vertices. The preparation of the network is similar
to that described in previous references [69, 70]. The pores are hexagonal and
have common edges (Fig. 20d) and more rarely common vertices. The net-
work is able to host C60 dimers, hexamers, and heptamers, with the hexamers
being the prevalent structures because of their kinetic stability.

Another interesting bimolecular system able to generate a hexagonal
porous network is based on cyanuric acid (CA) and melamine [72]. The
first cyanuric acid-melamine (CA·M) network was created on Ag/Si(111)-√

3×√
3 30◦ under UHV conditions. The CA·M complex is stabilized by three

hydrogen bonds, as shown in Fig. 21. The CA·M network can be prepared
either by sequential deposition or by simultaneous deposition of the two
components. The network has pore dimensions smaller than those of the
PTCDI·M network. This result is particularly important, because it demon-
strates that the characteristic dimensions of the network can be systematically
tailored through the appropriate selection of the component molecules. The
approach has the potential to form a wide range of template structures, with
varying pore dimensions, which are able to trap (host) different molecular
species.

The CA·M network was later obtained on the long-range herringbone re-
construction of the Au(111) surface [73]. In the same work, the self-assembly
of single component CA acid and M monolayers was reported. Combining the
two components on the surface leads to two distinct intermixed phases. One
phase is a honeycomb structure where CA and M are stabilized by triple hy-
drogen bonds and form hexagons containing 3 CA and 3 M molecules (see
Fig. 21). The second structure is composed of smaller honeycomb domains
with different orientations. This work is particularly important since it proves
that the CA·M pattern, as the PTCDI·M one, can be formed both on semicon-
ductor and metal surfaces.

Novel cyanuric acid/melamine networks formed on Au(111) in UHV were
demonstrated [74] and imaged with submolecular resolution. Both CA and
M, when deposited individually, form large islands on gold that are stable up
to 300 K. The two molecules are clearly distinguished in the STM images in
Fig. 22a (CA) and c (M). Simultaneous evaporation of CA and M leads to the
formation of a 1 : 1 network (Fig. 22e). Interestingly, sub-stoichiometric net-
works with M to CA ratio of 3 : 1 were found if CA was deposited after M.
These networks are only present as locally ordered structures. The CA1M3
structure has a lower binding energy compared to that of CA1M1 and can
be considered a step towards the formation of the thermodynamically stable
CA1M1 network. A theoretical model was proposed to explain the hierarchy
of interactions in the bi-component system thus contributing to the rational
synthesis of complex self-assembled systems.

An intermixed adsorbed phase has been recently obtained by sequential
deposition of perylene tetracarboxylic acid (PTCDA) and tetraamminoben-
zene (TAB) (see Fig. 23) [75]. The structure is not a porous network, yet it is
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Fig. 21 a Molecular structure of cyanuric acid (CA); b single hydrogen bonding (dotted
line) between CA molecules; c molecular structure of melamine (M); d hydrogen bonds
between melamine molecules; e hydrogen bonds between a CA and a M molecule (f);
portion of the 2D CA·M network. Reprinted with permission from [72]. © (2006) Royal
Society of Chemistry

very important because it is the first demonstration that a 2D hydrogen bond
complex formed between a diamine and an andhydride group can stabilize
intermixed phases of organic molecules.

An organic template network constituted of an end-functionalized oligo-
mer of phenylene-ethynylene (OPE, see inset Fig. 24a) has been employed to
realize the controlled arrangement of single molecules (coronene) and pep-
tides (enkephalin 1-3 with a sequence TGG) on HOPG surfaces [76]. The
self-assembly of the oligomer leading to the template was previously re-
ported [77]. The stability of the template is based on the balance between



Nanotemplates as Surface Cues 227

Fig. 22 STM images of a CA (Vs = 1.25 V, It = 0.72 nA); b M (Vs = 1.486 V, It = 0.57 nA);
c CA1M1 (Vs = 1.25 V, It = 0.56 nA). The image size for a–c 10.2×10.2 nm2. b, d, and f:
corresponding optimized models of the structures in a, c and e. Adapted with permission
from [74]. © (2007) Wiley

two intervening factors: (i) hydrogen bonding between head-to-head carb-
oxyl groups, enabled by the linear packing mode of the conjugated backbones
in the assembling monolayer; and (ii) the space-filling properties of alkoxyl
chains and planar conjugated backbones that minimize the free space per unit
area within the monolayer, thus resulting in a maximum of the intermolecular
and molecule–graphite interactions.

Various molecular patterns with different distributions of the molecules
were prepared on HOPG as a function of the molar concentration ratio of
coronene and the OPE template: (i) for the 1 : 2 ratio, coronene molecules
are dispersed in the vacancies of the template and have an available space
larger than their size; (ii) for the 1 : 1 ratio, coronene is present as dimer and
the available space is almost fully occupied; (iii) for a 3 : 2 ratio, both struc-
tures discussed in (i) and (ii) are observed. The TGG peptide was uniformly
positioned on the template (Fig. 24): two peptide molecules are located be-
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Fig. 23 Molecular structure of PTCDA and TAB

Fig. 24 Peptide dispersed within an OPE network. a Large scale image (Vs = 880 mV,
It = 663 pA); b high resolution image (Vs = 784 mV, It = 729 pA). Structural formulas of
OPE and the peptide in the inset of part a. Reprinted with permission from [76]. © (2006)
American Chemical Society

tween neighboring conjugated backbones. The hydrogen bonds between OPE
backbones and TGG molecules are responsible for the stability of the ordered
molecular array.

2.1.3
Quinone and Quinone-Like Porous Networks

Quinone and quinone-like molecules have been employed to form extended
regular honeycomb patterns, stabilized by hydrogen bonds. Anthraquinone
(AQ) networks were obtained by evaporating AQ molecules onto Cu(111)
in UHV (see Fig. 25) at substrate temperatures ranging between 10 and
200 K and at substrate coverage of one molecule per several tens of sub-
strate unit cells [78]. The side of the hexagon is constituted of three parallel
AQ molecules (adsorbed with a configuration similar to that of the isolated
molecules). Interestingly, the pore diameter is of about 5 nm, which is five
times the size of the AQ molecule.

Hydrogen bonds between a carbonyl oxygen atom of one molecule and
an arene hydrogen of another molecule are responsible for the geometric
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Fig. 25 (Left) 25×16 nm2 STM image of the honeycomb AQ network on Cu(111).
Vs = 1.3 V, It = 0.73 nA. (Right) Model of the unit cell. Red spheres: O atoms, black spheres:
C atoms. Reprinted with permission from [78]. © (2006) American Association for the
Advancement of Science

motifs (trimers) determining the honeycomb structure. Substrate mediated
long-range repulsive interactions are possibly responsible for the number of
molecules (three) arranged in rows, constituting the side of the hexagon. The
honeycomb pattern is in fact the result of a compromise between short-range
attractive forces that lead to molecular rows at very low coverages and long-
range repulsive forces that prevent the proximity of parallel molecular rows.
The engineering of short-range and long-range interactions opens the possi-
bility to tailor the dimension of the honeycomb pattern.

In a different context, AQ molecules were found to act as molecular carriers
which are able to transport one or two CO2 molecules, reversibly attached to
them in a linear and guided fashion across an isotropic Cu(111) surface [79].
In this sense, the AQ molecules act as “dynamic” surface cues, which can
selectively pick up molecules and transfer them on a surface.

Quinone-like molecules were used as precursors for the formation of
organic porous networks. Honeycomb patterns were obtained from the
quinone-like molecule 4,9-diaminoperylene-quinone-3,10-di-imine (DPDI)
by thermally induced 2D aggregation on Cu(111) in UHV [80]. The most sta-
ble form of DPDI is the semiquinoidal structure (structure 1 displayed in
Fig. 26). DPDI was evaporated on Cu(111), then the surface was annealed
in UHV at 575 K. Dehydrogenation induced by the catalytic activity of the
Cu surface at high temperature (575 K) converted DPDI to the quinoidal
state 1b (Fig. 26). In this structure, the modified hydrogen functions can act
as both hydrogen-bonding donors and acceptors. The molecules form hydro-
gen bonds with each DPDI unit, binding four neighboring molecules to form
the honeycomb network.
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Fig. 26 Hexagonal honeycomb network of thermally generated 1b on Cu(111). Reprinted
with permission from [80]. © (2005) Wiley

The network exhibits a commensurate structure with respect to the
Cu(111) surface (see Fig. 27). One of the requirements for the formation of
such a honeycomb 2D network is low surface coverage (0.1–0.7 ML) before the
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Fig. 27 Self-assembly of 0.3 ML of DPDI on Cu(111) annealed at 575 K. A 100×100 nm2

STM image (It = 25 pA, Vs = –1.5 V) of DPDI islands with honeycomb structures. Inset:
LEED pattern corresponding to the overlayer, as obtained at 52 eV primary energy repre-
senting a Cu(111)-p(10×10) DPDI lattice registry of the monomeric components. B High
resolution STM image (15×15 nm2) of the marked region (It = 25 pA, Vs = –2 V), showing
details of the honeycomb network. Reprinted with permission from [80]. © (2005) Wiley

annealing step, since the monomer species need to be mobile at the surface to
arrange into large hexagonal cavities. Higher coverage is observed to lead to
more compact, non-porous structures.

The dehydro-DPDI porous network, with holes, which have a vertex-to-
vertex diameter of 1.63 nm, is interesting as host for other molecular species.
Its extraordinary stability towards manipulation of individual monomers
with the STM tip and towards temperature (> 575 K) renders it suitable for
the realization of hierarchical structures by self-assembly of subsequently de-
posited material.

The dehydro-DPDI network was used as a host for the molecule zinc-
octaethylporphyrin (ZnOEP) [81]. The ZnOEP molecule has a fourfold sym-
metry. It fits in the pores of the honeycomb network such that its translational
motion is hindered. ZnOEP/dehydro-DPDI system was studied by STM at var-
ious temperatures: RT, 77 K, and 5 K (Fig. 28). At RT (Fig. 28a), the ZnOEP
molecules appear as rings due to rotation within the pores. At 77 K (Fig. 28b),

Fig. 28 STM images (16×16 nm2) showing different thermal behaviors of the ZnOEP
molecules, which are trapped inside the hexagonal pores of the dehydro-DPDI honey-
comb network. The left image was recorded at RT, the middle one at 77 K and the right
one at 5 K. Reprinted with permission from [81]. © (2007) Royal Society of Chemistry
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the rings become noisy, indicating a lower rotational symmetry. At 5 K, the
rotation is frozen and the molecules appear as rectangles. Indeed, at RT the
eight ethyl groups point upwards leading to an eight-lobed structure with
fourfold symmetry, whereas at very LT (5 K) the ethyl groups arrange them-
selves flat on the substrate in pair wise opposite directions distorting the
molecular square to a rectangle. The reorganization energy between the ro-
tational potential minima was monitored as a switching between different
tunnel currents at a given spot (off-centered above the guest molecule). A bi-
state signal between two approximately fixed heights was observed. From the
measurements of the switching between two states carried out at different
temperatures (77 and 84 K), it was possible to obtain a value of the activa-
tion energy between the local rotational potential minima of 0.17 ± 0.03 eV.
The possibility to locally manipulate the rotation of the guest molecules by
the STM tip was also demonstrated.

The highly stable dehydro-DPDI network is suitable for the fabrication
of ordered structures based on hierarchical interactions, i.e., complex struc-
tures where the first structural level requires a stronger interaction energy
than the second one, and successive levels requiring always weaker inter-
action energies. C60 and ZnOEP have been subsequently deposited on the
highly stable dehydro-DPDI network, considered as the starting point of the
molecular hierarchical structure. At 77 K, C60 molecules do not exhibit any
mobility within the pores, whereas ZnOEP still exhibit thermally activated
rotation [82]. At RT, trapped C60 molecules display a translational mobil-
ity within the pore whose magnitude depends on the adsorption of the C60
on the copper surface (if C60 is adsorbed via a five-membered ring, six-
membered ring or a C=C double bond) and on the di-hydro DPDI network.
C60 cannot jump from one pore to the other due to the high-energy bar-
rier of the cavity walls. The difference in the behavior of the two molecules
in the network is paralleled by the different behavior outside the honey-
comb network. Indeed, C60 forms a close packed hexagonal structure whereas
ZnOEP gives rise to a mobile two-dimensional fluid phase. Through a so-
called constant-height manipulation mode [83], a ball bearing experiment was
attempted where a C60 molecule was moved on top of a ZnOEP molecule to
form a bimolecular system that can be seen as a solid ball (C60) on top of
a porphyrin (the position of C60 vs. the porphyrin is slightly off-centered,
because of the presence of attractive π interactions in this position) and
suspended by the eight ethyl legs. Upon attempting to move the bimolecu-
lar system towards another pore, the molecules separate to occupy different
pores. A different experiment, based on vertical manipulation was also at-
tempted: a C60 molecule was transferred to the STM tip apex and then, by
positioning the tip above an empty pore it was placed back on the surface.
The manipulation and the positioning experiments were enabled by the supe-
rior stability of the dehydro-DPDI network that provide for a reliable spatial
grid.
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2.2
Dipole–Dipole Bonded Networks

2.2.1
Porphyrin Networks

Porphyrins are a class of molecules that can be used to construct 2D
supramolecular porous networks [84]. In particular, bis(3-cyano-phenyl)-
substituted porphyrins were throughly investigated on Ag(100) and Ag(111)
surfaces in UHV (see Fig. 29). The self-assembly of porphyrin networks is
likely to be driven by both Van der Waals and dipole–dipole interactions
involving the polar cyano-phenyl residues. The nature of the bonding re-
sponsible for the formation of the network is then the main difference with
the previously discussed networks that were stabilized by hydrogen bonds.
Porphyrin porous networks were investigated as hosts for several guest
molecules, e.g., fullerene C60.

The system fullerene-porphyrin is of relevance because of the redox- and
photo-activity of the two molecules. The affinity between C60 and the por-
phyrin molecules is due to Van der Waals and donor–acceptor interactions.
Before the preparation of the host-guest system, a detailed STM investigation
of the adsorption properties of the porphyrins on Ag(100) and Ag(111) was
carried out. On both surfaces, the molecule shown in Fig. 29a lies flat on the
metal. On Ag(100), no ordered C60 phase was observed on the porphyrin net-
work. On Ag(111), porphyrin molecules at 1 ML coverage form an ordered
phase after annealing at 450 K [85]. On this phase, deposition of 0.14 ML of
C60 followed by annealing at 450 K led to the self-assembly of fullerene dimers
in a dumb-bell shape, with intrapair distance of 2.3 nm. Most importantly, on
Ag(111) at lower coverages (0.5–0.7 ML) porphyrin molecules are organized
in a network with a hexagonal superstructure [86] (Fig. 30). The superstruc-
ture is constituted of discrete pores and rotated by 15 ± 4◦ with respect to
the [1–10] direction of the underlying Ag(111) surface and shows a period-
icity of 3.3 nm. The pores have a diameter of 1.2 nm and a depth of 0.12 nm
(these dimensions are underestimated because of the tip-surface convolution
due to the tip finite size).

In the tentative model to interpret the hexagonal structure (Fig. 30c), the
polar cyano-phenyl substituents form trimeric units leading to a central cav-
ity, by both Van der Waals and dipole–dipole interactions. Deposition of C60
on the top of the network leads to a structure where the fullerenes are con-
fined into the pores (Fig. 31). The C60 molecules are able to diffuse to adjacent
empty pores. At 0.01 ML coverage, the pore-to-pore hopping rate was as high
as 10–3 s, at RT. A detailed study of the dynamics of C60 and C70 fuller-
ene molecules on the 2D nanoporous network of porphyrins on Au(111) is
provided in [87]. Here, by time-lapsed STM imaging, the mobility of the ful-
lerenes was investigated as a function of the molecular structure (C60 and
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Fig. 29 Chemical structure of two porphyrin derivatives investigated as building block for
2D organic porous networks
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Fig. 30 a STM image (9.1×8.0 nm2, Vs = 2.9 V, It = 25 pA, T = 298 K) of the porous
porphyrin-based network on Ag(111). Each porphyrin molecule appears as two bright
lobes (double arrow). b Cross-section profile of a single pore (from A to B). c Proposed
model of the self-assembled porous network (α ≈ 15◦). The blue spheres indicate the mo-
lecular fragments which largely contribute to the image, i.e., tunneling current. Reprinted
with permission from [86]. © (2006) Wiley

Fig. 31 a, c, d Three sequential STM images (scan range: 30×30 nm2, Vs = 2.9 V, It = 12 pA,
T = 298 K; the time difference between each image is 62 s). b Proposed molecular model
of a C60 molecule (bright spots in the STM images) hosted inside a supramolecular
porphyrin-based pore. Reprinted with permission from [86]. © (2006) Wiley

C70) and the degree of coverage of the guest. The results revealed interac-
tions between the fullerene guest molecules at distances longer than the Van
der Waals radii of the molecules. The investigation of the supramolecular
structure of porphyrin-fullerene molecules on silver surfaces was extended to
di-porphyrins, in particular to the compound shown in Fig. 29b. This com-
pound, when deposited on Ag(100) at coverages in the range of 0.2–0.5 ML,
forms 2D ordered islands where individual molecules appear as four bright
lobes due to preferential tunneling through the four 3,5-di-terbultyl sub-
stituents. A coverage of 0.02 ML of C60 deposited onto a complete monolayer
of this molecule on Ag(100) gives chains of C60 where each molecule is repre-
sented by a bright protrusion [85]. The tentative model for the adsorption of
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C60 on the di-porphyrin network is that fullerenes are adsorbed where three
porphyrin molecules meet, on top of the electronegative 3-cyanophenyl sub-
stituents. Porphyrin mediated coupling via local modifications of the hosting
layer by the fullerenes through conformational or electronic adaptation and
electronic interaction via the metal substrate are proposed as rationale to in-
terpret the formation of ordered fullerene assemblies on Ag(100) and Ag(111)
surfaces.

Molecular assemblies where the controlled switch between different mo-
lecular states can be realized are of interest for molecular devices. Porphyrins
self-trapped into the pores of a porphyrin network were observed to ro-
tate into distinguishable positions, defined by the geometry of the porphyrin
host. The system can be described as a molecular multiposition rotary de-
vice [88]. The porous network was obtained by thermal evaporation on
Cu(111) in UHV of the porphyrin whose molecular structure is reported in
Fig. 32.

The pores of the network (diameter of 1.8 nm) appear as windmill struc-
tures with six wings (Fig. 33). Each wing, attributed to a flat lying porphyrin,
can be resolved into two lobes, each of which in turn is attributable to two
tert-butyl residues. At 77 K, it was observed that pores can trap porphyrins,
the latter appearing as bright four-lobe structures. The guest molecules can
have three different positions (the hexagonal symmetry of the pore would al-
low six different positions but because of the C2h symmetry of the guest only
three of these positions are distinguishable). STM sequences demonstrated
that at 112 K the guest molecules can thermally switch from one stable pos-
ition to the other (see Fig. 33). The activation energy for the switching was
estimated to be 0.24 eV (Fig. 33g). Switching by the STM tip was also inves-
tigated where single switching events could be triggered.

Fig. 32 Chemical structure of the porphyrin discussed in [88]. Reprinted with permission
from [88]. © (2007) Wiley
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Fig. 33 a–f STM images of the porphyrin network (It = 20 pA, Vs = –1.5 V). Sample cov-
erage 10% (a–c) and 30–40% (a–f). a 77 K, 10.2×10.2 nm2, b and c 112 K (7.4×7.4 nm2);
d 115 K, 8.8×8.8 nm2, e 150 K, 3.0×3.0 nm2, f RT, 29.9×29.9 nm2. g Arrhenius plot for
the determination of the activation energy needed to switch between two neighboring
positions. Reprinted with permission from [88]. © (2007) Wiley

2.3
Metal-Organic Coordination Networks

Metal-organic coordination networks (MOCNs) offer a valuable route to-
wards the fabrication of 2D porous networks. Most MOCNs networks are
based on the attractive interaction between carboxylic acids and transition
metals. The lateral metal-organic coordination bonds give a high chemical
stability to this type of network compared to those stabilized by hydrogen
bonds or Van der Waals forces.

One of the first MOCN systems to be investigated was TMA/Cu [89]. The
metal-organic complexation was observed on Cu(100) in the temperature
range 250–300 K, after deposition at RT. In this temperature range, TMA is
completely deprotonated due to the catalytic activity of surface Cu adatoms
that continuously evaporate from atomic steps [50]. Two different complexes
were identified at the surface, namely [Cu(TMA)4]n– and [Cu2(TMA)6]n–. In
the former complex, a Cu atom is surrounded by four TMA ligands, result-
ing in a cloverleaf shaped arrangement in the STM images. In the latter, two
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Cu atoms are bound by six TMA molecules. Extended TMA/Cu networks were
not formed because of the pinning of the reactive species in a certain position
and orientation to the surface.

Highly organized networks driven by metal-organic coordination could be
achieved by sequential deposition of TMA and Fe on Cu(100) in UHV [90]
(Fig. 34). The deposition was carried out at 300 K, where TMA is present in
the deprotonated form [50, 56]. During deposition at 300 K, the TMA ligands
react with the Fe atoms forming chiral tetra-coordinated complexes (clover-
leaf phase) [91]. Upon annealing at 350 K the system evolves to an assembly
consisting of 16 TMA molecules arranged in square patterns like molecular

Fig. 34 1,3,5-tricarboxylic benzoic acid (trimesic acid, TMA) molecules and Fe atoms rep-
resent the primary units employed for the formation of secondary chiral mononuclear
(Fe(TMA)4) complexes. The complexes are antecedents for tertiary polynuclear nanogrids
which are in turn the supramolecular motifs for the assembly of homochiral nanocavity
arrays. The respective mirror-symmetric configurations (labeled S and R) are indicated
with yellow and turquoise background. Reprinted with permission from [90]. © (2003)
American Chemical Society
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nanogrids, the core of which is a cloverleaf unit. The final stage of the struc-
ture is achieved upon further annealing at 400 K, which leads to homochiral
extended regular metal-organic superstructures.

The system TMA/Cu was also used to prepare in situ 1D metal-organic
coordination chains on the anisotropic Cu(110) surface [92]. TMA was de-
posited on Cu(110) at 300 K, a temperature high enough to ensure the pres-
ence of mobile Cu adatoms that catalyse the deprotonation of carboxylate
groups. The deposition resulted in 1D [–Cu–TMA–Cu–] chains running along
the [1–10] direction of Cu(110). The 1D anisotropy of the substrate is trans-
ferred to the resulting 1D chains.

Another example of a metal organic surface supported porous network was
obtained by sequential deposition of 1,2,4-benzenetricarboxylic acid (trimel-
litic acid, TMLA, Fig. 35) and Fe atoms on clean Cu(100) at a substrate tem-
perature of 400 K [93]. By varying the ratio between the constituents of the
network, it was possible to obtain different metal-carboxylate architectures.

The precursor for the MOCNs is an ordered phase of TMLA, with a su-
perstructure oriented along the high-symmetry directions of Cu(100). The
TMLA molecules are likely to be deprotonated, due to the high prepar-
ation temperature. Upon Fe deposition onto the TMLA layer, the carboxylate
groups react with the metal adatoms forming a regular network, oriented
along the high symmetry directions of the substrate. Two different networks
were obtained depending on the coverage ratio of one or two Fe atoms per
TMLA molecule, namely the double row MOCN (Fig. 36), for a ratio of one
Fe atom per TMLA molecule and the single row MOCN (Fig. 37), for a ratio
of two Fe atoms per TMLA molecule. In the double row MOCN, paired rows
are interconnected by individual molecules oriented in the direction perpen-
dicular to the substrate and Fe atoms are located at the points of intersections.
The para carboxylate groups of TMLA point towards the Fe atoms. The single
row MOCN contains two phases comprising different cavities which are close
in composition and energy (α and β, see Fig. 36d,e), and whose main differ-
ence is in the symmetry of the iron-carboxylate bonds: in the α phase, each
TMLA molecule has either two bidentate or four unidentate bonds to iron
atoms, whereas in the β phase each TMLA has a bidentate and an unidentate
bond.

Stepanow and coworkers explored MOCNs formed by the sequential de-
position of three different carboxylic acids (structures in Fig. 35), namely

Fig. 35 Structure of TPA, TMLA and TDA
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Fig. 36 A double row MOCN. a Large-scale STM topography showing the ordered net-
work structure; b high-resolution STM image revealing the four-lobe molecular structure;
c tentative model for the double row Fe–carboxylate MOCN. Fe atoms (green) are ar-
ranged in a ladder-type structure with a 1.02×1.02 nm2 repeat unit. Reprinted with
permission from [93]. © (2003) Wiley

TPA, TMLA and 4,1′,4′,1′′-terphenyl-1,4′′dicarboxylic acid (TDA), and Fe on
Cu(100) [94]. All the three acids, after complexation form ladder-type porous
2D networks that are stable up to 500 K. The dimensions of the pores can
be tuned by changing the length of the backbone of the carboxylic acid
group, which is 0.7 nm for TPA and TMLA and 1.4 nm for TDA. Pores in the
TMLA network are expected to have a different chemical functionality due
to the presence of an additional carboxylic group. The arrangement of the
molecules at the surface is driven by the symmetry of the underlying copper
lattice. The dimensions of the pores range from those of a small molecule to
the nanometer range. The suitability of the MOCNs to act as guests for supra-
molecular structures was tested studying the co-adsorption of C60 molecules
(Fig. 38). The Fe/TPA network has three types of cavities (A, B, and C in
Fig. 38b) differing in shape and size. All the three cavities can accommodate
only single C60 molecules. Moreover, C60 molecules have a preference to oc-
cupy larger cavities (B type), where the interactions with the underlying Cu
surface are stronger. Fe/TPA networks are also a means to keep C60 molecules
separated, since on Cu(100) they normally tend to form large hexagonal clus-
ters (Fig. 38a, areas not covered by the network). Individual C60 molecules
also can be accommodated in Fe/TMLA networks (Fig. 39a,b). A different sce-
nario is found for the larger Fe/TDA network, where the cavities are so large
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Fig. 37 A single-row MOCN: a STM topography showing the two types of ordered net-
works, designated as α and β phases. In the inset, both 90◦ rotational domains of the
α phase are depicted; b, c high-resolution STM images of Fe and TMLA in both the α

and β phases. d, e tentative models that identify the α and β phases as MOCN isomers.
Reprinted with permission from [93]. © (2003) Wiley

as to host C60 monomers, dimers, trimers and, rarely, tetramers (Fig. 39b,c).
The possibility of a reversible C60 adsorption was explored. Thermal anneal-
ing experiments showed that C60 is ejected from the pores at temperatures
between 370 and 420 K for the various cavities of the Fe/TPA network and
at temperatures higher than 500 K from the TDA network. However, it was
impossible to desorb C60 from the TMLA network. The explanation is that
the carboxylic group in the orto position, likely present in the deprotonate
form and not involved in the network formation, modifies the chemical func-
tionality of the pores leading to stronger host–guest interactions. This work
demonstrates that MOCNs can be used as template for the patterning of func-
tional species.

2D networks with threefold metal-organic coordination symmetry can be
fabricated based on Fe centers with linear bi-phenol ligands or Co centers
with linear terphenyl-dicarbonitrile ligands on Ag(111) and Cu(100) [95]. The
local threefold coordination mode is kept even on a substrate with fourfold
symmetry, indicating that the self-assembly process is driven mainly by inter-
molecular interactions. Nearly perfect honeycomb networks were formed.
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Fig. 38 Adsorption of single C60 in Fe-TPA host networks. a As seen in the STM image,
ladder-type MOCNs account for linear arrangements of single C60 (yellow spheres) with
preferential occupation of larger cavities available (C60 clusters are on areas with bare
Cu substrate). Inset: C60-monomer accommodation in cavities of type-C network. b Top-
view models for C60 adsorption in the cavities encountered in a with molecules drawn to
scale. Possible configurations are labeled in the model and data by A, B, and C. In the Van
der Waals geometries used for modeling, the molecules appear smaller than in the STM
images. Reprinted with permission from [94]. © (2005) Nature Publishing Group

A combination of metal nanopatterning and controlled metal-organic as-
sembly was employed to mesoscopically organize supramolecular architec-
tures on surfaces [96]. Fe or Co nanodot arrays, whose formation was enabled
by the preferential nucleation of metal islands at the elbow sites of the re-
constructed Au(111) surface, decorated the Au(111) surface providing for
the nanopatterned surface. The deposition of 1,4-benzenedicarboxylic acid
(TPA) on the nanopatterned surface led to the formation of metal-organic
nanostructures (via an irreversible reaction with elimination of molecular hy-
drogen). Using a stoichiometry of about one Fe atom per one TPA molecule
with the sample maintained at 355 K during deposition, the growth of TPA on
a Fe nanoarray on Au(111) resulted in the complete dissolution of the Fe nan-
odots and the formation of irregular islands constituted of nanogrids sized
1×1.2 nm2. To interpret the STM images, a model was proposed, whereby di-
iron centers were surrounded by four molecules (inset of Fig. 40a). Since the
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Fig. 39 Adsorption of C60 in Fe-TMLA and Fe-TDA network hosts. a Similar to the Fe-TPA
networks, Fe-TMLA networks host C60 monomers. b Model of accommodation of a C60
monomer in Fe-TMLA MOCN cavities. c The cavities in 2D reticulated Fe-TDA networks
can host C60 monomers, dimers (D), or trimers (T). d Model of rectangular cavity and
accommodation of a C60 trimer. Reprinted with permission from [94]. © (2005) Nature
Publishing Group

quasi-hexagonal structure of the Au(111) surface does not match with the
rectangular structure of Fe-TPA nanogrid, the size of the islands did not ex-
ceed 10 to 15 nm. Mesoscopically ordered metallosupramolecular ribbons of
Fe-TPA were observed keeping the Fe nanopatterned surface at 325 K and em-
ploying a fourfold Fe excess, compared to the ideal 1 : 1 nanogrid geometry
(Fig. 40b). The partial dissolution of the Fe nanodots provided for anchoring
sites localized along the elbow sites of the Au(111) surface for the reticulated
metal-organic assemblies. The ribbons are 5–10 nm large and their length can
be hundreds of nanometers.

The possibility to monitor with submolecular resolution the non-covalent
bonding between a surface-supported metallosupramolecular network and
C60 and molecules of biological interest, such as cysteine or diphenylala-
nine, has been demonstrated [97]. The metallosupramolecular host structure,
a square lattice array with a 3.4 nm periodicity, results from the hierarch-
ical assembly of Fe atoms and trimesic acid molecules on Cu(111). In the
case of the cysteine guest molecule the two protrusions, in some cases three,
appearing in the nanocavity were attributed to cysteine molecules standing
upright inside the cavity and bound to the Cu surface via the carboxylic end
group. Individual adsorption of C60 molecules at each nanocavity was ob-
served due to the good size fit between C60 and the nanocavity. The 1.3 nm
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Fig. 40 Fe–TPA complexation reaction. a Complete dissolution of Fe islands for a Fe–
TPA stoichiometry of about 1 : 1 following deposition of TPA on the Fe nanoarrays at
355 K (image size 51×51 nm2, Vs = 2.5 V, It = 0.5 nA, 5 K). The inset shows a tenta-
tive model for an ideal Fe–TPA nanogrid where at each di-iron center the end groups
of four molecular linkers come together. b Localized reaction with TPA deposition at
325 K and 10 min post-deposition annealing at 330 K, with Fe–TPA stoichiometry of ca.
4 : 1. The resulting nanogrid structure reflects selective growth of metal–organic islands
at residual Fe dots (Fe island indicated by arrow; 0.1 ML Fe, 0.25 ML TPA; image size
38×38 nm2, Vs = 1.5 V, It = 0.2 nA, 5 K). Reprinted with permission from [96]. © (2005)
Wiley

long diphenylalanine contains bulky phenyl groups, so that it cannot be com-
pletely included in the nanocavity. The fuzzy protrusions appearing in the
STM image of the diphenylalanine molecules was attributed to the differ-
ent conformations that are accessible to the flexible molecular backbone. The
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investigated guest molecules are reversibly bound to the host structure as
demonstrated by their thermal removal.

Another strategy for the growth of metal-organic nanostructures made
use of a Au(111) surface patterned with Fe islands arrays [98]. The Fe arrays
were formed spontaneously upon Fe deposition via strain relief nucleation at
the elbows of the herringbone reconstructed Au surface. The template was
able to drive the formation of PTCDA molecular chains or nanodots. On this
template, PTCDA molecules aggregated in close proximity of the Fe islands,
forming structures different than those formed on pristine noble metal sur-
faces. The presence of Fe nucleation centers stabilizes aggregates that are
typically not observed at RT. Two different structures are observed: molecu-
lar chains at high temperature and nanodots (round structures) at LT. This
result suggests that the key parameter controlling the growth of PTCDA struc-
tures is the amount of free Fe adatoms diffusing at the surface. This number
increased at high temperature, leading to a chain formation, where PTCDA
molecules were linked by Fe atoms. At low T most of the Fe atoms were lo-
calized close to the reconstruction corners thus favoring the formation of
rounded structures. Therefore, it was possible to switch from one structure to
another tuning the deposition conditions. Annealing at temperature as high
as 420 K resulted in a structure with the herringbone phase characteristic of
PTCDA on Au(111). STS revealed that the PTCDA nanostructures nucleated
at the Fe sites possess a local density of states different from that deposited
on pristine Au(111).

A porphyrin nanoarray was employed as the key component of a novel
reaction scheme for the formation of metalloporphyrin nanoarrays, with
the metal being provided by an atomic beam [99]. Iron atoms react with
tetrapyridyl-porphyrin (TPyP) molecules ordered in a staggered arrange-
ment on Ag(111) surface, to give the compound Fe-TPyP. The structure of
the TPyP layer was preserved upon Fe deposition. The synthesis of metallo
porphyrins at surfaces by this method gives high purity products (usually
metalloporphyrins are thermally unstable and reactive). Metalloporphyrins
prepared using this method exhibit an available axial position for the binding
of ligands of biological interest.

2.4
Macrocycle Networks

A very smart approach for the synthesis of highly ordered host-guest systems
is based on macrocycles which are typically used as building blocks for mo-
lecular machines [100]. In this context an interesting host-guest system is the
couple cyclo [12]thiophene (c[12]T) and C60 fullerene, respectively a ring-
shaped p-type and a spherical n-type organic semiconductor [101]. Cycloth-
iophenes are a well-known class of macrocycles [102], whose self-assembly
has been extensively studied by STM [103, 104]. The porous network was
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constituted by a close packed monolayer of c[12]T (Fig. 41a) where the
macrocycles are held together by Van der Waals forces and present cavities
with a diameter of about 1.2 nm. The network is not stabilized by hydrogen
bonds. In consecutive steps, c[12]T and C60 are self-assembled on HOPG from
a 1,2,4-trichlorobenzene solution. The STM experiments were performed at
the air/solid or air/liquid interface. Due to its pronounced electron-accepting
properties, C60 forms a 1 : 1 donor-acceptor (D/A) complex with the elec-
tron donor c[12]T (Fig. 41b). At low coverage, two complexation sites for C60
are found: at the rim (R-type) of the macrocycle (in six different positions,
in agreement with the sixfold symmetry of the macrocycle) and in the cav-
ity (C-type), as shown in Fig. 41c. The complex at the rim is expected to be
more stable since it provides the maximal π–π interaction. R-type and C-
type fullerenes are imaged differently with the STM. R-type fullerenes appear
brighter and with a shorter apparent diameter: 1 nm vs. 1.6 nm for the C-type.
This indicates that C-type fullerenes are not immobilized within the cavity,
but rather rotate around an axis perpendicular to it. The c[12]T to fullerene
ratio is 1 : 1 at any surface coverage since after complexation of one molecule
the electron density of the c[12]T LUMO is modified so that complexation
of a second molecule is unfavored. At high coverage, close to 1 ML, the com-
plexed fullerenes form an ordered 2D crystal structure. In this structure, the
distance between neighboring fullerenes (2.3 nm) is much larger than that
reported for pure adsorbates or bulk fullerenes (1 nm) since the network hin-
ders short-range intermolecular interactions.

Another cyclothiophene (structure 1 in Fig. 42) was used to build supra-
molecular structures with C60 [105]. Trichlorobenzene solutions of 1 or 1
plus fullerene were deposited in solution on HOPG. After drying of the sol-
vent, STM imaging was performed in an air-tight chamber. STM images show
the cavities of the macrocycles in the self-assembled layer (Fig. 42). Subse-
quently, the self-assembly of the two components system 1/C60 was studied.
The co-deposition leads to a highly ordered array of fullerene molecules. Due
to weak bonding between fullerene and 1, the structures were not stable dur-
ing STM imaging. Interestingly, even in this case, the C60 molecules were
found to adsorb preferentially at the rim of the macrocycle, in agreement
with the n- and p-character of the two compounds. Due to the larger dimen-
sions of the macrocycle compared to c[12]T, two C60 molecules were found
on each macrocycle. For this network, the driving force to adsorption was the

Fig. 41 �(Left) Conjugated macrocycle C[12]T. a STM image of a monolayer of C[12]T on
HOPG, including a C[12]T/C60 R-type complex (white arrow). Image area: 11.6×8.7 nm2;
tunneling conditions: Vs = –700 mV, It = 44 pA. b Calculated model of a closely packed
monolayer of C[12]T with a hexagonal arrangement including the unit cell parameters.
Side view of the calculated energy minimum conformation of a C[12]T/C60 complex (in-
set, upper right). Adapted with permission from [103]. © (2006) Wiley
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donor–acceptor interaction between the host and the guest rather than the
guest–graphite interaction.

The non-planar tetralactam macrocycle (TLM) shown in Fig. 43 was able
to form 2D highly ordered supramolecular networks [106]. It contains four
amide groups, which are involved in hydrogen bonds. The system had already
been investigated as receptor for benzoquinone [107] and as a active com-
ponent in sensors for the detection of trans-2-hexanal and acrylamide, where
it was proposed that these molecules adsorb in the cavity of the macrocy-
cle [108].

The macrocycle was deposited on Au(111) in UHV. After deposition, two
ordered phases (α and β) were found at the surface. The α phase is believed
to be the most thermodynamically stable one since it prevails at RT, whereas
the β phase prevails after annealing at 400 K. The monolayers decompose if

Fig. 42 Networks of 1 on HOPG under ambient conditions. a Typical large-scale STM
image (100×100 nm2). Vs = 0.35 V; It = 0.6 nA. An oblique unit cell is indicated in green.
b Higher resolution STM image (20×20 nm2) Vs = 0.41 V; It = 0.5 nA. The four extra-
annular groups are indicated with green circles. The inset is the HOMO of the cyclic
backbone of 1. c Proposed structural model. The blue and red octagons indicate the
two types of nanoscale holes, A and B. Reprinted with permission from [105]. © (2006)
American Chemical Society
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Fig. 43 Tetralactam macrocycle: a molecular structure; b sphere model of the molecule,
obtained using DFT calculations. Reprinted with permission from [106]. © (2007) Wiley

a tunneling current higher than 1 pA is used for imaging. In both phases, self-
organization occurs through intramolecular hydrogen bonds formed between
the –NH and the carbonyl group of two neighboring macrocycles. In phase β,
the number of hydrogen bonds per molecule is by one third smaller than in
phase α, thus explaining the lower stability of phase β. This work demon-
strated that hydrogen bonded 2D ordered networks can be formed also by
large non-planar molecules.

The self-assembly of OBOCMC8, a calyx [8]arene derivative, and of the
host-guest system OBOCMC8/C60 (see scheme in Fig. 44) supported on the
Au(111) surface was investigated by electrochemical STM [109], leading to
submolecular resolution of the self-assembly of calyxarenes molecules. Ca-
lyxarenes are suitable to fabricate nanoscale electronic devices because of
their ability to host fullerene molecules. OBOCMC8 molecules adsorb on
Au(111) by carboxyl-, phenyl-, and tert-butyl-gold interactions [110, 111].
OBOCMC8 molecules appear in the STM images as ordered arrays of dark
depressions (calixes). When a saturated solution of C60/OBOCMC8 is intro-
duced into the STM cell, STM images show an ordered array of bright spots
surrounded by circular protrusions, corresponding to the C60/OBOCMC8
assembly. The C60/OBOCMC8 complex has an upright orientation on the
Au(111) surface, the carboxyl groups being responsible for this arrangement.
The bright spots and circular protrusions can be assigned as C60, tert-butyl,
and phenyl units. The contents of the calix could be changed to other fuller-
enes, clusters, and organic molecules.

Coronene monolayers also act as macrocycle-type host systems. C60
molecules, C120 and C130, were epitaxially deposited onto an Au(111) surface
covered by an ordered layer of electron donating coronene molecules [112].
This study was carried out in the context of the investigations on the growth
of organic films onto substrates modified with organic buffer layers. The lat-
ter is an interesting approach to improve the electronic properties of organic
films. Indeed, it has been recently demonstrated that the electron field-effect
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Fig. 44 a Schematic representation of the formation of the C60/OBOCMC8 complex; mo-
lecular structures of OBOCMC8 (b) and C60/OBOCMC8 (c). Reprinted with permission
from [109]. © (2003) Wiley

mobility in C60 films grown on a pentacene buffer layer is 4–5 times higher
compared to when the buffer layer is absent [113]. On the buffer layer, ful-
lerene molecules have a low surface mobility, thus having the possibility to
form an ordered array of molecules. The coronene modified Au(111) was ob-
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tained by immersing gold in a coronene-containing benzene solution and the
modified surface was immersed in a fullerene-containing benzene solution
to obtain the fullerene layer on the coronene buffer layer. In STM images,
coronene molecules appear as hexagonal donuts and give an ordered ar-
ray with (4×4) symmetry. The molecular rows go along the [110] direction
and the intermolecular spacing is 1.17±0.03 nm, which correspond to 4 Au
atoms. C60 molecules deposited on the coronene adlayer give a honeycomb
structure and are aligned with coronene molecular rows positioned between
them. The honeycomb array could originate by a relaxed coronene adlattice
(4.3×4.3), observed in the presence of C60 molecules. The honeycomb struc-
ture was tentatively explained by the adsorption of the C60 molecules in the
threefold sites of the (4×4) coronene adlayer, which are exposed to Au. In-
deed, C60 has high adsorption energy for gold (40–60 kcal mol–1) and Au
has enhanced electron donating properties after the adsorption of the elec-
tron donating coronene molecules. The adsorption of C70 molecules on the
coronene modified Au(111) surface is different. 1D domains are present and
they have a metastable structure, with C70 arrays oriented along the three
directions of the underlying coronene layer or Au(111) substrate. Fullerene
dimers, such as C120 (homodimer) and C130 (heterodimer), were also studied
as adlayers on the coronene modified Au(111) surface. Two bright spots
(dumb-bell shaped) characterize C120 molecules that are organized in stripes
having the same direction or crossing each other at 60◦ or 120◦. The pack-
ing arrangement and the molecular distances of the C130 array were almost
identical to those of the C120 array on the coronene modified Au(111). The
different behavior of the fullerene molecules suggests that the buffer coronene
layer selectively recognizes the different fullerenes, thus indicating that the
buffer layer plays an important role in the formation of supramolecular as-
semblies of fullerenes.

2.5
Flexible Porous Networks

A novel class of surface templates is represented by flexible porous networks,
i.e., non-porous networks that turn porous as a response to the addition of
a guest.

Flexible networks can be based on benzoannulene derivatives [114, 115].
Several types of benzoannulene derivatives were tested, differing in the length
of the of alkyl chains at the periphery of the triangular cores (Fig. 45a). STM
observations were carried out on HOPG and 1,2,4-trichlorobenzene (TCB)
was used as solvent.

On one hand, benzoannulene compounds with short alkyl chains form
honeycomb networks. On the other hand those with long alkyl chains form
linear non-porous structures (Fig. 45b). The latter compounds prefer to pack
in a compact structure since large pores would lead to unstable low-packing
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Fig. 45 a Molecular structure of annulenes; b alkyl chain length dependence of the 2D
networks formed. Reprinted with permission from [114]. © (2007) Wiley

density structures. The host properties of benzoannulenes were initially
probed introducing a coronene guest on the honeycomb pattern of compound
1a (Fig. 45a). The result was a network where coronene guests occupy the
cavities of the pattern. Based on pore dimensions, the number of coronene
molecules in each pore was estimated to range from one to three. Surpris-
ingly, adding a tenfold excess of coronene on a solution of 1c (Fig. 45a)
resulted in a porous structure, with coronene guest molecules positioned in
the cavities (see Fig. 46). The number of coronene molecules was estimated
to be about seven, based on pore dimensions. A honeycomb network was
formed also upon application of a mixed solution of the two compounds

Fig. 46 �a Tentative models of the surface patterns of 1c. Left: linear structure of 1c with-
out coronene; right: honeycomb structure capturing at most seven coronene molecules.
b Plot of the area fraction of the honeycomb structure versus the guest/host molecular
ratio (G/H). c–f Large-area STM images (96×96 nm2) of the network structures of 1c with
or without coronene (Vs = 0.7 V, It = 0.04 nA): c guest/host = 0 : 1; d guest/host = 2 : 1;
e guest/host = 4 : 1; f guest/host = 7 : 1. Reprinted with permission from [114]. © (2007)
Wiley



Nanotemplates as Surface Cues 253



254 F. Cicoira et al.

(coronene and 1c), indicating that the porous structure was thermodynam-
ically favored in presence of a coronene guest. Molecules with longer alkyl
substituents did not form porous networks since the strong adsorption en-
ergy of long alkyl chains on graphite did not favor the coadsorption of
coronene.

A titration experiment was carried out to understand the mechanism of
the transformation of the linear non-porous network into a porous one.
Coronene was gradually added to a layer of 1c molecules and the area frac-
tion of the honeycomb pattern was measured as a function of the guest
to host molecular ratio (see Fig. 46b). The results suggest that the trans-
formation into a honeycomb network is initiated by coronene molecules
captured at the boundaries between linear structures. To investigate the se-
lectivity of the network, six different guest molecules were studied: coronene,
hexakis(phenylethynyl)benzene (hpeb), C60, 9–10 diphenylanthracene (dpa),
hexaiodobenzene (hib), chrysene, and phthalocyanine (pc) (see Fig. 47).
Adding a tenfold excess of the guest to a 1c solution showed that large π-
conjugated cores (coronene, hpeb, and pc) led to the formation of porous
networks, whereas small π-conjugated molecules leave the system unper-
turbed. This result reveals that the adsorption energy of the guest on graphite
is a key issue. Large π-systems with higher adsorption energy reside in the
cavities and stabilize the porous network.

Another example of flexible networks are 2D molecular sieves, obtained
using a purposely designed star-shaped stilbenoid compound (1,3,5-tris[(E)-
2-(3,5-didecycloxyphenyl)-ethenyl]-benzene, whose structure is shown in
Fig. 48A [116, 117]. Star shaped stilbenoids are known to self-assemble on
graphite leaving empty cavities [118]. Self-assembly on HOPG from a pheny-
loctane solution led to honeycomb cavities with a diameter of ∼1.3 nm (see
Fig. 48B). The cavities were able to host both coronene and hexabenzo-
coronene (HBC) that, despite the different dimensions (1 nm for coronene
and 1.3 for HBC), appeared similar in the STM image, probably due to
motion within the pores. The mass transport within the network was in-
vestigated on incompletely filled matrixes obtained from diluted coronene
and HBC solutions (10–7 M) at variable temperature. For coronene, at LT
and fast scanning rates, filled and empty cavities were found to coex-
ist. Coronene molecules were able to move in and out of the cavities
due to 2D diffusion confined into the matrix. On the other hand, HBC
molecules tended to keep their position in the network due to their larger
size.

The size and shape selectivity of the 2D molecular sieve was also in-
vestigated. STM investigations of a TSB35 network were carried out before
and after addition of an excess of different polycyclic aromatic hydrocar-
bon (PAHs) on graphite [117], namely: benzo[rst]perylene (BPL), coronene,
benzo[rst]pentaphene (BPP) or HBC, BPP, and pentacene (see Fig. 48A). After
addition of BPL, coronene, BPP, and HBC (Fig. 48C–E) a bright spot appears
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Fig. 47 Guest molecules used in [114]. Reprinted with permission from [114]. © (2007)
Wiley

in the centre of the cavities of the TSB35 honeycomb pattern. Pentacene never
adsorbs on the cavities due to its longer dimensions. Despite the difference
in size and chemical structure, the other four macrocycles appear identical
when adsorbed in the pores. This is described in terms of fast molecule trans-
lational and rotational diffusion inside the cavity. To understand the guest
molecule dynamics, the observation of incompletely filled matrices was car-
ried out from dilute solutions at variable temperature. The results showed
that BPL, coronene, and BPC are able to diffuse in and out from the cavities,
whereas HBC remains sequestered up to 320 K.

A flexible porous network was observed based on the porphyrin derivative
5,15-bis(4-carboxyphenyl)-10,20-bis(3,5-di-t-butylphenyl)porphyrin(trans-
BCaTBPP, Fig. 49) adsorbed on Au(111) [119]. The initial network consisted
of close packed porphyrin molecules and did not contain any pores, yet pore
formation is induced by the adsorption of C60 molecules at RT. STM images
obtained at 63 K show that the porphyrin network is made up of wires stabi-
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Fig. 48 A Molecular structure of the star-shaped stilbenoid compound (1,3,5-tris[(E)-
2-(3,5-didecycloxyphenyl)-ethenyl])-benzene (TSB35) and of the guest molecules ben-
zo(rst)perylene (BPL), coronene, benzo[rst]pentaphene (BPP), hexabenzocoronene
(HBC), and pentacene; B porous network of TSB35, porous network of TSB35 after
addition of C coronene, D HBP and E HBC. Vs = –1 V, It = 21–46 pA. Reprinted with
permission from [117]. © (2006) Wiley

Fig. 49 Molecular structure of trans BCaTBPP

lized by hydrogen bonds. When C60 is deposited on the network, linear C60
chains form along the porphyrin wires and the distance of the C60 molecules
in the wire is about 2.1 nm (as the distance between the porphyrins within
the supramolecular wire). Interestingly, the adsorbed C60 resides between
the wires and apparent height measurements indicate that C60 molecules are
adsorbed directly on Au(111). The shift of the supramolecular porphyrin
wires along the wire direction determines the formation of nanopores with
a 0.92 nm size.
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3
Nanostructured Surfaces

The nanostructured surfaces that can be used as templates for the self-
assembly of organic molecules are long-range reconstructions and vicinal
surfaces. In this section, we will focus mainly on long-range surface recon-
structions. For an overview of the templating effect of vicinal surfaces on
organic self-assembly, we refer to a recently published review [120]. We briefly
mention that vicinal Au surfaces have been mainly used to drive the self-
assembly of C60 and PTCDA into nanodots or nanowires. The most studied
surfaces are Au(788) and Au(433) [121, 122], although higher index surfaces
have also been recently investigated [123, 124].

3.1
Long-Range Mesoscale Reconstructions

A long-range reconstruction that results in an interesting one-dimensional
nanotemplate is the (2×1)oxygen-induced reconstruction of the Cu(110)
surface [125]. The template is formed by exposing the Cu(110) surface to
relatively high pressures of oxygen at elevated temperatures under UHV
conditions. Early studies on this system revealed that the reaction between
chemisorbed oxygen and surface Cu atoms leads to the formation of O–Cu
rows running along the [001] direction of the Cu(110) surface. The rows or-
ganize in islands, separated by two [1–10] lattice spacings (∼0.512 nm) [126–
128]. A successive study demonstrated that, under appropriate substrate tem-
perature and oxygen pressure, the islands arrange themselves into stripes
running along the [001] direction [129]. The (2×1)O–Cu (oxygen-passivated)
stripes are separated by regularly spaced clean copper areas and form a pe-
riodic grating (Fig. 50). The width of the stripes can be adjusted by vary-
ing the oxygen pressure and the substrate temperature during the oxida-
tion process [130]. The O–Cu nanotemplate can be used to drive highly
ordered patterns of organic molecules based on their higher affinity for
the clean Cu areas rather than the oxygen passivated stripes. The tem-
plate represents an ideal tool for studying the self-assembly of organic
molecules since metallic stripes with a width approaching molecular di-
mensions can be used to explore the effect of spatial confinement on the
adsorption geometry and molecular patterning. Moreover, adsorption ge-
ometries and self-assembled patterns of organic molecules can be simul-
taneously studied on two different surfaces, namely, the metallic and the
oxygen-passivated Cu(110). The template has been employed to pattern one-
dimensional and two-dimensional nanostructures of organic molecules, in-
cluding fullerenes [131], the so-called Lander molecules [130–134] and the
organic semiconductors α-quinquethiophene (T5) [135] and rubrene [136].
The same system has been used to study the electronic properties and the
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Fig. 50 a 70×70 nm2 STM image of the Cu–O/Cu periodic nanopattern resulting from
O2 exposure. A certain fraction of the derived image has been added to enhance the
resolution; b 14×14 nm2 STM image of a partially oxidized Cu(110) surface recorded at
RT. 2×1 reconstructed oxidized areas can clearly be distinguished, separated by bare Cu
stripes running along the [001] direction. The image is rotated so that the [001] direc-
tion is vertical. The original scan direction can be easily recognized as the direction of
the spike noise originated from the fast diffusion of kink atoms in the Cu–O edges at RT.
Reprinted with permission from [132]. © (2004) Wiley

self assembly of oligophenylenes by means of ultraviolet photoelectron spec-
troscopy (UPS) [137] STM and NEXAFS [138] and, in a different context, to
study adsorbate-induced surface stress [139].

The system was used as template for the self-assembly of two molecules of
the so-called Lander family [130]: the single lander and the larger violet lan-
der. Lander molecules adsorb exclusively on the Cu stripes, forming ordered
1D chains stabilized by Van der Waals interactions (Fig. 51). No adsorption
was observed on the Cu–O stripes since the oxygen partially withdraws the
charge density of underlying metal, thereby reducing the sticking coefficient.
The single lander molecules in the stripes aligned as on bare Cu(110). The
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Fig. 51 a Filled-space model of the Single Lander (SL) molecule; b typical 3×3 nm2 STM
image of the SL molecule on a clean Cu(110) surface revealing the SL as four lobes cor-
responding to the spacer legs; c 60×60 nm2 STM image showing the molecular chains
formed after the deposition of SL on the nanopatterned Cu–O surface. The molecules
adsorb exclusively on bare Cu stripes; d 14×14 nm2 high-resolution STM image. The indi-
vidual SL molecules can be individually resolved, and their conformation can be extracted
thereby; e, f Simulated STM images of the SL on the bare Cu stripes, with two different
conformations; g, h ball models of the SL adsorbed on the nanopatterned Cu–O surface
from which the simulated STM images e and f were extracted. These models show that the
SL adsorbs on bare Cu areas with the board perpendicular to the direction of the stripes.
Reprinted with permission from [132]. © (2004) Wiley

longer violet lander molecules which on bare Cu have the same orientation
as the single lander, were adsorbed with their board oriented along the nan-
otemplate stripes. For the smallest possible Cu stripe (1.8 nm in width) all the
molecules were aligned along the stripe direction (Fig. 52). If the width of the
stripes was increased, the molecules changed their orientation forming a cer-
tain angle with respect to the [1–10] direction. These results showed that the
supergrating stripe not only provides an adsorption site but also steers the
orientation of the molecules.

The O–Cu template was used to study the self-assembly of T5 [135], an
organic semiconductor with great potential as active layer in organic field
effect transistors [136]. T5 self-assembly was studied for increasing cover-
age (Fig. 53). At low coverage, the molecules adsorbed preferentially on the
Cu(110) stripes (Fig. 53b), in agreement with the observations with Lander
molecules. In the middle of the Cu(110) stripes, the molecules aligned along
the close packed direction of the surface (as seen for the majority of the
molecules on the pristine Cu(110) surface). At the Cu/O–Cu interface, the
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Fig. 52 a Filled-space model of the Violet Lander (VL) molecule; b typical 3×3 nm2

STM image of the VL molecule on a clean Cu(110) surface, which reveals the VL as
four lobes corresponding to the spacer legs; c, d 8×20 nm2 STM images showing the mo-
lecular chains formed after the deposition of VL on the nanopatterned O–Cu surface.
The molecules adsorb exclusively on bare Cu stripes, but their orientation is no longer
perpendicular to the direction of the stripes. The molecules are found either perfectly
aligned with the direction of the stripes (c) or forming an angle of 20◦ with respect to that
direction (d); e, f Simulated STM images of the VL on the bare Cu stripes, with two dif-
ferent adsorption geometries; g, h ball models of the VL adsorbed on the nanopatterned
Cu–O surface from which the simulated STM images e and f were extracted. Reprinted
with permission from [132]. © (2004) Wiley

molecules tended to align parallel with respect to the direction of the stripes
(see insets). This observation indicates that the molecules also adsorbed on
the O–Cu regions. To investigate this topic more deeply, the nanopattern
was exposed to a higher dose of T5. This resulted in the adsorption of T5
molecules even towards the center of the oxygenated stripes (Fig. 53c). Here,
the molecules aligned along the closed-packed direction of the O–Cu surface
(i.e., perpendicular to the majority of the molecules adsorbed on Cu(110))
and lied flat on the substrate as on Cu(110). The adsorption of T5 molecules
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Fig. 53 a STM image of the Cu/O–Cu nanopattern (partial 2×1 reconstruction) obtained
by exposing the Cu(110) surface to 0.5 Langmuir (L) of oxygen at 623 K (34×34 nm2).
Imaging parameters: Vt = –645 mV, It = 1.06 nA. b 0.4 ML T5 coverage of the nanopat-
tern (34×34 nm2). The inset (5.9×5.4 nm2) shows a high-resolution image of T5 ad-
sorbed on the border between the Cu(110) and the O–Cu regions. Image parameters:
Vs = –2866 mV, It = 1.06 nA. c Increasing the coverage of T5 to 0.8 ML, the molecules be-
gin to adsorb in the middle of the O–Cu regions (34×34 nm2). A highly resolved image
of the islands is shown in the inset (8.1×8.1 nm2). Imaging parameters: Vs = 526 mV,
It = 1.06 nA. Reprinted with permission from [135]. © (2006) Wiley

on O–Cu occurred after saturation of the pristine Cu rows and started on the
border with the Cu(110) rows. This happens because the molecules impinging
on the O–Cu surface diffuse until they find an energetically favorable adsorp-
tion site that is provided by the molecules adsorbed on pristine Cu(110).

Self-assembly of T5 was also studied on a fully (2×1) oxygen-reconstructed
Cu(110) surface. T5 has a lower chemical affinity for O–Cu compared to
Cu(110). For this reason, a dose a factor of 2.5 times higher than on pris-
tine Cu(110) was required to achieve full monolayer coverage. As seen for
the case of T5 adsorbed onto a Cu/O–Cu nanopattern, the molecules aligned
with their axis along the closed packed direction of the (2×1)O–Cu re-
constructed surface. At monolayer coverage, the molecules assembled with
a high degree of order over several hundred square nanometers, with the
driving force for assembly being weak Van der Waals attractive interac-
tions. Such interactions are favored by the presence of the oxygen layer that
reduces the interaction between the metallic d orbitals and the molecu-
lar π orbitals. A high-resolution image for complete monolayer coverage is
shown in Fig. 54a. Molecular models are superimposed on the image for
clarity. A higher degree of order was achieved compared to Cu(110), since
all T5 molecules lied along the close packed direction. This observation
suggests that the registry of the molecules with respect to the surface was
improved on the (2×1)O–Cu reconstructed surface with respect to the pris-
tine Cu(110) surface. The T5 molecules are clearly interdigitated. A model
for their orientation within the layer is proposed in Fig. 54b. The molecules
within a column are aligned in the same direction, such that the sulphur
atoms of the thiophenes at each end of the molecule point in the same di-
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Fig. 54 a Saturation coverage of T5 on the (2×1)O–Cu reconstructed surface (12×12 nm2).
Tunneling parameters: Vs = –0.526 V, It = 0.659 nA. b Proposed adsorption geometry
of T5. Blue and green lines show the direction of tilt of the holes. Reprinted with per-
mission from [135]. © (2006) Wiley

rection. In this scenario, steric interactions are reduced as T5 molecules
within a column are shifted by approximately a single thiophene ring (or
0.7 nm) with respect to one another. In neighboring columns, the molecules
adsorb such that the sulphur atoms of the end thiophene rings point in
the opposite direction. The ordered assembly of molecular layers on the
copper oxide surface is particularly interesting for applications in organic
electronics since oxide layers are often an essential component in devices.
In perspective, the selective affinity of T5 for Cu(110) and O–Cu paves the
way to the improved fabrication of electrode/organic semiconductor inter-
faces.

4
Conclusions and Perspectives

STM studies have recently demonstrated the possibility to control the as-
sembly of organic building blocks, exploiting surface nanotemplates that
provide suitable surface cues which can drive the formation of ordered struc-
tures upon adsorption. In this review, we described most known studies of
the adsorption properties of organic molecules deposited on nanotemplates,
demonstrating the exciting opportunity of controlling molecular assembly
with nanoscale precision and at fairly long ranges on nanostructured single
crystal surfaces.

When using molecular porous networks, the key concept for the tem-
plating effect is to realize a hierarchical stability of the components of the
desired, complex system, typically using intermolecular interactions, such as
hydrogen bonds and metal-organic complexation. The component of highest
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stability should be the nanotemplate, on top of which structures of increased
complexity and lower stability can be built.

We also described how novel polymorphs of bi-dimensional assemblies
of organic molecules have been self-assembled by the stabilization of pure
phases of the molecule of interest at the domain boundaries of more stable,
ordered, multi-component systems.

Finally, we discussed the use of long-range surface reconstructions as
templates to steer the adsorption of functional organic molecules. A clas-
sic example is the partial (2×1)O–Cu reconstruction obtained by expos-
ing a Cu(110) surface to oxygen at high temperature, leading to a one-
dimensional nanoscale supergrating which acts as a template upon adsorp-
tion of organic molecules.

These studies open interesting perspectives both for fundamental stud-
ies and for possible applications. With respect to basic research, they are
providing new insight into the mechanisms that govern self-assembly, and
ways to control it by balancing molecule–molecule versus molecule–surface
interactions. In terms of applications, controlled molecular patterning with
nanoscale precision will offer new opportunities for developing molecular
writing, chemical and biological sensors, molecular electronic devices, and
improved biocompatible materials.
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Abstract This chapter deals with various aspects of scanning tunneling spectroscopy
(STS) and in particular it reviews STS investigations on organic films. Though this
chapter addresses in particular those systems which have been probed under ambi-
ent conditions and at the solid–liquid interface, a significant part deals with studies
under UHV conditions. Some key principles of STS are highlighted and various molecu-
lar systems are reviewed, ranging from prototypical dyes or conjugated systems such
as phthalocyanines, over conjugated polymers and multi-component covalent and non-
covalent systems.

Keywords Scanning tunneling microscopy · Scanning tunneling spectroscopy ·
Bias dependence · Solid–liquid interface



270 S. Lei · S. De Feyter

Abbreviations
CITS Current imaging tunneling spectroscopy
CoPor Cobalt(II) 5,15-bis-(4-octadecyloxyphenyl)porphyrin
C[12]T Cyclo[12]thiophene
CV Cyclic voltammetry
DAD Donor–acceptor–donor
15DA 1,5-Di(octyloxy)anthracene
DMA 9,10-Dimethoxyanthracene
DOS Density of states
FBPor 5,15-Bis-(4-octadecyloxyphenyl)porphyrin
HBC Hexabenzocoronene
HOMO Highest occupied molecular orbital
HOPG Highly ordered pyrolytic graphite
IETS Inelastic tunneling spectroscopy
IPES Inverse photoemission spectroscopy
LDOS Local density of states
LUMO Lowest unoccupied molecular orbital
Nc Naphthalocyanine
OMTS Orbital-mediated tunneling spectroscopy
OPV Oligo-p-phenylene vinylene
Pc Phthalocyanine
P3DDT Poly(3-dodecylthiophene)s
PDI Perylene bisimide
PTCDA 3,4,9,10-Perylene tetracarboxylic dianhydride
STM Scanning tunneling microscopy
STS Scanning tunneling spectroscopy
TPP Tetraphenylporphyrin
TpyP Tetrapyridylporphyrin
TTF Tetrathiafulvalene
UHV Ultra-high vacuum
UPS Ultra-violet photoelectron spectroscopy
VOPc Vanadyl phthalocyanine
WKB Wentzel–Kramers–Brillouin
ZnPor Zinc(II) 5,15-bis-(4-octadecyloxyphenyl)porphyrin

1
Introduction

Seeing molecules is no longer a dream. Since the invention of the scanning
probe microscopes, it is almost a trivial exercise to visualize molecules on
surfaces. Scanning tunneling microscopy (STM) [1, 2] is especially equipped
for the job, under a variety of conditions such as ultra-high vacuum (UHV),
ambient conditions and at the interface between a solid and a liquid. Atomic
force microscopy [3] has a somewhat inferior resolution, at least under am-
bient conditions, as it has been demonstrated that submolecular and true
atomic resolution, including chemical identification of individual surface
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atoms [4] can be achieved by non-contact imaging under UHV conditions.
Imaging, though, is only part of the problem. The main goal is to ex-
tract properties, including for instance electronic, spectroscopic, magnetic,
and mechanical properties on the molecular to submolecular scale. Often,
these features are of relevance when it comes to integration of molecules in
devices.

STM is the technique of choice when it comes to high-resolution imaging
of molecules on conductive surfaces. Over the past two decades, numerous
examples have been reported, and clearly this technique is very versatile, al-
lowing for the investigation of a wide range of molecular systems (liquid
crystals, self-assembled monolayers (both chemisorbed and physisorbed),
conductive molecular crystals, proteins) in a variety of different experimental
environments ranging from UHV conditions, ambient conditions, to a var-
iety of liquids (organic solvents, aqueous electrolytes, ionic liquids) [5]. This
broad scope has definitely contributed to the success and popularity of STM.
A main requirement though is that the sample must be conductive, typically
allowing the detection of tunneling currents on the order of a few picoamps
(10–12 A) to a few nanoamps (10–9 A). However, as we will see, it is also pos-
sible to use thin isolating surfaces as the substrate.

In STM, a metallic tip is brought very close to a conductive substrate and
by applying a voltage between both conductive media, a tunneling current
through a classically impenetrable barrier results between the two electrodes.
The direction of the tunneling depends on the bias polarity. The exponential
distance dependence of the tunneling current leads to excellent control of the
distance between the probe and the surface and very high resolution (atomic)
on atomically flat conductive substrates can be achieved. For imaging pur-
poses, the tip and substrate are scanned precisely relative to one another
and the current is accurately monitored as a function of the lateral position.
In the constant height mode, the absolute vertical position of the probe re-
mains constant during raster-scanning and the tunneling current is plotted as
a function of the lateral position. In the constant current mode, the absolute
vertical position of the probe (or sample) is adjusted to maintain a constant
tunneling current. An image can be constructed by assigning every pixel in
the probed 2D area a gray scale or color code reflecting the height of the probe
or the tunneling current, depending on the approach used.

Of particular interest for this review is the fact that the contrast in STM
images reflects both topography and electronic effects. In fact, STM can be
used to locally probe the electronic properties of the systems under investiga-
tion, transforming it to a real spectroscopy tool, which is often referred to as
scanning tunneling spectroscopy (STS). Indeed, a constant current image will
only reflect true height changes if the local density of states (LDOS) of the sur-
face is constant across the surface. More often than not, the LDOS for a give
system is not constant and as a result, electronic information is mixed in with
topographic information.
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In this review, we will focus on the power of STM and STS to reveal the
electronic properties of molecules adsorbed on surfaces. We restrict ourselves
to those systems where molecules are physisorbed (or weakly chemisorbed)
on surfaces. We do not report on charge transport studies through the back-
bone of single molecules which are linked at two different sites to the elec-
trodes (such as transport measurements using mechanically controlled break
junctions [6, 7]), nor do we discuss the interesting field of charge transport
through chemisorbed self-assembled monolayers (typically alkyl thiols on
gold) [8]. Charge transport studies at electrified interfaces [9–12] or involv-
ing proteins [13] are also not described in this review.

We highlight recent studies on bias-dependent imaging and STS in UHV
and in particular at the solid–liquid interface and in ambient conditions.
Where appropriate, we will compare results obtained in the different me-
dia. We start with a brief introduction into scanning tunneling spectroscopy
and will discuss then various chemical systems ranging from prototypical
aromatic molecules such as perylenediimide and phthalocyanines, over poly-
mers to complex multi-component systems.

There are a number of excellent reviews on scanning tunneling spec-
troscopy, but highly recommended is the review by K.W. Hipps [14].

2
Scanning Tunneling Spectroscopy: Some Basics

Tunneling is a quantum mechanical effect and the probability of transmission
through a barrier decreases exponentially with the thickness of the barrier
(the distance between tip and sample) and the square root of the potential
(barrier height) relative to the electron energy [15, 16]. Assuming that the
bias voltage is small compared to the barrier height, the tunneling current
between two metals in vacuum is roughly proportional to

I∼V exp(– d
√

Φ) ,

where I (current), V (applied bias), d (distance between tip and sample), and
Φ (the work function).

However, this simple formula (reflecting the exponential tunneling trans-
mission probability) does not take into account the contribution of the dens-
ity of states of the tip and sample as a function of the position along the
surface plane. Therefore, the tunneling process is better represented by the
following formula, based on the Wentzel–Kramers–Brillouin (WKB) method:

I =

eV∫
0

ρs(r, E)ρt(r, – eV + E)T(E, eV, r)dE ,
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where I is the tunneling current, ρs(r, E) and ρt(r, E) are the density of states
of the sample and tip at location r and the energy E, measured with respect to
their individual Fermi levels. T(E, eV, r) is the tunneling transmission proba-
bility for electrons with energy E and applied bias voltage V.

Figure 1 reflects in a schematic way the experimental approach and the
key electronic properties of tip and sample (substrate + adsorbate) of con-
cern in this review. Typically, the spacing between the tip and substrate is
a few angstrom. It is already important to note at this stage that the tip–
molecule distance is typically larger than the molecule substrate distance. The
diagram shows the filled conduction bands of metallic tip and substrate, and
the density of states (DOS) of the adsorbate, simplified by the presentation
of its frontier orbitals (highest occupied molecular orbital (HOMO), lowest
unoccupied molecular orbital (LUMO)). “Adsorbate” refers to an adsorbed
molecule on a surface. For simplicity, the density of states of the metal tip
and substrate are ignored. Or in other words, it is assumed that the density

Fig. 1 Schematic diagram of orbital mediated tunneling spectroscopy and the STM/STS
setup. In this example, the HOMO of the adsorbed molecule is closer to the Fermi level
of the substrate than the LUMO. V is the applied tip bias. The arrow indicates the current
flow. At positive tip bias (or negative sample bias) electrons tunnel from filled states of the
substrate into the tip. At negative tip bias (or positive sample bias) electrons tunnel from
the tip into empty states of the substrate. At certain potentials, the molecular orbitals
may mediate the tunneling process. A resulting asymmetric I–V plot is shown in (c). The
asymmetry is due to the asymmetric position of the molecular frontier orbitals versus the
Fermi level of the substrate combined with the asymmetric position of the molecule in
the tunneling gap. dI/dV–V spectroscopy typically reveals peaks if molecular orbitals are
involved. For examples, see text
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of states of tip and substrate are rather smooth and that any spectroscopic
features are dominated by the properties of the adsorbate.

Upon applying a positive bias voltage to the sample, electrons will tunnel
from filled states of the tip into empty states of the sample. Upon applying
a negative bias voltage to the sample, electrons will tunnel from filled states
of the sample into empty states of the tip. Electrons close to the Fermi energy
of the “electron source” will contribute most to the tunneling current.

Typically, in STS experiments current (I)–voltage (V) curves are recorded
on top of a given x, y coordinate while the feedback loop is turned off. In im-
aging, the feedback loop is necessary to adjust the height of the tip in order
to satisfy a certain set point tunneling current (in constant current mode).
As can be seen in Fig. 1, by ramping the sample bias voltage to more posi-
tive values, higher empty states of the sample (e.g., the LUMO) should be
addressed. By ramping the sample bias voltage to more negative values, lower
lying filled states of the sample (e.g., the HOMO) could contribute to the tun-
neling process. However, the current (I)–voltage (V) curves look often rather
smooth and featureless and do not reveal at first sight the involvement of
adsorbate states.

Therefore, to probe the electronic properties of molecular adsorbates often
dI/dV–V spectroscopy is carried out, either under UHV and ambient condi-
tions or even at the liquid–solid interface. The dI/dV–V plot, also called the
differential conductance curve, is proportional to the LDOS. Sometimes the
normalized differential conductance curve [dI/dV/(I/V)–V] or [dlnI/dlnV–V]
is shown. Transitions reflected in the appearance of peaks in these dI/dV–V
curves are the result of the elastic tunneling process (no energy loss during
tunneling) and the bands are typically not temperature-dependent, which is
due to their large intrinsic width. The spectroscopy associated with the de-
tection of such transitions is called orbital-mediated tunneling spectroscopy
(OMTS). Apparently, various mechanisms can contribute to the observed
transitions: in true resonance tunneling the effective residence time of the
tunneling electrons on the molecule is negligible with respect to nuclear mo-
tion. Other processes involve oxidation or reduction of the molecule, followed
by relaxation to the original state via charge hopping, or the redox process
can be so fast that such relaxation cannot occur. The latter situation is also the
case in ultra-violet photoelectron spectroscopy (UPS) or inverse photoemis-
sion spectroscopy (IPES) [14].

Therefore, STS can be used to probe electronic states of the entities inves-
tigated as a function of energy within the range of a few electron volts around
the Fermi level.

Among the many variants, current imaging tunneling spectroscopy (CITS)
is of special interest. In CITS, both topography and current–voltage character-
istics are recorded simultaneously. While the normal STM topography image
is being recorded with constant tunneling current I, at any pixel the feed-
back (current control) is released for a short time and the I–V characteristics
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are measured. Typically, the data are displayed as a series of current images
(CITS maps) representing the tunneling current I as a function of the lateral
x, y coordinates for a given voltage. The contrast of such images may change
significantly at certain bias voltages when new energy levels are addressed.
Therefore, CITS is a technique which makes energy-resolved spectroscopy
possible with spatial resolution. The density of states of the molecules can be
visualized as a function of energy and position.

CITS is related to bias-dependent imaging. In bias-dependent imaging, no
I–V curves are obtained but images are compared which are obtained for
a given constant set point current but variable values for the bias (V). Most
often, such images are taken sequentially but also other options have been
reported, where for instance the forward trace is obtained at bias 1 and the
return trace at bias 2. CITS has the advantage that in addition to recording
a large amount of information in a short time, images (CITS maps) can be
obtained for certain extreme current–voltage settings which would be hard to
achieve in traditional imaging mode because of instabilities.

Another related technique is dI/dV maps. The dI/dV maps are obtained by
recording the dI/dV intensity at selected bias voltages simultaneously with the
topography images. As mentioned above dI/dV is proportional to the LDOS.
The dI/dV maps therefore show the spatial distribution of the LDOS of the
surface structure [17, 18].

Some other variants (e.g., current–distance spectroscopy) will be intro-
duced and discussed in the coming sections.

In general, I–V curves could contain both information on elastic and
inelastic tunneling processes. In contrast to elastic tunneling processes, in in-
elastic tunneling spectroscopy (IETS), the moving electronic charge interacts
with the time varying molecular dipoles to induce excitation of the molecule
in the barrier, e.g., to excite vibrational modes of a molecule, with loss of
energy by the electron. However, such experiments require UHV at low tem-
perature. We will focus on the elastic part of the tunneling process, where
electrons do not lose energy during the tunneling process, as in OMTS.

3
Technical Aspects and UHV Versus Liquid–Solid Interface
and Ambient Conditions

In order to carry out scanning tunneling spectroscopy measurements, a few
technical requirements have to be taken into account. An important point
is the fact that one should be able to shut off the feedback loop during
data acquisition, in order to decouple sample–distance effects from the spec-
troscopy data. Typically, the faster one can record a STS curve the better,
in order to eliminate instabilities or temperature-induced drift effects while
running the spectroscopy experiments. A critical point is the capacitance in
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the tip–sample assembly and the wires leading to the preamplifier circuit. The
preamplifier should be as close as possible to the tip. Both tip and sample
need to be electrically isolated and as small as possible [14]. The acceptable
drift will depend on the spatial resolution needed. Of course, the price to pay
for taking the spectra as fast as the electronic bandwidth allows is signal-to-
noise quality. Therefore, one often finds in literature that I–V curves have
been averaged, sometimes after a “selection” of the raw data. To directly ob-
tain dI/dV–V curves, it must be possible to add a modulation to the bias (or
position voltage). Sometimes, the dI/dV–V curves are calculated from the I–V
curves [19] or “noisy” I–V data are fitted by an appropriate polynomial before
constructing the dI/dV–V curves.

It is clear that UHV conditions provide optimum control to carry out STS
as solvent is an extra factor of noise. The bias range, which can be used,
will be affected by the properties of the solvent which to begin with should
be very dry (unless one uses coated tips as done at electrified interfaces).
If not, Faraday processes will come into play. Even so, the solvent itself can
become electrochemically active at high biases leading to an unstable tunnel-
ing junction. Therefore, it is hard in solution to access the direct energetic
positions of the molecular states with respect to the Fermi level of the sub-
strate. Due to the absence of solvent, in UHV one can use a much larger bias
window.

Other effects which hamper “error”-free STS are molecular conforma-
tional changes or desorption. Therefore, it is advisable to take an STM image
after recording the STS data in order to detect eventual changes during the
spectroscopy events.

An unanticipated problem in taking STS curves in solution is the fact that
the tunneling barrier height might oscillate. By carrying out in situ distance

Fig. 2 Current–distance curve (I–z) at the Au(111)/0.02 M HClO4 interface
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tunneling spectroscopy, it was revealed that the exponential decay of the tun-
neling current with the gap is modulated with oscillations of a period of
0.35 nm (Fig. 2), which coincides with the theoretically predicted spacing of
the interfacial water layers at the charged solid–water interface [20]. Both
tunneling current and local barrier height oscillate with the gap width. Such
results indicate that tunneling spectroscopy in liquids could be sensitive to
electronic states of solvent molecules. However, the limitations set by the sol-
vent does not mean that spectroscopy at the liquid–solid interface is useless.
As we will show, it allows systems to be probed, which would be hard to access
under UHV conditions.

Throughout this chapter, a number of examples will illustrate the issues
discussed here.

4
Spectroscopy on Electronically Decoupled Systems

As we will see, on metallic substrates it is often a problem that the elec-
tronic structure of the molecules is strongly perturbed by the presence of the
substrate electrons. Therefore, an electronic decoupling from the supporting
substrate is highly desirable. This decoupling can be achieved for instance
by using an insulating film (e.g., a few layers of NaCl) on top of a Cu(111)
surface as the substrate. Electrons can still tunnel through such a thin insulat-
ing film facilitating imaging with a low-temperature STM in UHV conditions.
Differential conductance spectroscopy (dI/dV–V) on an individual pentacene
molecule adsorbed on such an insulating film reveals distinct features: two
peaks at –2.4 and +1.7 V, respectively, separated by a broad region of low
conductance [21]. Bias-dependent imaging at the peak potentials and in the
broad gap region clearly show intramolecular differences. The molecular
images obtained at –2.4 and +1.7 V are clearly much broader and have a large
apparent height compared to those obtained for potentials in the broad gap
region (Fig. 3). In addition, more intramolecular features are resolved at the
peak potentials, especially for a STM tip which carries a pentacene molecule
at its apex. Strikingly, in the latter case, the STM images are very similar to
the native HOMO and LUMO of the free molecule. The lifetime of an elec-
tron or a hole on the pentacene molecule is strongly increased by the presence
of the insulating layer. As a result, an electron or a hole is localized within
the molecule before it can tunnel away into the substrate. So the peak pos-
itions correspond to the negative and positive ion resonances of the adsorbed
molecule which are related to the ionization energy and the electron affinity
of the free molecule.

Another interesting observation is that the position of the LUMO peak
is only weakly shifted upon decreasing the tip–sample distance by about
0.2 nm. In the current range from 7.5 pA to 1100 pA, the influence of the
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Fig. 3 (Left) dI/dV–V spectroscopy at the center of a pentacene molecule on NaCl. (Right)
From top to bottom: STM images acquired with a metal and a pentacene tip, and con-
tours of constant orbital probability distribution of the free molecule. The geometry of
the pentacene molecule is displayed in the lower center image

applied electric field on the peak positions is rather small. In addition, by
changing the metal substrate orientation from Cu(111) to Cu(100), an iden-
tical gap between the frontier orbital peaks is observed, while the peaks
are shifted by 0.35 eV to lower voltages, which could be nicely explained by
the difference in work functions of the clean surfaces, again supporting the
claim that the pentacene molecule is electronically decoupled from the sub-
strate. This is in contrast to the situation where π-conjugated molecular films
are directly adsorbed onto a metal surface where a variety of interface phe-
nomena are observed that can cause the breakdown of the vacuum level
alignment [22].

5
Spectroscopy on Perylenediimides

PTCDA (3,4,9,10 perylene tetracarboxylic dianhydride) has been extensively
studied. PTCDA films present semiconducting behavior, strong anisotropy in
electronic transport and interesting optical properties [23]. Its growth mode
and structural properties have been investigated on different metallic sub-
strates such as silver, copper and gold [24–28]. On Au(111) a layer-by-layer
growth has been reported for the first several layers, followed by island for-
mation for multi-layer coverage. PTCDA typically assembles in a herringbone
structure on most substrates. For Au(111), a less dense square assembly also
can be obtained.

Highly ordered ultra-thin PTCDA films have been prepared by organic
molecular beam epitaxy on Au(100) (Fig. 4). The molecules form large do-
mains of well-known herringbone structures resembling the (102) bulk plane
within a one-monolayer thick film. A striped superstructure has been ob-
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Fig. 4 a STM image of a monolayer of PTCDA on Au(100) (80 ×80 nm2, 0.05 nA, 0.65 V)
showing the well-known herringbone structure. b,c The images obtained at the area
marked by the white square in (a) before and after recording the STS data. d,e Show I–V
and normalized differential conductance ((dI/dV)/(I/V)) curves recorded at fixed tip–
sample distance. The black and gray curves are recorded at different tip–sample distance

served due to the position of the molecules relative to the underlying re-
constructed Au(100) surface. The electronic structure of PTCDA has been
probed with STS [29]. Normalized derivatives of the I–V curves obtained on
such assembly clearly reveal a peak at approximately 0.9 eV, which is inde-
pendent of the tip–sample distance. By comparing the normalized deriva-
tives of I–V curves taken consecutively on PTCDA islands and uncovered
areas of the Au(100) surface, the peak at 0.9 eV was attributed to the LUMO
of PTCDA.

No peak was detected in the negative sample bias region, which was at-
tributed to the limited voltage range probed (±1.5 V) while the position of
the HOMO for PTCDA is expected approximately at –1.9 V relative to the sub-
strate Fermi level. Good agreement was found with inverse photoemission
spectroscopy (IPES) and UV photoemission spectroscopy (UPS) data.

STS experiments on a monolayer and a 2–3 layer PTCDA film on Au(111)
show peaks representing the density of filled and empty states (Fig. 5) [30].
The energy difference between these peaks is measured to be 3.3 eV for the
monolayer and in contrast a 0.25 eV increase of this value is observed for
the 2–3 layer spectrum. IPES/UPS measurements confirm this increase of
the transport gap for the multi-layer. In addition a broad feature has been
revealed in the STS spectrum of the PTCDA monolayer and this has been at-
tributed to the surface state of the Au(111) substrate, which is not eliminated
by the deposition of PTCDA molecules.

The above hypothesis has been further addressed using a combination of
STS and UPS techniques. The STS dI/dV–V curves obtained on one mono-
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Fig. 5 Composite UPS/IPES spectra as a function of PTCDA thickness on Ag (a) and STS
spectra recorded for a monolayer (bottom) and a 2–3 molecular layer (top) film of PTCDA
deposited on Au (111). The corresponding STM images are also shown

layer of PTCDA reveal similar broad features in the range of –0.4 V to 0.2 V
(Fig. 6) [31]. The position of this feature is in good agreement with the
Shockley-type surface state observed in the STS curve obtained on clean
Au(111) surface. Only a slight shift of about 40 meV toward the Fermi level
is detected in presence of the PTCDA monolayer. This shift is attributed to
the interaction between the PTCDA molecules with the gold substrate and
its small value points to a weak interaction in this case. The HOMO and
LUMO states of PTCDA could also be resolved in these spectra at around
+1.0 V and –1.9 V, respectively. The transport gap is thus detected to be
2.9 eV. At high PTCDA coverage, a slight broadening of the energy gap is
detected. The feature close to the Fermi level was no longer detectable, sug-
gesting that the gold surface state could only tunnel through the first PTCDA
layer.

6
Spectroscopy on Phthalocyanines and Porphyrins

Phthalocyanines and porphyrins belong to the most promising candidates
to form ordered organic thin films with applications in organic electron-
ics due to their chemical stability and electronic properties. Both p- and
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Fig. 6 a STM image of submonolayer PTCDA film on Au(111) (57 ×40 nm2, V = –2.0 V,
I = 0.16 nA). b STS performed at room temperature on clean Au(111) and 1 ML PTCDA.
The onset of Shockley surface states is identified for clean gold (dashed line) at –0.4 V.
A similar peak and molecular related features (HOMO and LUMO) are detected in the
dI/dV–V spectra recorded on the PTCDA monolayer. For 2 ML PTCDA only the molecular
related HOMO and LUMO appear. c Detail of the gold surface state region where a shift
of ∼40 meV can be observed

n-type conductivity can be attained in this class of compounds by proper
chemical modifications. This is of special importance for the realization
of complementary logic circuits [32]. The presence of metal, ring and pe-
ripheral group centered electron transport processes makes porphyrins and
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Fig. 7 Combined results of UPS, STM dI/dV–V OMTS, and tunnel junction IETS and
OMTS of CoTPP (a) and NiTPP (b) thin films. Curve positions on the x-axis are adjusted
for differences in device work function. c Comparison of STM dI/dV–V spectra of CoTPP
on Au (111) as obtained with Pt/Ir and W tips

phthalocyanines exciting model systems for scanning tunneling microscopy
and orbital-mediated tunneling spectroscopy studies.

Hipps et al. have carried out a series of investigations on OMTS of por-
phyrin and phthalocyanine derivatives on Au(111) surface with STM (Fig. 7).
In one of their reports the STS results obtained on Co-tetraphenylporphyrin
(CoTPP) and NiTPP were compared with that from conventional tunnel diode
structures and UPS. Their studies show STM-OMTS could determine the
position of both the HOMO and LUMO, while UPS could only give out infor-
mation of the HOMO and conventional IETS-OMTS on the LUMO. Thus they
concluded that STM-OMTS could give out more information than both UPS
and IETS-OMTS, and could do so with submolecular resolution [33, 34].

The OMTS spectra of a porphyrin derivative TPP with different metal ions,
CoTPP and NiTPP, reveal one remarkable difference. There is an apparent
band at about 5.3 eV relative to the vacuum level for CoTPP while this fea-
ture is absent for NiTPP. This band is attributed to ionization from the half
filled dz

2 orbital of Co. The determination of the HOMO and LUMO levels
with STM-OMTS is consistent with the UPS and IETS-OMTS data.

The difference in the work functions of W (4.6 eV) and Pt (5.6 eV)
should cause a significant difference in the internal field experienced by the
molecules in the Au–W and Au–Pt junction. However, within the accuracy
of experiments, there was no discernible shift in peak positions despite the
1 V difference in the internal potential expected. This apparent lack of sen-
sitivity is attributed to the relatively small thickness of the adsorbate layer
in comparison with the tunneling gap between the tip and substrate. Thus
the internal potential field created by the work function difference between
tip and substrate has little effect on the positions of adsorbate electronic
energy levels. A comparative study using UPS, XPS and STM-OMTS on
Ni(II)-octaethylporphyrin adsorbed on Au(111) led to the same conclusion.

Most reports on STM-OMTSs assume that STM-OMTS is independent of
tip–sample separation. The excellent agreement between the observed en-
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ergies of frontier orbitals and those reported by UPS and electrochemistry
justified the interpretations. However, previous theoretical and experimental
studies proved the possibility that changing the distance between the tip and
the molecular film might change the OMT peak positions [35–37]. The tip–
sample distance dependence observed in STS studies of quantum dots is an
example [38, 39]. The tip–sample distance dependence is understood to be
related to the resistance between tip–sample and sample–substrate. For ad-
sorbates such as porphyrin and phthalocyanine, the dependence of STS with
the tip–molecule separation has not yet been proven experimentally.

In one report, the OMTS of NiTPP is measured as a function of tip–
substrate separation in a range of tip motion of 0.42 nm (Fig. 8). In this
report the tip–sample separation is varied by changing the set point, the
0.42 nm increase in separation approximately corresponds to a decrease in
20 fold of the current. Using the logarithmic derivative, dlnI/dlnV, it was
possible to determine the peak positions and shapes. For all the spectra meas-
ured with different tip–sample separation the LUMO is determined at 1.52 V
above the Fermi level, while the HOMO is determined at 1.17 V below the
Fermi level (5.2 eV for gold). In this range of tip–sample separation the split-
ting between the HOMO and LUMO bands does not change with tip–sample
separation. The tip–sample distance dependence could be interpreted with
a double-tunneling-barrier mechanism, in which the interaction between the
sample and substrate is weak [38, 39]. For the NiTPP/gold system the HOMO–
LUMO separation independent of the tip–sample distance is attributed to
the fact that the resistance between tip and molecule is always significantly
larger than that between the molecule and gold substrate, which indicates the
molecule–substrate interaction is relatively strong [40].

Fig. 8 OMTS dI/dV–V (a) and dlnI/dlnV (b) curves acquired from a NiTPP monolayer
at –1.2 V sample bias and varying tip–sample distance. A different constant was added
to each data set in (b) to allow them to be better distinguished. The distances given are
relative to the closest tip–sample separation (–1.2 V, 2.0 nA)
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STS is also ideal to distinguish between structurally alike but electron-
ically different molecules. A composite film of CoPc and CoTPP has been
formed by sequential deposition of these compounds (Fig. 9) [41]. An ap-
proximately 1:1 CoTPP/CoPc structure is observed to form spontaneously on
Au(111) at low coverage irrespective of which species is deposited first. In
the 1:1 structure nearly pure molecular rows of CoPc or CoTPP are seen to
arrange alternatively on the surface. This structure is highly defective in com-
parison with the structure formed by F16CoPc and NiTPP, which is generated
through the H–F hydrogen bonding. The transient oxidation of the Co dz

2

orbital is identified in STM dI/dV–V curves just negative of the 0 V sample
bias for both molecules, while the HOMO orbital of the aromatic ring is ob-
served in different positions (5.8 eV for CoPc and 6.5 eV for CoTPP). This
allows identification of these molecules from each other in the mixed phase.
Nearly identical constant current contours are observed over the central Co2+

ions of CoTPP and CoPc, indicating the different structure of TPP and Pc lig-
ands do not cause significant difference in the dz

2 orbital-mediated tunneling
current of the central Co2+ ion.

In addition to the “traditional” phthalocyanines, also more exotic deriva-
tives have been investigated. Non-planar vanadyl phthalocyanine (VOPc) has
been assembled on the Au(111) surface and this molecule is observed to show
nodal planes running through the center of the molecule (Fig. 10) [42]. The
dark central region is attributed to the oxygen atom that is considered to
reduce the number of available states near the Fermi energy. The apparent
height of the Pc is highly bias-dependent. dI/dV–V curves of this molecule

Fig. 9 a High-resolution constant current STM image of CoTPP and CoPc on Au(111).
The CoTPP/CoPc film was made by first depositing 0.25 ML of CoTPP on Au(111) and
followed by 0.3 ML of CoPc. Acquired with 0.4 sample bias, 0.1 nA. b STM-OMTS of CoPc
and CoTPP. Zero bias is taken as 5.2 eV relative to the vacuum level. The bias at which the
image was acquired is indicated
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Fig. 10 a High-resolution STM image of a VOPc monolayer on Au(111). The image was
acquired at 600 mV sample bias and 300 pA. A model of the VOPc molecule is shown in
the lower right. b Area averaged I–V curves and generated dI/dV–V. The dI/dV–V was
generated in two ways: the I–V curve was fit by a polynomial and the exact derivative of
the polynomial was taken (indicated as fit), or the raw I–V data was smoothed and then
a numerical derivative was taken (indicated as smoothed)

show apparent peaks at +1.4 and –1.8 V sample bias, corresponding to 3.9 and
7.1 eV with respect to the vacuum level. The +1.4 V peak is assigned to OMT
through the LUMO. The peak at –1.8 V bias was assigned to the HOMO.

On the other hand, in case of naphthalocyanine (Nc) a pronounced tip–
sample distance effect was observed: the highest occupied orbital is pinned to
the filled band of the substrate while the electron affinity states show a shift
in their relative energy position toward the Fermi energy with decreasing
tip–sample distance [43, 44]. In contrast no HOMO–LUMO gap shrinking has
been detected for SnNc (2.29 eV) in comparison with Nc (2.59 eV). The dif-
ferent tip–sample distance dependence of these two molecules is attributed to
their different interaction with the substrate. The interaction between the Nc
molecule and substrate is considered to be weak and the molecule–substrate
interface is considered to be pure capacitive. On the other hand, the interac-
tion between the non-planar SnNc molecule and substrate is strong and the
interface is purely ohmic. This affects the tunneling process in the following
way: as the tip–sample distance decreases to a critical value the transmis-
sion rate of electrons to the molecule will become greater than that from the
molecule to the substrate, inducing a residence time of the electron on the
molecule. If the interface has more capacitive character, the electron will have
a longer residence time in comparison with a pure ohmic interface. Thus in
a capacitive interface, electrons partially fill the unfilled levels near the Fermi
level and partially charge the molecule. The charging will cause a lowering of
the energy of the unfilled levels. Thus the shift of electron affinity states of Nc
is assigned to the charging of these levels during the tunneling process.
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STS also turns out to be fruitful in distinguishing between reagent
and product formed on a surface. A metal-free tetrapyridylporphyrin (H2-
TpyP) was preorganized on Ag(111) surface under vacuum by evaporation
(Fig. 11) [45]. Upon evaporation of Fe atoms onto this well-defined H2-TPyP
precursor layer a dramatic change in image contrast happens to some of the
molecules in the lattice, indicating emergence of a new species. The num-
ber of modified molecules shows a direct correlation with the Fe dose. The
STM observation clearly reveals a preserved 2D TPyP layer structure, where
exclusively the central porphyrin moieties undergo dramatic changes.

The STS measurements on the precursor and reacted product elucidate
significant differences in the electronic properties before and after reaction
with Fe atoms. The LUMO position of the new species appeared at 0.99 V,
while the LUMO position of H2-TPyP was observed at 0.74 V. To confirm
the anticipated formation of Fe-TPyP, the organization and electronic prop-
erties of Fe-tetraphenylporphyrin (Fe-TPP) have been studied with STM and
STS as control experiments. Indeed, a similar contrast in the central por-
phyrin core was observed in the STM image, and the dI/dV–V curves of
this compound showed a pronounced feature at 1.02 V, associated with its
LUMO position. This approach may provide a novel pathway to realize low-
dimensional metal–organic architectures and patterned surfaces, which can-
not be achieved by conventional means.

Fig. 11 a–c Chemical sensitivity through bias-dependent imaging of H2-TpyP and Fe-
TpyP. All three images are taken at a set point current of 0.71 nA. The white circle
highlights the position of one specific Fe-TpyP molecule. d Tunneling spectra taken on
bare Ag(111) and H2-TpyP. e Comparison of the spectrum taken on H2-TpyP with those
on Fe-TpyP and Fe-TPP. The gray arrows indicate the bias voltages where the images in
(a), (b) and (c) are taken, respectively
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All of the examples above were obtained in UHV. Now, some examples will
be provided on STS under ambient conditions or at the liquid–solid inter-
face. For instance, the effect of substituent polarity on the charge transfer
of adsorbed CuPc molecules on the graphite surface has been studied with
STM/STS in air (Fig. 12) [46]. STM results indicate a dramatic change in the
two-dimensional assembly of halogenated CuPc and this change is attributed
to the change in the electronic structure of CuPc by the large electron affinity
of fluorine atoms. STS investigations on these CuPcs demonstrate that they all
show an apparent energy gap of about 2 eV, in good agreement with UPS/IPES
data. Upon increasing the substituent polarity, a shift of the HOMO/LUMO
bands towards negative sample bias was observed as well as a slight narrow-
ing of the band gap. Interestingly, the LUMO bands seem to be more sensitive
to the substituent polarity and show a more apparent shift than the HOMO
bands. The observed shifts of the valence bands are considered to be associated
with the charge transfer between the adsorbate and substrate.

In another study the doping effect of oxygen from the air for titanyl-
phthalocyanine (TiOPc) has been investigated with a combination of STM/
STS and cyclic voltammetry (CV) method [47]. STS spectra taken on a well-
assembled monolayer of TiOPc on graphite shows that the HOMO and LUMO
edges are at –0.94 V and 1.10 V, with an apparent energy gap estimated to
be 2.04 eV. The slight positive shift of the energy gap center relative to the
Fermi level of the substrate indicates that the molecule shows a p-type semi-
conductor behavior in air. As a control experiment, the first oxidation and
reduction potential were estimated with CV either with or without N2 pro-
tection. Without N2 protection the TiOPc molecules show an energy gap
and semiconducting behavior in good agreement with the results from STS,
while with N2 protection, a smaller energy gap and opposite semiconduct-
ing behavior was observed. This result is in good agreement with a previous
report where TiOPc changes its electronic behavior before and after being ex-
posed to oxygen [48, 49]. These differences in electronic characteristics are
attributed to a charge transfer process between TiOPc and O2.

Though there have been significant advances in understanding electron
transmission through a single molecule, few studies deal with electron trans-
mission from one molecule to another. Recently, a fullerene-modified gold
STM tip was used to detect the electron transmission in a single fullerene-
porphyrin molecular pair (Fig. 13) [50]. The functionalized fullerene was
attached to the tip through thiolate-gold interaction, and a single fullerene-
porphyrin molecular pair was realized by approaching the fullerene-modified
tip to a self-assembled monolayer of porphyrin at the HOPG/trichlorobenzene
interface. By comparing STM images obtained with modified and unmodified
tips it was concluded that the electron tunneling through the fullerene-
porphyrin pair occurs from the electron donating porphyrin to the electron
accepting fullerene via a charge transfer interaction. I–V curves showed a clear
rectifying behavior with a large current at negative sample bias while the
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Fig. 12 a Typical dI/dV–V curves obtained on differently substituted CuPcs. These dI/dV–
V spectra were acquired at a fixed height with given set point current and sample bias,
–1.00 V, 380 pA for CuPc, –1.02 V, 350 pA for Cl16CuPc and –1.08 V, 220 pA for F16CuPc,
and shifted for clarity. b Histogram of the gap edges of differently substituted Pcs. The
solid lines show a Gauss fit of the columns. c Variation of the averaged gap edge with the
changing substituents

current flow is significantly smaller at positive bias. The asymmetric current
is consistent with the polarity dependence in STM imaging and a rectifi-
cation ratio of 12 is estimated. STS curves obtained with an unmodified
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Fig. 13 STM images of CoPor monolayers physisorbed on HOPG observed with an un-
modified gold tip (a) and the fullerene molecular tip (b). Tunneling conditions: –1.30 V,
0.30 nA for (a) and –1.25 V, 0.30 nA for (b). The insets schematically show the molecular
arrangement in the images. Cross-sectional profiles measured along the lines marked in
the images are shown under the images. c The I–V curves measured with the fullerene
tip at the porphyrin ring of CoPor, with an unmodified gold tip at the porphyrin ring of
CoPor, and with the fullerene tip at C33H68, in an argon atmosphere

tip on cobalt(II) 5,15-bis-(4-octadecyloxyphenyl)porphyrin (CoPor) and with
a modified tip on C33H68 both show symmetric curves, demonstrating the rec-
tification is really reflecting the behavior of the fullerene-porphyrin junction
rather than the fullerene-tip or porphyrin–substrate junctions.

A mixed monolayer of zinc(II) 5,15-bis-(4-octadecyloxyphenyl)porphyrin
(ZnPor) and 5,15-bis-(4-octadecyloxyphenyl)porphyrin (FBPor) has been
imaged with bare gold and fullerene-modified tips to test the chemical sen-
sitivity of the modified tip (Fig. 14). These two porphyrins appear with iden-
tical contrast when imaged with a bare gold tip in which the centers of all
of the porphyrin rings were observed as depressions compared with the sur-



290 S. Lei · S. De Feyter

Fig. 14 STM images of mixed monolayers of FBPor and ZnPor physisorbed on HOPG
observed with an unmodified gold tip (a) and a fullerene-modified tip (b). Tunneling
conditions: –1.2 V, 0.35 nA for (a) and –1.30 V, 0.45 nA for (b). Below the images the
cross-sectional profiles along the lines in the images are shown

rounding pyrrole moieties. However, when imaged with a fullerene-modified
tip, some of the porphyrins are observed to be much brighter than the others.
A statistical study of the number of molecules with bright and dim contrast
in a large area reveal a ratio which is consistent with the molar ratio of these
two compounds in the sample solution, thus proving that the bright and dim
porphyrin rings correspond to ZnPor and FBPor, respectively. This difference
in contrast is attributed to a different degree of charge transfer between both
porphyrins and the fullerene tip.

7
Spectroscopy on Other Related Aromatic Systems

The group of Rabe et al. was the first to report on reliable STS at the liquid–
solid interface with submolecular resolution [51]. The self-assembly and the
electronic properties of an alkylated hexabenzocoronene (HBC) were studied
by STM and STS (Fig. 15). These molecules formed highly ordered 2D crys-
tals. The bright features, which reflect a high tunneling probability, were
attributed to the aromatic part of the HBC molecules while the darker areas
were attributed to the place the (mobile) alkyl chains were adsorbed. These
authors recorded STS curves on top of the aromatic HBC cores, the alkyl
chains and graphite, and clearly showed that STS with a resolution bet-
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Fig. 15 (Left) Chemical structure of an alkylated hexabenzocoronene (HBC). (Right) I–V
through alkyl chains (a) and through the aromatic cores (b)

ter than 1 nm is possible, even at the liquid–solid interface. The diode-like
structure of the STS curve on top of the aromatic HBC moieties (a higher
tunneling probability at negative sample bias) was attributed to resonant
contributions of the HOMO of HBC. Using the same model of resonant tun-
neling (orbital-mediated tunneling), the symmetric featureless I–V curves on
top of the alkyl chains were attributed to the lack of a resonant contribu-
tion as the HOMO and LUMO levels of these alkyl chains are too far from
the Fermi energy.

Typically, STS experiments reveal the participation of the frontier orbitals
in the tunneling process (HOMO–LUMO). It is a rare event that also lower
lying filled states and higher lying empty states are measured. This has been
achieved for bilayers of hexabenzocoronene on Au(111), where at room tem-
perature the dlnI/dlnV–V curves have been recorded in an extended voltage
range (±2.5 V) (Fig. 16) [52]. The normalized differential conductance re-
veals for peaks at +2.2 V, +1.8 V, –1.4 V, and –2.0 V. The STS results were
independent of the tip material. It has been assumed that the applied poten-
tial dropped entirely between the molecule and the tip, so, with the assump-
tion that there is no voltage drop at the molecule–substrate interface: indeed,
the obtained HOMO position was in perfect agreement with the value ob-
tained in the UPS measurements. The absence of a bias-dependent bias drop
is also supported by the fact that the peak positions in the normalized differ-
ential conductance curves are not affected by the tip–sample distance. These
authors argued that if there is a fraction of the bias voltage which is dropped
at the molecule–substrate interface, this fraction should change when increas-
ing the tip–molecule separation.

Monolayers and bilayers of hexabenzocoronene have also been investi-
gated at the liquid–HOPG interface. In contrast to the previous report, it was
shown for the HBC molecules in the second layer that their electronic prop-
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Fig. 16 a Chemical structure of hexabenzocoronene. b Constant height STM image
of a double layer of hexabenzocoronene on Au(100). (Image size is 100 nm×100 nm,
V = 0.65 V, I = 0.05 nA.) c I–V curves at two different tip–sample distances measured
on the same site with a tungsten tip. The distance z2 is nominally 0.25 nm larger. The
separation z1 is determined by the tunneling parameters I = 0.05 nA and V = 0.7 V.
d Normalized differential conductance curve calculated from an I–V curve obtained at
0.2 nA/–1.5 V with a gold tip

erties are site-dependent, e.g., bias-dependent imaging revealed differences
in contrast based upon the relative orientation of the HBCs in the second
layer with respect to the ones in the first layer [53]. The selective visualiza-
tion of the first or second layer could be realized by adjusting the tunneling
impedance. Interestingly, controlled “bilayer” formation at the level of a sin-
gle molecule, i.e., tuned stacking of two HBC moieties, could be induced in
a hexabenzocoronene cyclophane [54, 55].

Another recent example is the bias-dependent imaging and tunneling
spectroscopy of 1,5-di(octyloxy)anthracene (15DA) in UHV, solid–air and
solid–liquid conditions [56]. Monolayers of this compound on graphite were
prepared from a vast range of different conditions (Fig. 17). For experiments
at the liquid–solid interface, solutions of 15DA in phenyloctane (1 mg/ml)
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Fig. 17 Constant current STM images of a monolayer region at the air–solid interface of
15DA spin coated on HOPG from (A) octane (–700 mV, 50 pA) and (B) dichloromethane
(–700 mV, 50 pA). C Current–voltage curve and OMTS recorded under UHV conditions at
295 K of a monolayer region of 15DA spin coated from octane on HOPG

were prepared and a few drops were applied on HOPG. 1-Phenyloctane has
a very low vapor pressure so this experimental setup allows imaging and spec-
troscopy experiments for a few hours while the tip is immersed in solution. In
order to prepare dry monolayers films, solutions of 15DA in dichloromethane
or octane were prepared and again a few drops were placed on the substrate,
followed by spinning the sample at several thousand rpm for a few minutes.
In contrast to the liquid–solid interface, monolayers in these spin-doped sam-
ples contained defects and also areas with multi-layer formation could be
observed. Monolayer defects are expected for spin coated samples as under
these conditions “self-healing” is limited. Multi-layers are less likely to be ob-
served in liquid due to the solvating power of the liquid. Such spin-doped
samples were also transferred to UHV. The same molecular ordering was ob-
served under all experimental conditions. 15DA self-assembles in rows and
the alkyl chains between adjacent rows are interdigitated, which is typical for
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this kind of molecule: intermolecular interactions (van der Waals interactions
between alkyl chains) dominate the molecular packing.

Under all conditions, the tunneling efficiency through the aromatic units
is higher than through the alkyl chains: actually, the alkyl chains are hardly
visible. The data indicate orbital-mediated tunneling involving the HOMO
of 15DA. In fact, the apparent molecular height is largest at negative volt-
ages (tunneling from occupied states), at least on spin-coated samples. Bias-
dependent imaging showed that there is a clear drop in the total tunneling
current and the apparent corrugation as the sample bias is varied from –1 to
+0.5 V. However, at the liquid–solid interface, a high corrugation is still ob-
served at high positive voltages, which has been attributed to solvent-induced
surface work function changes, increased coupling between substrate and tip
orbitals, and weak but non-zero solvent-mediated electronic state mixing be-
tween empty surface states of graphite and the 15DA HOMO. However, it is
not clear at all what is the role of the solvent in enhancing such processes.

STS experiments confirmed the dominant role of the HOMO in the orbital-
mediated tunneling process, both under ambient conditions as well as in
UHV. Typically, those obtained under UHV conditions were characterized
by a larger signal-to-noise ratio. An intense band at –2 V dominates the
dlnI/dlnV–V spectrum, which must be an occupied orbital. This strong res-
onance near 7 V below the vacuum level can therefore be assigned to the first
ionization of 15DA.

The spectroscopic abilities of STM are often crucial in order to provide
the submolecular resolution needed especially to unravel the structural de-
tails of complex supramolecular systems. Tunneling spectroscopy is espe-
cially helpful in those cases if there are energy regions where the molecular
levels exclusively arise from some functional subgroups, allowing a selective
screening of parts of the molecule. Such a situation can arise for systems
where transition metal centers are embedded into a set of organic ligands
via coordination bonds. This has been demonstrated for supramolecular
transition metal assemblies of grid-type architecture which comprise two-
dimensionally ordered arrays of metal ions interconnected by sets of organic
ligands (Fig. 18) [57, 58]. Due to their geometry, flat deposition of such grid-

Fig. 18 a Molecular structure of the grid containing four Co atoms. b Experimental topo-
graphy map of a single complex. c,d Experimental CITS map at –0.942 V with 3D repre-
sentation
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like complexes onto solid surfaces delivers large domains of highly ordered
ions. Room temperature STM topography images do not show any submole-
cular structure. CITS experiments (obtaining I–V curves in combination with
topography experiments) were carried out for the grid on HOPG and in order
to avoid redox processes only potentials in the negative sample bias regime
were applied, so exclusively probing occupied molecular energy levels. The
experimental CITS map (the measured current is plotted for a selected volt-
age) at –0.942 V shows four local peaks. The distance between these maxima
correspond with the location of the Co atoms in the grid. Therefore, CITS
maps reveal the submolecular details of the grid. Different kinds of grids,
star-like supramolecular metal ion assemblies, coordination polymers and
polyoxoanions have been analyzed in the same way [58].

Also the tunneling spectroscopy of fullerenes and endohedral metalloful-
lerenes [59] has been investigated, even at the liquid–solid interface [60].

8
Spectroscopy on Conjugated Oligomers and Polymers

Not only small molecules or oligomers have been investigated by STS, the
electronic properties of conjugated polymers can also be revealed by this
approach. Polydiacetylenes are a special kind of polymer in the sense that
they can be “synthesized” on a graphite substrate. Irradiation of preorga-
nized diacetylene monolayers on a surface can lead to their topochemical
polymerization [61, 62]. Interestingly, not only far-field illumination but also
near-field approaches allow the local polymerization [63, 64]. It has been
demonstrated that the polymerization reaction can be induced by a scan-
ning tunneling microscope tip by applying a voltage pulse. Such ability of
STM to induce chemical bond formation at atomically precise positions has
also been demonstrated by Hla et al., in which the whole process of an Ull-
mann reaction was demonstrated on a single molecular scale [65]. These
fabricated polydiacetylene wires grow in straight lines and their length is typ-
ically only restricted by the domain size. These polydiacetylene nanowires
are expected to be electrically conducting, especially upon doping and STS
could explore the conductivity of these nanowires. STS experiments were
both carried out under UHV conditions and in air [66]. Typically, the STS
spectra on the diacetylene units of unreacted monomer and the alkyl chains
produced noisy spectra which were almost indistinguishable and which var-
ied from experiment to experiment. STS curves on the UV-irradiated surface
lead to the higher signal to noise spectra. It turned out to be difficult to
correlate the position of the data acquisition and the monolayer structure.
Hundreds of curves were obtained arbitrarily on the surface. Apparently,
many of these experiments actually destroyed locally the monolayer. The
obtained STS curves could be grouped into three classes. The dI/dV–V spec-
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Fig. 19 (Left) Chemical structure: topochemical polymerization of diacetylenes. (Center)
Topographic STM image of a diacetylene self-assembled monolayer before (I) and after
(II) UV irradiation for 10 min, taken in air with V = –1 V and It = 40 pA. (Right) dI/dV–
V spectra (a–c) acquired on the UV-irradiated sample using a lock-in amplifier with bias
modulation (f = 4 kHz, Vac = 50 mV). The I–V curves are shown in the inset

tra are shown in Fig. 19. Experiments not following UV-irradiation showed
a different population. The authors identified the three STS classes to orig-
inate from polydiacetylene wire, the unreacted diacetylene moiety and the
alkyl chain, respectively. The normalized differential conductance spectra
(V/I)dI/dV–V show a semiconducting gap and peaks at Vs = –0.5 and 0.8 V,
assigned to the density of states of the linear polydiacetylene wire adsorbed
on a HOPG surface.

Polydiacetylenes are a special case as they are prepared in situ, on the sur-
face. Also more “traditional” polymers have been investigated. Regioregular
poly(3-dodecylthiophene)s (P3DDT) are of special interest because of their
semicrystalline properties and high carrier mobilities in organic field effect
transistors. These polymers are shown to self-organize on HOPG [67]. Given
that it is possible to visualize the topographic features of these self-assembled
layers, the simultaneous acquisition of spectroscopic images should shine
light on the local conformational and electronic properties. Such films could
be obtained by drop-casting from a chloroform solution. The STM experi-
ments were carried out under UHV conditions. In the current imaging
tunneling spectroscopy mode (CITS), topographic images in the variable
height mode were recorded simultaneously with the I–V curves (Fig. 20).
The STM topographs show the polymer chains which are organized in
three-fold ordered domains, a result of the molecule–substrate interaction:
the alkyl chains tend to align along one of the main symmetry axes of
graphite and are interdigitated, stabilizing the self-assembled structure. In-
terestingly enough, polymer molecules could also be visualized on top of
the first layer. Apparently, these “layer 2” polymers are not in registry
with the first layer. The topographs suggest an increased electronic dens-
ity above the second layer (the layer 1–layer 2 height is larger than the
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Fig. 20 a,b STM images of P3DDT film on HOPG with submonolayer coverage obtained in
the low-current mode (It = 2.5 pA, Vg = 1.4 V). Histogram in the lower figure reflects the
monolayer and bilayer stacking heights. (Right) Experimental and calculated STS spectra:
c Experimental I–V curves recorded during a CITS measurement (It = 4.6 pA, Vg = 1.42 V)
over the bare substrate (HOPG), the first polymer monolayer (P1) and the second layer
(P2). d Differential conductance dI/dV–V spectra. e Normalized differential conductance
spectra

HOPG–layer 1 height). Interestingly, the height of these conjugated poly-
mers is smaller than that obtained for π-conjugated cycles on HOPG. For
the polymers, the I–V curves and conductance spectra show an extended
plateau (or conductance gap) with zero current. A much higher current is
obtained at positive then negative sample bias, which has been attributed
to tunneling through asymmetrically positioned “screened electron affin-
ity and ionization potential” levels [68], respectively related to HOMO and
LUMO molecular levels of the polymer. The authors concluded that on
HOPG no noticeable charge transfer effects take place. The apparent band
gap reduction (1.7 eV) compared to solution has been attributed to extrin-
sic screening effects in the tunneling region. However, a similar analysis
reveals a band gap of 2 eV on top of a second layer, which is counterin-
tuitive given that the anticipated π-stacking interactions would rather give
rise to a decrease in the band gap. This has been attributed to polarization
effects.
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9
Spectroscopy on Multi-Component or Multi-Interacting Systems

9.1
Covalent Systems

Thus far, most of the systems discussed contain only one spectroscopically ac-
tive part. An appealing feature of STS though is the fact that it can distinguish
between electronically different moieties, for instance in multi-component
systems. A first example of a multi-component covalent system is a donor–
acceptor–donor molecule (DAD). It combines an electron donor (D = oligo-p-
phenylene vinylene (OPV)) and electron acceptor part (A = perylene bisimide
(PDI)), covalently linked to each other. The donor and acceptor parts are
relatively large and well-separated in space, allowing to address them in-
dividually. DADs form well-ordered 2D patterns when physisorbed from 1-
phenyloctane on HOPG at the liquid–solid interface, as measured by STM in
the constant height mode (Fig. 21) [69]. The tunnel path through the aro-
matic core is tip-D-graphite or tip-A-graphite and not tip-D-A-D-graphite. Of
course, the tunneling direction (tip-graphite or graphite-tip) depends on the
bias polarity. Alkyl chains occupy the dark regions between the rows of bright
rods. From the high-resolution images it appears that the bright rods consist
of three parts: the central part is attributed to the location of the PDI part, the
outermost parts correspond to the OPV moieties.

At high negative voltages (–1.19 to –1.06 V), the OPV parts appear brighter
compared to the central PDI moiety. By changing the bias voltage from nega-
tive to positive, the PDI part gradually becomes brighter (from –0.77 to
+0.80 V). Upon further increasing the positive bias voltage, the PDI parts be-
come brighter than the OPV units. The bias-dependent contrast changes can
be explained by the schematic energy diagrams proposed in Fig. 21, which are
based upon a number of assumptions: (1) The tunneling junction is asymmet-
ric with the molecules closer to the substrate than to the tip. (2) The interac-
tion between the molecules and the substrate is weak; physisorption does not
significantly affect the energy levels of HOMO and LUMO. (3) The molecular
orbital that is closer in energy to the Fermi level of the negatively biased elec-
trode (the electron source), affects the tunneling process stronger. (4) OPV
and PDI moieties are electronically decoupled or only weakly coupled as in-
dicated by the absorption spectrum.

As depicted in the left scheme, at negative sample bias, the HOMOOPV
level is located close to the Fermi level of graphite. Therefore, electrons tun-
neling from graphite to the tip couple stronger to the HOMOOPV level than
to the other energy levels. At high positive bias voltages (right scheme), the
LUMOPDI level is closer to the Fermi level of the tip than other states and ac-
cordingly is expected to affect the tunneling process, from tip to substrate,
to a greater extent. This simplified model is in line with experimental obser-
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Fig. 21 (Top) Chemical structure of the donor-acceptor-donor triad (DAD). (Middle left
and right) Bias dependent imaging of DAD-1 at the 1-phenyloctane/graphite interface.
The applied sample bias is indicated below each image. Image size is 10.1×10.1 nm2.
Iset = 0.40 nA. Arrows outside the images refer to OPV (heavy solid arrow) and PDI moi-
eties (thin solid arrow). (Middle center) I–V curves recorded on top of the alkyl chains
(dashed line), the electron donor moiety (triangle) and electron acceptor moiety (circle
symbols) of DAD-2. (Bottom) Tentative energy level diagrams illustrating the relative pos-
ition of the HOMO (solid lines) and LUMO levels (dashed lines) of OPV and PDI (of
DAD-1) with respect to the graphite and Pt/Ir tip Fermi levels upon applying a bias on the
sample. (Left) Negative sample bias. (Right) Positive sample bias. Fermi levels of graphite
(Ef,S) and STM tip (Ef,T) are indicated with black dotted lines

vations: OPV moieties appear brighter (higher tunneling current) at negative
sample bias while the PDI moiety appears brighter at high positive sample
bias.

Such behavior can also be confirmed by scanning tunneling spectroscopy
(STS) as illustrated for DAD-2 which shows qualitatively the same features as
DAD-1 [70]. Figure 21 shows I–V curves over the PDI core, OPV moiety, and
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alkyl chains of DAD-2 measured at the 1,2,4-trichlorobenzene/graphite inter-
face. The I–V curve of the alkyl group is relatively symmetric under both bias
voltage polarities. Any observed asymmetry could be related to the asym-
metry of the tunneling gap. On the other hand, I–V curves of PDI-1 and
OPV-1 exhibit diode-like curves, though with an inversed asymmetry: the
current on the OPV moiety is larger for negative sample bias while over the
PDI part a large current was observed at positive sample bias.

OPV4UT-PERY is a related molecule. It is a diad molecule with an elec-
tron donor (OPV) and electron acceptor (perylenediimide) part. The OPV
unit is decorated with an ureido-s-triazine moiety which favors dimer for-
mation. OPV4UT-PERY was dissolved in 1,2,4-trichlorobenzene, and a drop
of the solution was brought onto a freshly cleaved HOPG surface [71]. After
a while, the STM images revealed a particular contrast which indicated the
presence of immobilized molecules. Figure 22b represents such a large-scale
STM image. The image shows relatively ordered domains with parallel bright
rods, which are not equally spaced. They indeed appear to dimerize as the
end-to-end distance between these rods changes in an alternating fashion,
leading to small and broad “gaps”. However, such a rod does not reflect the
complete molecule but only the OPV part. The width of the bright rods often
exceeds the expected OPV width, indicating that the PERY units are adsorbed
between the dimers rather than on top of the OPV units. It proved to be ex-
tremely difficult to image the perylene bisimide unit, probably since it does
not absorb so strongly on the graphite surface, hence giving it a high mo-
bility. We tentatively assign the low-contrast features between adjacent OPV
dimers as observed in Fig. 22 to the perylene bisimide units. Based upon the
experience with the covalent DAD triad (bias-dependent imaging and STS
spectroscopy), it was anticipated that it should be possible to locate the pery-
lene bisimide units and to distinguish them from the OPV rods. There is
a clear bias-dependent reversal of the image contrast. In analogy with the
compounds previously studied, the bright areas in negative sample bias were
assigned to the OPV rods while the more square-like bright spots to the lo-
cation of the PERY units. The images suggest that perylene bisimide moieties
of adjacent hydrogen-bonded dimers are in close proximity, since on average
a single bright spot is observed for every hydrogen-bonded OPV4UT-PERY
dimer. Attempts to record reproducible STS curves on top of these molecules
failed, since the monolayers are relatively unstable and especially the PERY
units are not strongly adsorbed.

Another example is the tunneling microscopy and spectroscopy of an elec-
tron donor (hexa-peri-hexabenzocoronene) covalently linked to six acceptors
(anthraquinone) in self-assembled layers at the graphite-liquid interface [72].
In the STM images, the bright circular features at the corners of the indicated
unit cell are attributed to the conjugated cores of the HBC, while the slightly
less bright features are attributed to the anthraquinone molecules. Due to
spatial constraints, only four of the six anthraquinone molecules adsorb on
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Fig. 22 a Chemical structure of OPV4UT-PERY. b Large scale STM image (58×58 nm)
of OPV4UT-PERY physisorbed from a 1,2,4-trichlorobenzene solution on the basal
plane of HOPG. (Bottom) Bias-dependent imaging of the same area (except for a small
drift) of an OPV4UT-PERY monolayer at the 1,2,4-trichlorobenzene-graphite interface.
c Iset = 115 pA, Vbias = –1.37 V, showing the OPVs part brighter, and (d) Iset = 115 pA,
Vbias = +1.22 V, showing the perylene bisimide part brighter. Image sizes are 25×25 nm.
Models on top illustrate the molecular arrangement

the surface while the other two are most likely solubilized in the supernatant
solution. Bias-dependent experiments reveal interesting differences (Fig. 23):
at positive sample bias, both hexabenzocoronene and the anthraquinone moi-
eties appear almost equally bright while at negative sample bias the tunneling
probability is much higher for the HBCs than for the anthraquinones. So, the
electron donors appear brighter at negative sample bias while the electron
acceptors show the highest tunneling efficiency at positive sample bias. This
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Fig. 23 a Chemical structure of the hexabenzocoronene (HBC) derivative with six an-
thraquinone groups. b,c Simultaneously recorded STM images with positive and negative
sample bias, respectively, for the two scan directions. d I–V curves through the HBC
cores, the anthraquinone moieties, and the alkyl chains. e Normalized I–V curves. The I–
Vs were normalized at positive and negative sample bias for the HBC- and anthraquinone
regions, respectively, assuming that resonant contributions for HBC at positive – and for
anthraquinone at negative sample bias – can be neglected

trend in bias-dependent imaging was also confirmed in the STS experiments.
STS experiments reveal that the tunneling current through the HBC-cores is
larger than through the anthraquinones. This difference is bias-dependent
and much smaller at positive sample bias. In the I–V experiments, the cur-
rent is larger for hexabenzocoronene regions at negative sample bias while
over anthraquinone regions larger currents are observed at sufficiently large
positive sample bias. Thus hexabenzocoronene regions exhibit higher tunnel-
ing probability at negative than at positive sample bias whilst anthraquinone
regions exhibit an opposite behavior. The different asymmetries of the I–Vs
of hexabenzocoronene and anthraquinone, respectively, can be explained by
resonant tunneling through the HOMO of hexabenzocoronene and the LUMO
of anthraquinone, respectively.

As for the DAD triad, this molecular design – covalent linking of the HBC
and the anthraquinone parts – avoids the phase separation of the donor
and acceptor parts in different areas. A very nice further development is
the integration of this hexabenzocoronene-anthraquinone system with 9,10-
dimethoxyanthracene (DMA) [73]. DMA is an electron donor which is known
to form a charge transfer complex with anthraquinone. Upon mixing DMA
with the compound discussed above, two types of self-assembled structures
were observed (Fig. 24). The first one was indistinguishable from the pat-
terns formed by the HBC-anthraquinone molecule. The second one, though
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Fig. 24 a Schematic of the prototypical single-molecule field-effect transistor. b High
resolution STM image of a monolayer formed from a mixed solution of the HBC-
anthraquinone molecule and DMA. The DMA molecules, indicated by small white dots,
are adsorbed on top of the anthraquinone molecules and form a charge transfer complex.
I–V curves through the (c) HBC cores (solid triangles) and alkyl chains (open squares) in
monolayers of the HBC-anthraquinone molecule. The inset is the chemical structure of
9,10-dimethoxyanthracene (DMA). d STS curves through HBC cores in monolayers with
DMA recorded in areas where charge transfer complexes are adsorbed (solid circles) or
not adsorbed (open triangles). The insets are the shifted and normalized data

– the one with the larger unit cell – showed six additional bright spots per
unit cell which were attributed to charge transfer complexes between anthra-
quinone and DMA. Interestingly, upon recording I–V curves on top of the
HBC units, two distinct sets were obtained depending on whether or not
charge transfer complexes between anthraquinone and DMA were formed.
Strikingly, these two sets of I–V curves could be superimposed by shifting
the one in the presence of the charge transfer complexes by 120 mV to more
positive sample bias and normalizing with an appropriately chosen constant.
A number of control experiments were carried out to verify that the effect
observed was indeed due to the presence of the charge transfer complexes,
and not for instance the presence of DMA or the charge transfer complexes
in solution. The shift in the I–V curve was attributed to an electric field effect
induced by the oriented charge transfer complexes, with the anthraquinone
in contact with the HOPG surface and DMA adsorbed on anthraquinone.
The so-formed interface dipole was believed to cause a potential drop at the
interface. For resonantly tunneling electrons this potential drop shifts the
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molecular orbitals of the adsorbate with respect to the Fermi level of the
substrate. Assuming a dipole strength of 3 D (based upon ab initio calcula-
tions), the dipole density determined from the STM images and a dielectric
constant of 3, a relative shift of 130 meV was calculated which is in good
agreement with the experimental value of 120 meV. In fact, a prototypical
single-molecule field-effect transistor with nanometer-sized gates was real-
ized: the source and the drain are the graphite and tip electrodes, the channel
is the aromatic hexabenzocoronene and the gate is a charge transfer com-
plex, formed between anthraquinone, the acceptor, covalently linked to the
“channel” and DMA, the donor, provided from solution.

9.2
Non-Covalent Systems

STS measurements have also been carried out to shine light on the elec-
tronic properties of non-covalent multi-component systems. Highly orga-
nized monolayers of hexagonally packed ring-shaped cyclo[12]thiophene
(C[12]T) are formed upon adsorption from a 1,2,4-trichlorobenzene solution
on top of HOPG [74]. On top of such a modified template surface, C60 fuller-
ene are adsorbed to form a 2D crystalline layer. The nature of the interaction
between C[12]T and C60 is the formation of 1:1 π–donor–π–acceptor com-
plexes. The C60 molecules adsorb on top of the oligothiophene ring rather
than in the void of the macrocycle despite the fact that the size of that void is
large enough to accommodate a C60 molecule (Fig. 25). Therefore, the bicom-
ponent surface is composed of ring-shaped p-type organic semiconductors
with complexing sites for n-type materials. Again the high tunneling effi-
ciency through the macrocycle ring can be attributed to orbital-mediated
tunneling via the HOMO. Despite the fact that there is room to do so, multi-
ple complexes by more than one fullerene per macrocycle are never seen. This
has been attributed to the intrinsic dipole formation upon complexation of
one C60 molecule, rendering the opposite site of the macrocycle less electron
donating. STS measurements on top of C[12]T are slightly asymmetric and
the differential conductance curves indicate two frontier orbitals at –0.7 and
+0.95, leading to a HOMO–LUMO gap of 1.65 V. At negative bias, the shape
of the I–V curve for the complex is quite different from the non-complexed
system. The saturation of the current at negative bias was attributed to the
special spectroscopic characteristic of the D–A complex.

Thus far, a number of systems were presented where the π-rich parts inter-
act with each other in the direction normal to the surface. It is also a challenge
to make such structures stack parallel to the substrate. The self-assembly of
a series of oligothiophene derivatives was reported at the liquid–solid inter-
face [75]. These bis(urea)-substituted thiophene derivatives form extended
domains of lamellar structures. The bright features have been attributed to
the thiophene units. The intermolecular spacing along the lamella was de-
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Fig. 25 a Molecular model of C[12]T. b Differential conductance (dI/dV) versus bias volt-
age (V) measured on top of a C[12]T-macrocycle (circles) and a C[12]T-C60 complex
(solid line). c Calculated molecular orbitals of complexed C[12]T molecule derived from
an energy-minimized geometry. d STM image of C[12]T-C60 complexes, including some
non-complexed macrocycles

termined to be 0.462±0.005 nm: the packing is controlled by intermolecular
hydrogen bonds between the urea groups. As a result, the thiophene moieties
must be tilted with respect to the surface which provides electronic coupling
between the thiophene rings along the lamella. Therefore, such an arrange-
ment is interesting to study π–π interactions. In order to compare the STS
data recorded on top of thiophene stacks with those of isolated molecules, T2
was co-adsorbed in a matrix of C12–U–C14–C12. In these mixed layers, single
T2 molecules could be identified.

Current–voltage curves measured through the π-stacked T2 were at-
tributed to a semiconductor-like behavior with a band around zero bias
(Fig. 26) [76]. This observed gap increased from about 0.45±0.08 eV for T2
to about 0.65±0.11 eV for single T2 molecules. These results are qualitatively
in line with the expectation that for π-stacked molecules the HOMO–LUMO
gaps should narrow due to the HOMO and LUMO splittings of the interacting
molecule.
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Fig. 26 (Top) Chemical structures of bis(urea)-substituted thiophene derivative T2 and
the matrix molecule C12–U–C14–U–C12. (Center and bottom) Current voltage curves
(left) and corresponding STM images (right) of bis(thiophene) stacks (black arrow) and
isolated bis(thiophene) moieties (white arrow). The image size is 10×10 nm

Not only oligothiophenes but also TTF derivatives are an interesting class
of molecules due to their electronic properties. By tuning the substitution pat-
tern of the TTF molecules, i.e., by introducing hydrogen bonding groups such
as amides in the alkyl chains, the TTF moieties were forced to be tilted with
respect to the surface and to interact via π–π stacking as revealed by the STM
images (Fig. 27) [77]. Also molecular modeling and molecular dynamics re-
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Fig. 27 Molecular structure (a) and schematic illustration of the flat (b) and tilt alignment
(c) of the TTF derivative. High-resolution STM image (d) and molecular dynamic simu-
lation (e) both confirms the tilt conformation of the TTF moieties. f The STS curve (solid
line, average of 56 spectra recorded with the set point value Iset = 0.5 nA, Vbias = –1.03 V)
obtained on those TTF stacks at the octanoic acid/graphite interface reveals a small con-
ductance gap. The dotted line shows a curve recorded in the solvent alone

vealed the crucial role of the hydrogen bonding units creating the TTF stacks.
Quantum-chemical calculations were performed to quantify the electronic
coupling between two adjacent molecules in the stack. The transfer integral
for the HOMO, which is related to the capacity for hole transport, was com-
puted to be 134 meV and for the LUMO, which is related to electron transport,
111 meV. This indicates a strong interaction between the π-systems of the two
molecules. According to Hückel theory, for an infinite one-dimensional stack,
the width of the valence band and conduction band is equal to four times the
transfer integral associated to the HOMO and LUMO levels, respectively, i.e.,
0.54 eV and 0.44 eV. These large bandwidths show that those TTF stacks can
act as molecular wires both for hole and electron transport.

Another example is π-stacked pyrenes. At the graphite–1-phenyloctane
interface, STM clearly reveals that 1-pyrenehexadecanoic acid adsorbs with
the pyrene unit parallel to the surface (Fig. 28) [78]. When 4,4′-dipyridyl units
are co-adsorbed, the 1-pyrenehexadecanoic acid molecules adsorb with their
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Fig. 28 STM images of 1-pyrenehexadecanoic acid (a) (11×11 nm2) and 1-pyrenehexade-
canoic acid-4,4-dipyridyl (b) (11×11 nm2) monolayers at the 1-phenyloctane/graphite
interface. Imaging condition was I = 0.15 nA, V = 0.80 V and I = 0.13 nA, V = 1.00 V, re-
spectively. c,d I–V curves taken above the isolated pyrene unit within the one-component
monolayers and the π-stacked pyrene units within the two-component monolayers, re-
spectively. e Schematic structural model of the π-stacking of pyrene units and energy
diagrams of the HOMO and LUMO levels for isolated and π-stacked pyrene units

pyrene units tilted with respect to the graphite surface. They overlap with
each other in the same lamella and form π-stacks. I–V curves recorded on
isolated and π-stacked pyrene units show inflection points around –0.80 and
–0.65 V, respectively, indicating an about 0.15 V narrowing of the energy gap
due to π-stacking. This energy gap narrowing was attributed to the π electron
delocalization in the π-stacked lamella.

10
Molecules Tuning Surface Properties

Finally, it is appropriate also to pay attention to some physical phenomena
which are affected by the presence of molecules and which can be probed by
STS. The “Kondo” effect is the realignment of the electron spins below a crit-
ical temperature due to spin–electron interactions, when a magnetic impurity
is surrounded by free electrons. The Kondo effect has been observed for a wide
range of systems, including single atoms or molecules, quantum dots, and car-
bon nanotubes [79]. In a recent report, a two-dimensional molecular Kondo
system was reported [80]. The molecules were porphyrins with a cobalt atom in
its center. Most of these molecules assembled with a planar conformation on the
Cu(111) surface under UHV conditions. By measuring the local density of states
around the Fermi level, the spin–electron interaction could be determined
(Fig. 29). Therefore, dI/dV–V spectra were recorded by positioning the STM tip
above the Co-site of a porphyrin molecule which was part of a two-dimensional
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Fig. 29 STM images of the Co-porphyrin (a) and the Cu-porphyrin (b) arranged in
ribbon-like self-assembled molecular assemblies. The differential conductance spectrum
of the Co-porphyrin inside the ribbon shows a dip (Kondo resonance). The peak lo-
cated at –0.7 V is assigned to the HOMO from the Co dz

2 orbital. This peak is absent in
the orbital-mediated tunneling spectrum of the Cu analogue. The peaks at positive bias
voltages are the lowest unoccupied orbitals

molecular layer. In contrast to Cu-porphyrins, a resonance located around the
substrate Fermi level was obtained in case of the Co-porphyrins, assigned to the
Kondo effect. In addition, the dI/dV–V spectra also revealed an occupied mo-
lecular orbital located at –0.7 V assigned to the ionization of the dz

2 orbital of
the Co atom. In addition, it was shown that the spin–electron coupling strength
could be manipulated by varying the nearest neighbor coordination number of
molecules inside a 2D molecular self-assembly.

11
Conclusions and Outlook

Scanning tunneling spectroscopy is an established technique. With unprece-
dented spatial resolution, the electronic properties of individual molecules or
their assemblies can be probed, even with submolecular resolution. Although
STS and bias-dependent imaging were originally implemented under UHV
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conditions, the versatility of these approaches has been demonstrated under
ambient conditions too, and even at the liquid–solid interface. However, the
specific experimental conditions put some constraints on the general applica-
bility, mainly in terms of bias range which can be applied and the response of
the solvent to the changing electric field.

What’s the future of tunneling spectroscopy? In order to learn more about
the limitations set by or the opportunities offered by the different experi-
mental environments (UHV, ambient conditions, liquid solid), it is absolutely
necessary that identical systems be compared on identical substrates in the
various experimental environments. The first attempts in this direction have
recently been made. As far as the liquid–solid interface is concerned, the sol-
vent should be selected carefully and the effect of different solvents on the
tunneling spectroscopy should be probed. Experiments under ambient con-
ditions would benefit from a rigorous environmental (humidity) control.

The potential of visualizing molecular orbitals is definitely a very appeal-
ing one, given that the molecule–substrate coupling can be limited, which is
the case for molecules adsorbed on non-conductive films: a chemist’s dream
come true. The effects of substituents or particular molecular conformations
on the electronic fingerprint of single molecules will be addressed. Thus far,
STS has not been used extensively to exploit its potential to probe differ-
ences between individual molecules. Being a single-molecule technique, it is
perfectly suited to map the profile of a heterogeneous population.

In the future, definitely more complex functional (supramolecular) sys-
tems will be probed. STS will be indispensable for differentiating between the
individual units of complex multi-component systems and will be the tech-
nique of choice to unravel the effects arising from the interaction between
different components.

For sure, the integration of STS with other techniques, such as optical
microscopy, will open many new possibilities. Spatially resolved tunneling
spectroscopy awaits a bright future.
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5,15-Bis-(4-octadecyloxyphenyl)porphyrin

289
Bottom-up approach 203

BPP 254
Butylamine 93

Calyx [8]arene 249
Carbon nanotubes (CNTs) 99
–, functionalization 66 66
Carboxymethylamylose 63
–, EDC/NHS 53
Charge transport 157
Chemical vapor detection 17
Chicken wire (or honeycomb), TMA 207
Chrysene 254
Coating, inkjet spotter 15
–, microcapillary arrays 14
Cobalt(II) 5,15-bis-(4-octadecyloxy-

phenyl)porphyrin 289
Compressive stress 4
Concanavalin A 37
Conducting atomic force microscopy

(C-AFM) 157, 160
Conducting polymers 184
Confinement effects 103, 143
Conformation 77
Coronene 226, 249
Co-tetraphenylporphyrin 282
Covalent systems 298
Current imaging tunneling spectroscopy

(CITS) 274, 296
Current–distance curve 276
Cyanuric acid (CA) 225
Cyclic voltammetry 287
Cyclo[12]thiophene 304
Cystamine dihydrochloride 64

Deflection measurement 5
Dendronized polymers 98
Density of states (DOS), adsorbate 273
Derjaguin,Muller,Toporov (DMT) model

113
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Dextran-coated BIAcore chips 32
1,5-Di(octyloxy)anthracene 292
Diacetylenes 84, 296
4,9-Diaminoperylene-quinone-3,10-di-

imine (DPDI)
229

Diamond, functionalization 66
Dichlorodiphenyltrichloroethane (DDT)

21
Differential measurements 5
Diisopropyl methyl phosphonate (DIMP),

detection 19
9,10-Dimethoxyanthracene (DMA) 302
Dimethylmethylphosphonate (DMMP)

20
2,4-Dinitrotoluene (DNT), in TNT 20
Diphenylanthracene (dpa) 254
Dipole–dipole bonded networks 233
DNA 78, 92
–, cytosine methylation 51
–, detection 21
–, electrostatic adsorption 35
DNA-protein interaction 51
Dynamic mode 11

Electrochemistry 13
Electron donor 300
Electronic decoupling 277
Electronically decoupled systems 277
Electrostatic adsorption 34
Ethanolamine hydrochloride,

aminofunctionalization 46
–, covalent functionalization 38
Explosives detection 19
Extravidin-peroxidase 55

Fe-tetraphenylporphyrin 286
Flexible porous networks 251
Flower, TMA 207
Fluorescein-PEG-NHS 48
Force modulation microscopy (FMM)

125
Force–distance curves 126
Friction 103
–, anisotropy 147
–, polymers 115
–, –, nanoscale 129
Friction force 109
–, single vs multi asperity contacts 109
Friction force microscopy (FFM) 115

Friction loop 117
Fullerene-porphyrin molecular pair 287
Functionalization 13, 30, 66
–, physisorption 34

Glass, electrostatic adsorption of
biomolecules 34

Glass transition temperature 103
Gold tips, direct chemisorption of ligands

58
–, functionalization 57
–, mixed SAMs 59
–, modular multi-step functionalization

61
Greenwood and Williamson model,

multiasperity contact 114
GTP/GDP, importin β with Ran 53

Hapten–antibody interaction 48
HBC 254
Heat mode 12
Hertz model 112
Hexabenzocoronene 290, 300
Hexabenzocoronene cyclophane 292
Hexahistidine peptides, surface-bound

NTA-Ni2+ complexes 65
Hexahydro-1,3,5-triazine (RDX), detection

19
Hexaiodobenzene (hib) 254
Hexakis(phenylethynyl)benzene (hpeb)

254
Hexa-peri-hexabenzocoronene 300
Highly oriented pyrolytic graphite (HOPG)

33, 78, 87, 210
HOMO 210, 273, 291
HOPG 33, 78, 87, 210
Hydrogen-bonded networks 206
Hydrogen-terminated silicon,

functionalization 66

Immunoglobulin G/protein A 64
Indentation 128
Inelastic tunneling spectroscopy (IETS)

275
Interface 77
Inverse photoemission spectroscopy (IPES)

279
Iodoacetamido-phorizin 51
Isophthalic acid (1,3-benzene-dicarboxylic

acid) 212
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Johnson, Kendall, and Roberts (JKR) model
112

Kinetic/dynamic friction force 109
Kondo effect 308

Lateral force microscopy (LFM) 115
Ligand coupling, aminofunctionalized tips

47
Ligand-PEG conjugates,

aminofunctionalized tips 48
Linkage, covalent 98
Lipoic acid 58
Local density of states (LDOS) 271
Long-range mesoscale reconstructions

257
LUMO 210, 273, 291
Lysozyme 36

Macrocycle networks 245
Macromolecules, single 78
Maleimide-PEG-NHS 51, 64
Manipulation 77, 87
–, contact mode, bare HOPG 87
–, contact mode, precoated HOPG 89
–, tapping mode, precoated HOPG 93
Melamine 223
Metal-organic coordination networks 237
2-[Methoxy-

poly(ethyleneoxy)propyl]trimethoxysilane
4

Methyltriethoxysilane 43
Mica, electrostatic adsorption of

biomolecules 34
Microcantilever sensors 1
Microcapillary arrays 14
Microelectromechanical systems (MEMS)

106
Molecular electronics 157
Molecular layers 170
Molecular wires 157, 188
Molecular workbench,

imaging/manipulation of single
macromolecules 77

Multi-component/multi-interacting
systems 298

Multiphase systems, mapping 131

Nanoelectromechanical systems (NEMS)
106

Nanostructured surfaces 203, 257
Nanotemplate 203
Nanotribology 103
Naphthalocyanine 285
Near-edge X-ray absorption fine structure

(NEXAFS) 209
NH3/H2O2/water 57
NHS-PEG-NHS 52
Ni(II)-octaethylporphyrin 282
Non-covalent systems 304
Normal force 122

Octadecylamine 83
Octadecyltrimethoxysilane 42
Oligomer of phenylene-ethynylene 226
Oligomers conjugated 295
Oligo-p-phenylene vinylene (OPV) 298
Oligothiophenes 304
Operating modes 10
Optical beam-deflection setup 8
Organic monolayers, solid–liquid interface

269
Organic porous network 203
Organosilanes, covalent functionalization

38
Ozone 57

P-selectin 37
PDP-PEG-NHS 49
PEG chain density 48
PEG-NHS 49
PEG-NTA 54
PEG-silane 13
PEG-S-S-pyridine, thiol protein coupling

67
Pentacene 254, 278
Pentaerythritol tetranitrate (PETN),

detection 19
Perylene bisimide (PDI) 298
Perylene tetracarboxylic di-imide (PTCDI)

223
Perylenediimides 278
Phenylene-ethynylene, oligomer 226
1-Phenyloctane 293
Phosphorous-containing chemical warfare

agents, detection 19
Photothermal spectroscopy 13
Phthalic acid (1,2-benzene-dicarboxylic

acid) 212
Phthalocyanines 254, 280
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Physisorption 34
Piranha (extremely hazardous) 57
Plasma 57
Plastic junction model 111
Poly(3-dodecylthiophene)s (P3DDT)

296
Poly(isocyano-L-alanine-D-alanine methyl

ester) 81
Poly(methyl methacrylate) (PMMA) 144
–, relaxations 108
Poly(tetrafluoroethylene) 105
Polydiacetylenes 84, 295
Polyelectrolyte–amphiphile complexes

(PACs) 83
Polymer dynamics 106
Polymer linkage, predefined sites 98
Polymer relaxation 123
–, chain dynamics/viscoelasticity 134
Polymer viscoelasticity 103
Polymers, conjugated 295
Polystyrene sulfonate 82
Porous molecular networks at surfaces

206
Porphyrin networks 233
Porphyrins 280
Preadsorption 67
Prostate-specific antigen (PSA),

immunoassay 22
Protein adsorption, AFM tip

functionalization 37
Protein–protein recognition 38
PS 144
PTCDA 278
Pull-off forces 126
PVME 146
PVP coated Si 145
1-Pyrenehexadecanoic acid 307
Pyrenes, π-stacked 307

Quinone 228
Quinone-like porous networks 228
α-Quinquethiophene (T5) 257

Recognition 30
Rubrene 257

Scanning force microscopy (SFM) 77
Scanning local acceleration microscopy

(SLAM) 125
Scanning thermal microscopy 129

Scanning tunneling microscopy (STM)
269

Scanning tunneling spectroscopy (STS)
209, 269, 272

Scanning viscoelasticity microscopy (SVM)
124

Self-assembled monolayers 157
Self-assembly 203
Sensor proteins 38
Shear modulation force microscopy

(SM-FM) 123
Short conjugated molecules 179
Silane 30
Silanization 13
Silicon nitride tips 30, 38
Single macromolecules 77
Single-molecule recognition force

microscopy 32
Single-step coupling, ligand-PEG

conjugates 48
Solid–liquid interface 269
Static mode 10
Stilbenoids 254
Superflower, TMA 220
Supports, flat, immobilization of biological

samples/individual target molecules
33

Surface attachment, preadsorption 67
Surface cues 203
Surface dynamics, polymers 115
–, polymers, nanoscale 129
Surface forces apparatus (SFA) 110
Surface properties, tuning 308
Surface stress 3

Tensile stress 4
Terephthalic acid (TPA)

(1,4-benzenedicarboxylic acid) 212,
221

Tetraamminobenzene (TAB) 225
Tetra(ethylene glycol), protein resistance

57
Tetralactam macrocycle 248
Tetrapyridylporphyrin 286
Thin film effects 103
Thin films 143
Thiol protein coupling, tip-linked

PEG-S-S-pyridine 67
Thiol residues on antibody 50
Thiols/disulfides/thioethers 57
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Thiophenes, bis(urea)-substituted 304
Titanylphthalocyanine 287
TMA 206
Torsional resonance (TR) mode AFM 126
1,5,3-Triazine-2,4,6-triamine (melamine)

223
Trimesic acid (TMA) 206
Trinitrotoluene (TNT), detection 19
1,3,5-Tris(4-pyridil)-2,4-triazine (TPT)

221

UHV (ultra-high vacuum) 270
– vs liquid–solid interface 275
UV photoemission spectroscopy (UPS)

279

Vanadyl phthalocyanine 284
Vinylsulfone-PEG-NHS 51

Viruses, electrostatic adsorption 35
Viscoelasticity, polymers 106
Volatile organic compounds (VOCs) 11

Wear modes, tribological behavior
147

Wentzel–Kramers–Brillouin (WKB)
method 272

Wheatstone bridge 6
Williams–Landel–Ferry (WLF) 107

X-ray photoelectron spectroscopy (XPS)
209

Zinc(II) 5,15-bis-(4-
octadecyloxyphenyl)porphyrin
289

Zincoctaethylporphyrin (ZnOEP) 231
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