Preface

Business processes are among today's hottest topics in the science and practice of information systems. Their management comprises design and engineering efforts but also activities later in the life-cycle (e.g., business process reengineering, continuous process improvement, exception handling, and change management). Recent publications on business process management consider the entire spectrum from theoretical aspects, conceptual models and application scenarios, down to implementation issues.

The editors of this book have organized a number of scientific events in recent years, partly together with other colleagues, where business process management played a central role. Amazed at the variety, novelty, and quality of contributions we decided to share this knowledge with a wider audience. In addition, we invited other well-known scientists from the field to contribute their respective view to the state-of-the-art in business process management. We are very happy and proud that our efforts have resulted in the compilation of articles in your hand.

We are convinced that the material in this book is of great interest and value for researchers in many different areas and also for practitioners, as the authors come from different fields inside computer science or economics and industry. Since the topic is interdisciplinary in nature, it can only be captured by taking many different views into account. The structure of this book does not reflect the respective authors' backgrounds but concentrates on the three core issues in Business Process Management: design, analysis, and application:

I  Design of Business Processes

The papers of this part review modeling techniques and give concrete guidelines for modeling business processes and their organizational context.

II  Formalisms and Analysis

This part of the book discusses formal approaches to business process management, analysis techniques for validation, verification, and performance consideration, and the problems associated to dynamic change.

III  Systems and Applications

The final part of the book focuses on IT aspects and the application of techniques for business process management in practice. It describes practical experiences, tool evaluations, and the application of new technologies in various application domains.

We should like to express our gratitude to all authors. Only their perfect cooperation in providing their papers in time and in the required form allowed us to have this book in print in a relatively short time. Also, we cordially acknowledge the excellent cooperation with Springer-Verlag, namely with Alfred Hofmann and his colleagues in the preparation of this book.
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Abstract. Several authors propose their own technique based on Petri Nets to model workflow processes. Most of them recognise the adaptability problem inherent to workflows, viz. the frequently and/or radically changing character due to changing business process rules, but suggest totally different solutions. Because the proposed techniques are fundamentally different, eleven of these techniques are briefly discussed and compared. Next, we survey approaches to reuse in the workflow field and we classify them in a framework derived from the information systems literature.

1 Introduction

Recently, both the domain of workflow modelling by using Petri Nets and the area of reuse in software engineering have gained much attention. We share the opinion that it could be opportune to take a closer look at the application of the reuse concept to workflow modelling. It is our intention to make an informal introduction to the subject and an attempt to make a broad outline of desirable future developments and some topics that need further research. First we summarise the different topics concerning this field that have already been covered and treated by several authors.

2 Definition of Basic Workflow Concepts

Despite the increased interest in the domain of workflow management, the field still lacks precise definitions for some of the concepts. Little agreement exists upon what workflow exactly stands for and which specific features a workflow management system must provide. For an overview of existing definitions and interpretations of workflow and workflow management systems we refer to Georgakopoulos et al. [21]. In the following we will use the formal definition of workflow presented by the WfMC [25].
3 Workflow Concepts Translated into Petri Nets

Since Zisman [53] used Petri Nets to model workflow processes for the first time in 1977, several authors have made attempts to model workflows in terms of Petri Nets, amongst which De Cindio et al. [10,12], Ellis and Nutt [13,14], Nutt [40], van der Aalst [3], Ferscha [16], Wikarski [50], Li et al. [33], Adam et al.[7], Oberweis et al. [41], Badouel and Oliver [9], Merz et al. [35,36], and Schömig and Rau [45].

3.1 Why Petri Nets to Model Workflow?

Van der Aalst [2] identifies mainly three reasons for using Petri Nets for workflow modelling. The first reason is the fact that Petri Nets possess formal semantics despite their graphical nature. The second reason is that instead of being purely event-based, Petri Nets can explicitly model states. In this way, a clear distinction can be made between the enabling and execution of a task. The final reason lies in the abundance of available and theoretically proven analysis techniques.

Oberweis et al. [41] identify five different reasons to opt for using Petri Nets when modelling workflows. They are:

– Integration of data and behaviour aspects,
– Support for concurrent, cooperative processes,
– Different degrees of formality,
– Availability of analysis techniques,
– Flexibility.

Merz et al. [35] finally state that the combination of a mathematical foundation, a comprehensive graphical representation, and the possibility to carry out simulations and verifications is the main strength of Petri Nets when modelling workflows.

Han [23], however, warns and states that despite the popularity of Petri Nets to model workflows, he does not believe that Petri Nets are directly applicable for modelling workflows, mainly due to their fixed structures. The author criticises the lack of flexibility of most of the proposed net models and indicates the mechanisms to support abstraction and compositionality as the main reason.

3.2 High Level Versus Low Level Petri Nets

In this section we give a brief overview of the Petri Net classes proposed by various authors. Because of the problematic nature of modelling business processes, Petri Nets in their conventional form are not well suited as a modelling language. Common problems encountered when modelling workflows include high complexity when dealing with other than just toy models and lack of flexibility, especially where structural changes are necessary.

As already mentioned, the structure of workflows is extremely volatile as a consequence of changing business process rules. Business environment and
conditions change very quickly. System evolution is unavoidable because business processes evolve continuously caused by internal organisational reforms, external environmental changes, etc.

Hence, business models are subject to mainly two types of changes: on the one hand changes in the data of the workflow systems and on the other hand changes in the rules of the workflow systems.

In order to deal with these issues, various authors propose their own Petri Net class. We synthesise the different approaches of various authors and compare them in Table 1.

<table>
<thead>
<tr>
<th>Author</th>
<th>Petri Net class</th>
<th>Brief description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Van der Aalst W.M.P [1]</td>
<td>Workflow-nets (WF-nets)</td>
<td>Abstraction into P/T-nets of High Level Petri Nets with two special places $i$ and $o$, indicating beginning and end of the modelled business procedure.</td>
</tr>
<tr>
<td>Oberweis A., et al. [41]</td>
<td>INCOME/WF</td>
<td>High Level Petri Nets are used to describe the so-called core workflows on a relatively abstract level. Integration of a relation-like data model, considering tokens as database tuples.</td>
</tr>
<tr>
<td>Agostini A., et al. [8]</td>
<td>Subclass of Elementary Net Systems</td>
<td>A WFMS consists of two basic components: namely a WF model and a WF Execution model. Simplicity of the WF model is stressed because it enhances the flexibility and adaptability of the WF Execution Module.</td>
</tr>
</tbody>
</table>
3.3 High Level Petri Nets

Ellis and Nutt [13] and van der Aalst [6] make a resolute choice in favour of High Level Petri Nets. They both state that High Level Petri Nets are an indispensable
necessity when modelling real world applications because Low Level Petri Net models tend to become extremely complex and very large. Moreover, Ellis and Nutt [13] state that, when modelling large sets of office procedures, Low Level Petri Nets lead to “an exponential explosion” of the model.

The Workflow nets (WF-nets) proposed by van der Aalst [1] are an abstraction into P/T-nets of High Level Petri Nets with two special places $i$ and $o$, indicating the beginning and the end of the modelled business procedure. These WF-nets are suitable not only for the representation and validation but also for the verification of workflow procedures.

The question: "Given a marked Petri Net graph, what structural changes can or cannot be applied while maintaining consistency and correctness", is an important and pressing problem which has also been recognised by Ellis and Nutt [13]. However, van der Aalst [4] provides a partial answer to this question for Workflow nets in the shape of transformation rules. These rules should not be confused with the more common reduction rules. Eight basic transformation rules allow the designer to modify sound WF-nets while preserving their soundness.

Badouel and Oliver [9] extend the WF-net formalism of van der Aalst [1] and propose the Reconfigurable Nets. These Reconfigurable Nets intend to support dynamic changes in Workflow systems. A Reconfigurable Net consists in fact of several Petri Nets which constitute the different possible configurations of the system. Each configuration gives a description of the system for some mode of operation. The authors denote that Reconfigurable Nets are self-modifying nets, meaning generalisations of P/T-nets where the flow relation between a place and a transition depends on the marking. The authors conclude that it might be interesting to extend a Reconfigurable net with a control part to regulate the flow in the system.

Ellis and Nutt [13,14] and Nutt [40] propose Information Control Nets (ICN), derived from High Level Petri Nets to represent office workflows. By adding a complementary data flow model, generalising control flow primitives and simplifying semantics, ICN are in fact a generalisation of Coloured Petri Nets. ICN represent control flow as well as data flow. The authors provide an exception handling mechanism. They note, however, that the mechanism allows users to escape the model, rather than helping them to analyse and cope with the exceptions.

Finally, Merz et al. [35,36] use Coloured Petri Nets in order to enhance the distributed systems architecture Common Open Service Market (COSM), with concurrent workflow modelling. The authors introduce the Coloured Petri Nets which were developed by Jensen [27], as a modelling and simulation technique for concurrent activity management and control.

### 3.4 Stochastic Petri Nets

Ferscha [16] proposes Generalised Stochastic Petri Nets (GSPN) to model workflows. The author exploits the natural correspondence between the GSPN enabling and firing rules and the dynamic behaviour of workflow systems. With respect to quantitative
analysis, the Markovian framework is used within the GSPN formalism to derive the performance metrics. For qualitative analysis the author refers to the available broad body of Petri Net structural analysis techniques.

Schömig and Rau [45] propose a variant of the above GSPN, i.e. the Coloured Generalised Stochastic Petri Nets (CGSPN). CGSPN are based upon Coloured Petri Nets as pure Petri Net formalism instead of Place/Transition Petri Nets. Compared to the classical approach which is based on P/T Petri Nets, this approach requires more sophisticated analysis techniques.

3.5 Low Level Petri Nets

Wikarski [50] states that complex Petri Net classes with various kinds of tokens, arc or place inscriptions, were developed to increase the expressiveness of the net models. He further states that the introduction of High Level Petri Nets has created a number of problems amongst which is the reduction of the intuitive aspect when modelling and the impossibility to describe dynamic or changing behaviour. To counter these problems, Wikarski proposes Modular Process Nets, which can be described as Elementary Net Systems with minimal syntactic extensions. Elementary Net Systems (EN-systems) have originally been introduced by Rozenberg and Thiagarajan [44].

Like Wikarski [50], Agostini et al. [8] plead for simplicity of workflow modelling and also opt for Elementary Net Systems. Their final objective is to create a workflow model that allows its users to design workflows having little or no experience with computer science, programming or formal languages. For this purpose, they define a subclass of these Elementary Net Systems. The authors stress that EN-systems possess adequate mathematical properties which allow the modeller to generate a large class of behaviours. They state that a WFMS consists of two basic components: a WF model and a WF Execution model. Simplicity of the WF model is stressed because it enhances the flexibility and adaptability of the WF Execution Module.

Adam et al. [7] state that an ordinary Petri Net fulfils the basic needs to model the control flow and value dependencies of a workflow system. In order to model the temporal dependencies between two tasks in a workflow, however, the authors propose a Temporal Constraint Petri Net (TCPN). According to the authors, existing Timed Petri Nets are not capable of modelling both relative and absolute time. Their functionality is limited to modelling relative time. The definition of a TCPN states that each place and each transition is associated with a time interval and a token with a time stamp.

3.6 Petri Nets Extended with Object-Oriented Concepts

Modular Process Nets proposed by Wikarski [50], have sensor transitions which can detect triggering signals from the external environment. These signals, however, only contain control information in a predefined context. In contrast to Modular Process Nets, resource management is explicitly embodied in Higher-Order Object Nets
(HOON), the other formalism proposed by Wikarski et al. [51]. The central idea of HOON is to arrange net models and their surrounding environments in a client/server manner and to model the client/server interfaces explicitly [23].

Moldt and Valk [38] propose the use of Object-oriented Petri nets in the context of workflows. Their work is an integration of earlier work by Moldt and Wienberg [39] and the concept of Elementary Object Nets by Valk [49].

4 The Reuse Concept for Workflow Modelling

4.1 Real World Workflow Modelling

In contrast to the field of software engineering where the concept of reuse is widely explored, few authors have developed a theoretical framework to reuse in workflow modelling by Petri Nets. Nevertheless, the concept of reuse is definitely encountered or applied in practice by many modellers of real world workflows. This is due to the fact that specifying and modelling real world workflows is highly complicated and complex and that they are usually not developed in a single step.

As Oberweis [42] stated, there are mainly two potential strategies for the development of large, real world workflow models. A first strategy is incremental construction by iteratively refining, evaluating and formalising net fragments. This strategy can be based upon composing certain elementary net building blocks from an existing Petri Net library. Another strategy is adapting application-specific reference process models and reference object models to the requirements of a specific case. These application-specific reference models are sometimes denoted as generic models because they have always captured a certain generic process knowledge.

In both cases, the importance of a well-documented library in which the reference models or the Petri Net fragments are stored cannot be underestimated in any way. Since the whole concept of both approaches is based upon the library, the quality of the library is a discriminating factor between failure or success of both systems.

Van der Aalst [1] also states that when dealing with the high complexity of real world workflows, designers can refer to reuse on the basis of hierarchical decomposition, especially in communicating with end-users.

4.2 Approaches to Reuse of Petri Nets for Workflow Modelling

In this section, the existing approaches to reuse of Petri Nets for workflow modelling are discussed and classified into a framework used in the information systems (IS) literature (see Table 2).
The classification used in this paper is a summarised version of the classification framework by Krueger [28], which was later adopted and refined by Mili et al. [37]. We choose this framework because, as Mili explicitly states, it focuses on the « paradigmatic differences between the various reuse methods ». A classification according to fundamental differences allows us to explore to what extent current approaches to Petri Net-reuse cover the whole reuse-spectrum.

Krueger’s [28] framework distinguishes between two main types of reuse: the building blocks approach (compositional approach) and the generative approach. The building blocks approach is further subdivided into the reuse of software patterns and into software architectures.

4.2.1 Patterns
A (software) pattern is a proven solution to a certain standard type of problem. It is described by four essential elements:
– a pattern name
– a problem description, which clarifies in which situations the pattern can be used
– the solution to the problem
– the consequences and trade-offs involved in applying the pattern.

A limited amount of design patterns [19] and analysis patterns [18,24] has been published. An example of an analysis pattern is an Object-Oriented (OO)-conceptual model for the concept of a ‘customer’ or a ‘bookkeeping account’. Although these patterns tend to be domain-specific, many of them can be used outside of their original domains [18]. For example, a pattern of a bill of material can also form the basis for modelling an organisation’s hierarchy. Design patterns are situated at a lower level of abstraction. An example is the observer-pattern [19]. An observer is an object which monitors the state of a certain ‘subject’. When the subject changes state, the observer notifies all interested objects of this change. A typical application of the observer pattern is found in spreadsheets. When a graph is produced based on data in a spreadsheet, it is important that the graph is notified of any changes in the underlying data. The observer-pattern describes how an observer can be built to achieve this goal.

Many of the existing approaches to reuse of Petri Nets for workflow modelling can be interpreted as reuse of a pattern. Especially approaches discussing compositionality of Petri Nets fall into this category: these authors implicitly assume that some existing elements (workflows) are composed. We interpret these existing elements as patterns.

However, before we enumerate which authors fall into this category, we add a level in the classification: black-box vs. white-box reuse of patterns.

Black-box reuse is defined as the reuse of existing software components without any modification. White-box reuse does allow adaptation of the components, usually using the mechanism of inheritance.

In the IS-literature, a preference for black-box reuse has developed over the years. For instance, Fayad [15] claims that black-box reuse leads to systems that are easier to
use and extend. Zweben [54] provides experimental evidence: his experiments show that black-box reuse is superior to white-box reuse in terms of required effort and correctness of the resulting system. The main disadvantage of white-box reuse is that the inheritance mechanism violates the encapsulation-principle. The aim of this principle is to minimise interdependencies between modules by defining strict interfaces. A subclass, however, has access to some of the data and code of its superclass. The subclass is allowed to change the values of these data items, to call functions of the superclass etc. As a consequence, several dependencies between the super- and subclass are introduced. These dependencies compromise reusability, as changes in a superclass frequently induce changes in the subclass. [19, 47].

In the context of Petri-Nets, white-box reuse is discussed by Lakos [30,31], who defines the notion of inheritance for Object Petri Nets. Black-box reuse, through the notion of compositionality of Petri Nets, is discussed by Christensen [11], Han [23], Holvoet [26], Kruke [29], Wikarski [50] and van der Aalst [1,3].

For example, van der Aalst [1] briefly draws attention to reuse of WF-nets on the basis of ‘task refinement’ which is the refinement of a task by a subflow. In this way it becomes possible to decompose a complex workflow into subflows which, in their turn, can be built up from other subflows. In other words, one achieves a hierarchical decomposition.

Compositionality is an important property for hierarchical construction of WF-nets and more in particular for the reuse of subflows. The author [1] proves seven characteristics about compositionality with regard to verifying the correctness of subflows in the same way as verifying the entire workflow on a more abstract level.

4.2.2 Software Architectures
A Software Architecture is a high-level design of a software system, i.e. the subsystems and their interactions [46]. Examples of architectures are compiler architectures (consisting of analysers, parsers and code generators), database architectures and rule-based architectures for expert systems. Software architectures are similar to very large-scale patterns. However, patterns tend to focus on a small part of a system whereas an architecture contains the overall structure of the system.

In the context of reuse of Petri Nets for workflows, both Han [23] and van der Aalst [3] define software architectures for workflow management systems.

4.2.3 Application Generators and Very High-Level Languages
Application generators and very high-level languages constitute the class of generative reuse. Forms of generative reuse are based on reusing the process of previous software development, rather than reusing existing products (such as patterns or software architectures) [37].

Application generators and very high-level languages allow the user to specify the requirements at a very high level of abstraction. From these requirements, code is automatically generated. This approach to reuse is considered, in the long term, to
have the highest potential payoff. However, at the current moment, it remains very difficult to build generators that scale up to industrial production [43].

In the context of Petri Nets for workflow modelling, only van der Aalst [3] describes a number of Petri Net tools that belong to this category.

4.2.4 Evaluation

By far the most common approach to reuse of Petri Nets for workflow modelling is black-box reuse of patterns. Most authors discuss this kind of reuse implicitly through the notion of compositionality.

However, very few authors, if any, discuss the notion of reusability explicitly and/or in great detail. In other words, questions such as which advantages exactly can be achieved or which type of reuse leads to these advantages, remain unanswered.

<table>
<thead>
<tr>
<th>Reuse Type</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software Patterns</td>
<td></td>
</tr>
<tr>
<td>Black-box reuse</td>
<td>Christensen [11], Han [23], Holvoet [26], Kruke [29], Wikarski [50], van der Aalst [3]</td>
</tr>
<tr>
<td>White-box reuse</td>
<td>Lakos [30]</td>
</tr>
<tr>
<td>Software Architectures</td>
<td>Han [23], van der Aalst [3]</td>
</tr>
<tr>
<td>Application Generators and very high level languages</td>
<td>van der Aalst [3]</td>
</tr>
</tbody>
</table>

Table 2. A classification of techniques for reuse of Petri Nets for workflow modelling

4.2.5 A Critical Remark Concerning Reuse in the IS-Literature

The idea of building software by assembling reusable components dates back to 1968 when Doug McIlroy proposed the idea of libraries of shared components at the NATO Conference of Software Engineering [34].

Since then, most programmers have continued to informally reuse their own code, but in an ad hoc way. Up to now, it has remained extremely difficult to realise a systematic approach to reuse [43,32,17]. Also, Prieto-Diaz [43] observes that the state-of-the-practice is still source code reuse, in spite of numerous claims that reuse at the design- or even analysis-level would have higher payoffs. Finally, Szyperski [48], for example, observes that at this moment, relatively few catalogues of reusable objects actually exist.

The literature contains a wide variety of potential reasons for the lack of systematic reuse: some technical, but many are managerial (relating to management
commitment, organisational issues etc.) [52]. We now focus on one of the fundamental technical problems that underlie reuse.

4.2.6 Hidden Assumptions
A fundamental problem of software reuse is the problem of the hidden assumptions. This problem refers to the fact that software components make assumptions about their intended environment which are implicit and either don’t match the actual environment or conflict with those of other parts of the system. Such conflicting assumptions make reuse extremely difficult or even impossible [20].

For example, Garlan [20] describes an example in which several software packages were combined in order to build a software engineering tool. However, the assumptions that the different packages made about which program held the main thread of control, were incompatible, which drastically complicated building the new system. As these assumptions tend not to be documented, they are extremely difficult to detect when deciding which software components could be reused.

Glass [22] provides an example in which a sort program was reused. However, the program performed extremely slowly when sorting strings. The undocumented assumption was that the structure of the sort program was far more appropriate for sorting numbers than strings.

Garlan [20] suggests possible solutions for the hidden assumptions-problem: amongst others, make architectural assumptions explicit, provide techniques for bridging mismatches between assumptions and develop sources of architectural design guidance. Although we agree with these suggestions, it is clear that these solutions are more workarounds to the problem than an elimination of it.

4.2.7 Final Remarks
We have briefly shown in this paragraph that, in the IS-field, systematic reuse has been pursued for up to 30 years, but that the practical state-of-the-art is still rather disappointing. Realising a systematic form of reuse has proven to be a very ambitious goal with a wide variety of problems (technical and managerial) along the way. Good modelling constructs alone (such as objects) have been insufficient to reach this goal.

It is our impression that the field of workflow modelling with Petri Nets is currently making quick progress towards deciding which modelling constructs are most appropriate. In order to determine whether this will be sufficient to realise systematic reuse in the workflow field, empirical and experimental studies are required. We have yet to find these in the literature.

5 Conclusion
In this paper we have tried to identify the existing Petri Net formalisms proposed by various authors used for modelling workflow. We found that, at the moment, there is not yet unanimity about which class of Petri Nets suits best the specific needs of
workflow modelling. Especially the different approaches between Low Level Petri Nets and High Level Petri Nets can in this view be mentioned as exemplary.

An interesting remark, however, is that even a very good Petri Net formalism for modelling workflows is not worth much if there are no Workflow Management Systems or other computer tools based on it. This has also been stated by van der Aalst [5] concerning the usability of High Level Petri Nets. The author [5] notes that the availability of adequate computer tools is a critical factor in the practical use of High Level Petri Nets and related analysis methods.

Compared to database models, workflow models are far from being mature. There is definitely a need for standards in workflow modelling (like in the field of conceptual modelling with Entity Relationship Modelling). This has also been recognised by van der Aalst [1]. In our opinion, when speculating about the best formalisms to serve as a possible standard, it is likely that the Petri Net formalism which is best supported by computer tools, turns out to become the standard.

With respect to reuse, much progress is being made towards developing an adequate modelling construct for modelling workflows using Petri Nets. However, we have the impression that adequate modelling constructs alone were not sufficient to achieve systematic reuse in the IS-field. Whether the same applies to the workflow field should be further investigated.
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Abstract. This contribution describes a rule-based method for modeling business processes and workflows. Business rules are defined as statements about guidelines and restrictions with respect to states and processes in an organization. After introducing an extended Event-Condition-Action (ECA) notation, an approach for the refinement of business rules is developed in order to achieve a consistent decomposition of the business processes. Thus, ECA rules serve as an integration layer between different process modeling and (workflow) specification languages. Finally, we propose an architecture of a rule-oriented repository supporting the modeling and refinement process.

1 Introduction

Several methods and tools have been developed to describe business processes and workflows. These methods and tools differ in their constructs, notation, ease of use, and other aspects. Often different methods are employed at different stages of the development process.

In this contribution we propose a rule-based methodology to provide a uniform modeling approach at different abstraction levels. This approach suggests to transform a rule-based description of a business process in one or several refinement steps into a rule-based workflow specification. The (business) rules that underlie the business process are first described in natural language. In subsequent steps these rules are refined in a structured manner. This results in a set of structured rules representing the business process at different abstraction levels. Comparisons and case studies [KEPS97] show that this rule-based methodology has advantages compared to established approaches like Petri-Nets [cf. Ober96] and Event-Driven Process Chains [cf. Sche92]. Recently, business rules are often considered as a very important component of modern information systems [cf., e.g., MWBG98; dPLL98]. Several software and consulting companies focus their activities on business rules.

There are two kinds of relationships between business rules: First, there is a relationship at the same abstraction level, establishing the control flow between the components that are defined at this level. Second, we propose a hierarchical relationship representing the derivation of business rules that are relevant at a lower
abstraction level from higher-level rules. During the overall modeling process the same basic constructs are used; these may be extended by additional constructs according to the level of abstraction. The proposed approach should lead to a more consistent modeling procedure than applying various methods at different abstraction levels.

In a decentralized organization, a virtual enterprise, or in coordinating processes in a supply chain often different methods and tools are employed for representing processes and workflows. To support the development of coordinated process or workflow models across enterprise boundaries or locations, a layer into which the different (sub-)process models can be transformed and another layer from which the specifications for different workflow tools may be derived, are highly desirable. We suggest to use business rule layers for these descriptions (cf. Fig. 1) [cf. Kno98].

![Diagram](image_url)

**Fig. 1.** Business rules as integration layers.

The business rule approach can serve as an integration platform for different process modeling techniques and different target systems that implement the workflow or parts of them. For the representation of business rules we use the ECAA-notation which is based on events, conditions, actions, and the selection construct; the resulting constructs are enhanced with different constructs for representing static components of business processes, i.e., organizational units, roles, actors, and entity-relationship-models.

In order to maintain the dependencies between process and workflow models at different modeling levels, it is helpful to store the business rules in a rule repository.
This repository serves as the core of a development environment which may provide the following functionality:

- Process modeling tool
- Import functions for different process modeling tools
- Refinement tool
- Data modeling tool
- Organization modeling tool
- Generators for different workflow management systems.

In this contribution we describe the constructs and fundamental concepts of a rule-based methodology for modeling business processes and the specification of work-flows. In section 2 we discuss the meaning, notation and origin of business rules and their suitability for modeling business processes. The third section shows how different types of control flows can be described by business rules. The fourth section deals with some extensions to the business rule approach, particularly with constructs for representing a data model and an organizational model. The refinement process is described in section 5. The results are summarized in section 6.

2 Business Rules

2.1 Definition

A lot of knowledge and many rules exist in an organization to prescribe and/or restrict the way in which the organizational goals are achieved. Some of these rules exist in a formalized way, e.g., in an organizational handbook; others are not documented and exist only informally. Some rules are so precisely defined that they can be automated, others allow for discretion of a human actor.

Originally, business rules were defined in connection with integrity constraints, resulting, e.g., from the cardinalities of entity-relationship models or more sophisticated constraints that can be defined in NIAM [NiHa89]. However, business rules do not only cover data integrity but usually also define or restrict organizational behavior. We define business rules as „... statements about how the business is done, i.e., about guidelines and restrictions with respect to states and processes in an organization.“ [BBG+90].

2.2 The ECMA Paradigm

In active database management systems, rules are often perceived to consist of the three components event, condition, and actions and, thus, are called ECA rules [Daya88]. These rule components can be defined as follows:

- The event component specifies when a rule has to be executed. It indicates the transition from one process relevant status to another. Events are not time consuming and do not include any activity to be performed by an actor.
• The condition component indicates a condition to be checked before any action is triggered. It is a special case of a time consuming action resulting in a boolean value (true / false).
• The action component states what has to be done depending on the result of the evaluation of the condition component. In analogy to the condition component, the action is time consuming too, but its termination is characterized by raising one or more process relevant events.

Business rules are regarded as the main result of the system analysis phase [KiRo94; dPPL98]. ECA rules may not only be used to specify dynamic behavior in database management systems, but also for formalizing business rules at the conceptual level. The notation has been extended to ECAA rules that allow to specify an alternative action to be executed when the evaluation of the condition component returns false (Fig. 2) [HeKn96; Herb97].

With respect to decision tables and CASE-constructs of some programming languages, rules could also be seen as allowing m branches, and, therefore, as EC^m A^n constructs. Special appearances of this construct are ECAA-, ECA- and (condition-less) EA-rules. Since actions may raise one or more subsequent events, EC^m A^n rules are well suited for representing business processes and workflows. In order to reduce the complexity and readability of the models, the proposed notation is restricted to EA, ECA, and ECAA rules. It is obvious that EC^m A^n-rules can be transformed into a sequence of ECAA rules still providing the possibility to specify binary XOR selections within one rule. Furthermore, we do not suggest to use the ECA notation because this would lead to logically redundant and incomprehensible models.

![Fig. 2. ECAA-notation.](image)

3 Process and Workflow Modeling in the ECAA-Notation

3.1 Necessary Constructs

With respect to modeling the control flow, the following situations have to be covered [Jabl95; EnMe99]:
• Sequence of actions,
• parallel actions,
• alternate actions, and
• iterations of actions.

All of these necessary constructs may be represented by EA rules or combinations of EA and ECAA rules, as described in the subsequent sections.
3.2 Modeling Sequential Actions

To model a sequence of actions within a business process, we simply link the associated business rules. This may be achieved by raising an event when the preceding action terminates. An event can be raised either explicitly, e.g., with a special modeling construct "RAISE EVENT", or implicitly, e.g., by an update command in a database. The sequential link between the actions is based on the fact that the event resulting from the previous action appears as triggering event in the subsequent rule (cf. $e_i$ and $e_j$ in Fig. 3).

3.3 Modeling Parallel Actions

Splitting the control flow into parallel paths (AND split) can be modeled in different ways: One way is to raise by one action several events that trigger the subsequent actions in parallel (cf. $e_{i,a}$ and $e_{i,b}$ in Fig. 4). The other way is to reference the same event in different EA rules (cf. $e_j$ in Fig. 5).

The synchronization of the two or more parallel sub-processes may be done by specifying a rule with a conjunction event [cf. Gatz95; HeKn95] (cf. $e_{i,a}$ and $e_{i,b}$ in Fig. 5).
3.4 Modeling Alternate Actions

Alternate actions may be either exclusive (XOR-split) or non-exclusive (OR-split). Exclusive alternatives can be modeled by different action parts of an ECAA rule that raise different events (cf. $e_a$ and $e_b$ in Fig. 6). The resulting paths may be joined by a rule in which event components are combined by a disjunction operator [cf. Gatz95, HeKn95] (cf. $e_{ia}$ and $e_{ib}$ in Fig. 6).

![Modeling exclusive alternate actions](image)

A way to specify non-exclusive alternate actions is using several ECA rules triggered by the same event but formulating different conditions (cf. $c_a$ and $c_b$ in Fig. 7). Either $e_a$, $e_b$, both events, or none of these events may occur. The ELSE-branches do not trigger actions but simulate the occurrence of the final events $e_{ia}$ and $e_{ib}$ to ensure joining the parallel branches and allow the execution of subsequent subprocesses.

![Modeling non-exclusive actions](image)

3.5 Modeling Iterations of Actions

Modeling iterations may be done by repeatedly raising an identical event, either implicitly or explicitly (e.g., event $e_2$ in Fig. 8). Loop control has to be modeled by an ECAA rule: If the condition component ($c_i$) is evaluated as true, the action component leads to an event outside the loop ($e_{i+1}$); otherwise the action component raises the event inside the loop ($e_i$).
3.6 Additional Modeling Options

Additional modeling options are offered by appropriate complex event constructs [HeKn95]:
- Event selection: \( m \) events out of \( \{ e_1, e_2, ..., e_n \} \), \( m < n \).
- Event sequences: Events \( (e_1, e_2, ..., e_n) \) in a well-defined sequence.
- Periodical event: every \( n \)-th event \( e \).
- Interval: \( e \) within an interval \([e_1, e_2]\).

The use of these complex events allows to model additional control flow structures, e.g., modeling a combination of parallel and alternative branches of a process [cf. KEPS97].

Even more important for business process modeling is the specification of valid times or derived valid times of events:
- Absolute time: \( t \)
- Relative time: \( \Delta t \) after an event \( e \)
- Repeated time: every \( \Delta t \) within an interval \([t_{start}, t_{end}]\).

These types of event expressions allow the modeling of time schedules, periodically performed activities, or limitations on processing time, waiting time, transfer time, and throughput time. Furthermore, temporal event expressions allow to react on “non-events”, defined in such a way that no “real” event happened during a certain time interval.

4 Supplementing Actors and Data Models

4.1 Modeling of Actors

An important element of workflow models is the specification of persons and/or application systems being responsible for checking the conditions and executing the actions. Consequently, the ECAA-notation must be extended with constructs dealing with these static components of a business process or workflow. Fig. 9 shows an ECAA rule in which the condition and action blocks are extended with an actor.
component, modeling human and/or automated system components responsible for the execution.

![Fig. 9. Extension of the ECAA construct with actor components.](image)

4.2 Data Modeling

Another static component are entity/relationship-types that are relevant for checking conditions and executing actions. The condition and action blocks of an ECA rule are extended with the appropriate components (Fig. 10).

![Fig. 10. Extension of the ECA construct with data models.](image)

5 Stepwise Refinement of Business Rules

Most methods for developing information systems employ stepwise refinement. The basic ideas of this concept go back to [Wirt71]: “During the process of stepwise refinement, a notation which is natural to the problem in hand should be used as long as possible.” Some methods and tools have been proposed for a stepwise refinement of program specifications to code using the refinement calculus [MoGR93]. The refinement of Petri Nets is discussed in [Padb96]. In practical application development, the refinement usually also provides additional, more detailed information about the universe of discourse.
5.1 The Refinement Process

Methods for workflow specification should provide similar functionality, leading from a semi-formal description of a business process to a formal workflow specification. The refinement process should be accomplished with identical modeling concepts and structures.

At the beginning of the modeling process, the components of the rule may be described informally (Fig. 11). Each non-elementary rule has to be refined separately, describing it by a set of more precise rules. The starting and terminating events of the refined representation are often identical to the events of the refined rule (cf. $e_i$ and $e_j$ in Fig. 12). In other cases the refinement process may also lead to a more precise description of events.

The refinement process may consist of several steps. At the lowest level, the components of the rules must be so elementary and precise that a workflow specification can be derived (Fig. 13).

![Refinement of a business rule.](image-url)
5.2 The Refinement of a Business Rule

As stated above, a rule consists of event, condition and action components. However, the activities for checking a condition can be interpreted as actions, resulting either in a true or false status (cf. Fig. 13). This result can be regarded as an (internal) event. Therefore, conditions and actions are called active parts of a rule. During the refinement process, the modeler has to focus on these active parts because events are implicitly modified when refining conditions and actions.

To illustrate the refinement of the active parts we consider the rule shown in Fig. 14 which represents the process of a special health insurance claim (SHIC) at the context level.

For illustration purposes we refine the starting event E1 into two exclusive events E11 and E12, depending on the previous customer relationship. This results in a set of four rules at the next abstraction level (cf. Fig. 15). After applying this set of rules, either a true- or a false-event is raised, triggering the actions A1 or A2 defined in Fig. 14.
The refinement of the action parts of a rule is performed analogously to the refinement of the condition part.

5.3 Architecture of the Rule Repository

To assist the modeler in obtaining consist representations over all abstraction levels, the modeling process should be supported by appropriate tools. A main concept for developing and maintaining workflow specifications is the availability of a rule-repository [HeMy97]; a rule-repository is a special case of a knowledge repository [ZaAz97]. A prototype based on the commercially available repository-tool Rochade is described in [Herb97]. A more extended architecture for process and workflow modeling is suggested in [KEPS97] (Fig. 16). Process model repositories are also discussed in [GrSc98].
6 Conclusion and Outlook

The business rule approach seems to be suitable for modeling business processes and workflows. This approach can serve as an integration platform for different process modeling techniques resp. tools and different target systems that implement the workflow or parts of them [KEPS97]. To achieve this, the ECAA-notation is used, enhanced with different constructs representing static components of business processes, i.e., actors and entity/relationship types. There is a need for a methodology for stepwise refinement which supports the transition from the semi-formal process model to a formal workflow specification. This methodology has to state constraints to be fulfilled by semantically correct process and workflow models. Related work has been published in [BeRS95; AaHe97].

In order to allow the administration of the dependencies between process and workflow models at different degrees of accuracy, the business rules have to be represented in a rule repository. This repository is the core of a development environment providing appropriate tools for process, workflow, data, and organization modeling, process refinement, as well as import and export capabilities to and from different process modeling and workflow management systems.

---

Fig. 16. Architecture of a rule-oriented process and workflow modeling environment.
A rule repository system also provides the opportunity to implement capabilities for analysis and simulation. The system may detect incomplete models (missing components) and inconsistencies (dangling events, infinite loops, etc.), and it may be used to improve processes and their implementation in WfMS. A repository facilitates also the maintenance of changes in process models over their whole lifecycle. One approach, allowing the representation of rule evolutions based on a bi-temporally extended relational database, is proposed in [HoPf99].
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Abstract. Process modeling becomes more and more an important task not only for the purpose of software engineering, but also for many other purposes besides the development of software. Therefore it is necessary to evaluate the quality of process models from different viewpoints. This is even more important as the increasing number of different end users, different purposes and the availability of different modeling techniques and modeling tools leads to a higher complexity of information models. In this paper the Guidelines of Modeling (GoM)¹, a framework to structure factors for the evaluation of process models, is presented. Exemplary, Guidelines of Modeling for workflow management and simulation are presented. Moreover, six general techniques for adjusting models to the perspectives of different types of user and purposes will be explained.

1 Complexity and Quality of Business Process Models

The popularity of different process management approaches like Lean Management [58], Activity-based Costing [52], Total Quality Management [21, 35], Business Process Reengineering [16, 17], Process Innovation [7, 8], Workflow Management [14], and Supply Chain Management [39] has two main effects concerning the requirements on process models. First, the number and variety of model designers and users has spread enormously. Especially, representatives from various business and technical departments, who are not necessarily modeling experts are increasingly involved in the design of process models. As a consequence, the understandability of process models is of growing importance. Secondly, the number and variety of

¹ This paper presents results from the research project Guidelines of Modeling (GoM), which was funded by the German Ministry of Education, Science, Research, and Technology, project no.: 01 IS 604 A.
purposes process models are used for is growing. Besides the "traditional" use of process models within software engineering these models are more and more used for pure organizational purposes like process reorganization, certification, Activity-based Costing or human resource planning (see as well [37]).

Process modeling is supposed to be an instrument for coping with the complexity of process planning and control. Existing models show as well considerable complexity themselves, though. Hence, the design of process models often turns out to be very problematic. It has direct influence on the economic efficiency of the underlying process-related project. In the first place the model design requires personnel resources and (if necessary) the purchase of software tools. Moreover, the risk exists that the process models, referring to their purpose, are not sufficient. For example, semantic mistakes or the disregarding of relevant aspects can lead to possibly expensive misjudgments. Consequently, the design of models always is an economical risk and not only a modeling exercise.

Especially in enterprise-wide process management projects the design of integrated process models can become a comprehensive challenge. The number of process models can easily be higher 500 with five or more different levels. The related risk will be increased if the model design is seen as a domain of "modeling specialists" who are supposed to be the only ones who understand "their" models. In contrast to this, a business process model should serve as a communication base for all persons involved. Consequently, the quality of process models can beyond the fulfillment of syntactic rules defined as its "fitness for use".

Within this context a framework called Guidelines of Modeling (GoM) has been developed to assure the quality of information models beyond the accordance to syntactic rules. The GoM-framework includes six guidelines, which aim to improve the quality of information models (product quality) as well as the quality of information modeling (process quality). The design of business process models is one core field within the project.

This paper describes first the general intention and the framework of the Guidelines of Modeling (section 2). Exemplary, Guidelines of Modeling for workflow management and simulation, two main purposes of process modeling, are discussed in the third section. Section 4 presents six different techniques for the adaptation of models to perspectives of different users and purposes. The paper ends with a brief conclusion.

## 2 The Guidelines of Modeling (GoM)

Various frameworks for quality assurance of information models were already presented. Usually, they are either focussing only one kind of information models, in particular data models (like the approaches from [1] or [31, 32]), they focus only special requirements [2, 59], or they contain such high-level-statements, that it is difficult to derive useful recommendations for modeling projects [24, 27].

The aim of the Guidelines of Modeling (GoM) is the development of specific design recommendations in order to increase the quality of models beyond the
fulfillment of syntactic rules [3, 41, 42]. The term GoM has been chosen as an analogy to the Generally Accepted Accounting Principles (GAAP) [9, 29, 38]. On the one hand, the GoM result from the selection of the relevant aspects for information modeling from the GAAP.

On the other hand, the GoM adapt elements of the existing approaches for the evaluation of information models. The Guidelines of Modeling, which are presented here (see for an alternative suggestion [49]), contain six guidelines to ameliorate the quality of information models. These are the principles of correctness, relevance, economic efficiency, clarity, comparability, and systematic design (figure 1, see also [31]). While the observance of the principles of correctness, relevance and economic efficiency are a necessary precondition for the quality of models, the principles of clarity, comparability and systematic design have a mere optional character.

The GoM-framework includes besides the six general guidelines (level 1) recommendations for different views (level 2, e.g. process models) and for different modeling techniques (level 3, e.g. Event-driven Process Chains (EPC) or Petri Nets).

![Fig. 1. The Framework of the Guidelines of Modeling (GoM)](image-url)

### 2.1 The Basic Guidelines

The basic guidelines consist of the guideline of correctness, the guideline of relevance, and the guideline of economic efficiency.

The guideline of correctness has got two facets [1]: the syntactic and the semantic correctness. A model is syntactic correct, if it is consistent and complete against the meta model (see for definitions of meta model ([33], p. 38, [44], pp. 104-105) the model is based on. For the evaluation of the syntactic correctness of a model it is indispensable to have an explicit (documented) meta model. Semantic correctness postulates that the structure and the behaviour of the model is consistent with the real world. Finally, the consistence between different models is viewed as a part of the correctness of the model [59].
While many frameworks use completeness as a quality factor of information models [1, 31], the GoM express this criteria in more relative terms.

The guideline of relevance postulates
- to select a relevant object system (universe of discourse),
- to take a relevant modeling technique or to configure an existing meta model adequately, and
- to develop a relevant (minimal) model system.

A model includes elements without relevance, if they can be eliminated without loss of meaning for the model user.

The guideline of economic efficiency is a constraint to all other guidelines. In the GAAP-context it is called the cost/benefit constraint ([9], p. 51). It is comparable to the criteria "feasibility" of LINDLAND ET AL. [27] and restricts e.g. the correctness or the clarity of a model. Approaches to support the economic efficiency are reference models, appropriate modeling tools or the re-use of models.

2.2 The Optional Guidelines

The pragmatic aspect of the semiotic theory [27] is integrated in the GoM by the guideline of clarity. Without a readable, understandable, useful model all other efforts become obsolete. This guideline is extremely subjective and postulates exactly, that the model is understood by the model user. It is not sufficient, if a model designer regard the model as understandable (see also understandability in the GAAP ([9], p. 52). "Construct overload", the situation in the framework of WAND and WEBER in which one object type of an information modeling technique map to at least two ontological constructs is an example for missing clarity as additional knowledge outside the modeling technique is required ([56], p. 211). Mainly layout conventions put this guideline in concrete terms.

The guideline of comparability demands the consistent use of all guidelines within a modeling project. It is one of the guidelines which corresponds directly with one GAAP principle, the comparability principle ([19], pp. 551-552). Like the GAAP which aims to increase the comparability between businesses and periods (e.g. avoid different inventory methods like LIFO and FIFO), this guideline includes e. g. the conform application of layout or naming conventions. Otherwise, two models would follow certain, but different rules. The necessity to compare information models is obvious if as-is-models and to-be-models or enterprise-specific and reference models have to be compared.

The guideline of systematic design postulates well-defined relationships between information models, which belongs to different views, e.g. the integration of process models with data models. Every input and output data within a process model has to be specified in a corresponding data model. Further interdependencies exist, following for example the ARIS-approach [45, 46, 47], concerning the functions (function view), the organizational units (organizational view), the results of a process (output view) and the involved applications and databases (resource view). One demand is to use a meta model which integrates all relevant views.
2.3 The GoM Meta Model

Within the research project Guidelines of Modeling a meta model was designed in order to structure and integrate the different project topics (figure 2, [42]). This model shows that a *perspective* is defined as a person-purpose-model-relationship. The purpose represents the intention of the modeling project. Besides the purposes the perspective is determined by the involved persons. Here are two facets of relevance: the existing methodological knowledge (expert, novice) which influences the selection and configuration of the modeling technique, and the role (model designer or user, active or reactive role), which influences the content of the model. Other, more elaborated definitions of the terms perspective and also viewpoints can be found in [6, 36].

Obviously, the guidelines vary in their perceived importance for different perspectives. For example, information models used within the phase of requirements engineering for the purpose of developing individual software and ideally automatically processed by CASE-tools call for syntactical correct models (primacy of the guideline of syntactical correctness in comparison with the guideline of clarity). In contrast to this, process models which are used to explain the business to end-users may include syntactical mistakes, if this supports compact and clear models and if the economic efficiency and the clarity is more important. Consequently, it is necessary to define also *perspective-specific guidelines*.

---

**Fig. 2.** The GoM meta model
In the following workflow management and simulation will be taken as two examples for popular modeling purposes. Various recommendations for these two purposes will be presented.

3 Guidelines for Selected Purposes of Business Process Modeling

3.1 Workflow Management

The economic efficient development of workflow-based applications [26] does not only require a well considered planning and implementation of systems, but demands the efficient design of workflow models (see also [22]). Workflow models serve in all stages of system planning and development as a communication platform for those who work on the project. However, the recent discussion of workflow modeling is often focussing on syntactic questions. It neglects criteria that go beyond the notation rules and include the specific semantic context of the individual modeling process.

In order to establish standards for the design of information models it is advantageous to have a modeling technique that can be regarded as a quasi-standard (like the ER-approach [4] for data models). Currently, this is not the fact with workflow models. Every workflow management system uses rather its proprietary modeling technique. Therefore, after a workflow management system has been chosen, a revised workflow modeling according to the system-specific modeling technique is in the most cases indispensable.

Experience has shown that the general number of business process models to be transformed into workflow models is rather small. It is not unusual that a company has 100 or more business process models, but only two or three workflow models. Furthermore, concerning breadth and length, only a part of a business process model can usually be controlled workflow-based. Thus, the manual revision of workflow models often is more economic efficient than the use of interfaces (see WfMC interface no. 1). These interfaces might provide some syntactical translation but can not bridge the semantic gap between business process models and workflow models.

In the following, specific recommendations for workflow modeling will be given, which focus on comparing these models with business process models. Moreover, it will be distinguished between a first workflow model that is used for selecting a workflow management system or discussing workflow alternatives, and the final executable workflow model.

Function View

Concerning the functions (or activities) within a workflow model, usually a n:m-relationship between business process models and workflow models exist.

Compared to organizational process models, in workflow models manual functions should be largely avoided, in particular if one follows after the other immediately. On the other hand the amount of functions rises, if the application systems or
organization units involved allow further splitting of a function. In general one can state that the granularity of the functions in workflow models are determined by a (possible) change of the organizational unit and/or the application system. Figure 3 shows how with every change of the involved organizational unit and/or the application system a new function has to be introduced. One has to consider the fact that most workflow management systems do not allow a reuse of functions. In this case, a redundant function specification is necessary.

For every function the start and end conditions should be precisely determined. In particular, it has to be indicated if the function shall be started manually or automated. As an option, for every function a deadline can be declared. When this deadline is exceeded, a higher authority can be informed, ideally the person in charge for the process (the process owner). It should be taken into account that not all workflow management systems support a hierarchical modeling.

Thus, business process models can be used as a starting point for the development of workflow models. In order to derive the workflow model, functions have to be deleted and new functions have to be modelled. For the design of an executable model, also further attributes (start and end conditions) have to be specified.

**Data View**

Unlike a business process model, a workflow model requires for every function the description of the necessary input and output data. On the level of entity types, attributes, etc. the workflow model has to depict these input and output information. Due to the considerable modeling effort being necessary for the data view of a workflow model, only data that is critical because of the underlying interfaces has to be specified within the first workflow model. After a workflow management system is selected and an executable workflow model is required, the data view has to be
completed with information like the data type or the exact data location (database server, table, etc.).

Besides the input and output data, the data flow is to be described. The data flow determines the flow from the function that produces data to the function that consumes data. The data flow is restricted by the control flow as the data flow can not precede the control flow. Consequently, the control flow has to be completed before the data flow can be specified. A workflow model should include the data flow as this enables an analysis of further interfaces beyond the use of the control flow information. However, existing workflow management systems often do not allow the visualization of the data flow and show only the (local) input and output data.

**Organizational View**

Every function within a workflow model must include a link to an organizational construct, if it is not completely automated and shall be executed autonomously. Relevant organizational constructs in the context of workflow management are role (in the sense of a qualification or a competence), organizational unit (permanent or temporary like a project team), position, position type and person as a static information. Figure 4 describes using an extended ER-approach the relationships between these organizational constructs. Moreover, a workflow owner should be specified for the entire workflow.

![Organizational Constructs Diagram](image)

**Fig. 4.** A reference model for the organizational constructs within workflow models [44]
The organizational constructs in workflow management systems differentiate to a considerable extent. Concerning the assignment of organizational constructs to workflow functions, always the minimum set of organizational constructs which is required for the workflow execution has to be chosen. The organizational constructs, which are used for workflow modeling should refer to the "usual" organizational constructs of the enterprise specified in an organizational chart. If information about the workflow runtime history is of importance, (i.e. function no. 6 should be executed by the same employee who was responsible for function no. 3), a detailed note has to be placed in the workflow model (e.g., "RTH" (Run Time History)).

It has to be taken into consideration that in a workflow model the link between a function and an organizational construct means "executes". During the run-time the workflow management system interprets this link and the identified organizational population receives the corresponding work item. In contrast, in business process models this link often means "is responsible for".

If several organizational constructs are connected with only one function, there is always an XOR-relationship between them. This means that the number of at runtime addressed members of the organization is extended (e.g. procurement department, all members of a special project and Mr. Smith receive the work item). If a certain rule exists, according to which the relevant organizational constructs can be selected, but the function itself as well as the involved application systems and data are identical, a workflow-split (control flow) has to be defined. If there shall be an AND-relationship between the organizational constructs, it has to be explicitly declared at the borderline between function and organizational construct ("AND"). This could for example mean that both, task executive and project executive, must sign a document. Again, it should be stressed that these comprehensive modeling conventions can only apply for the general workflow model. As soon as a special workflow management system is selected, its constraints usually do not allow this elaborated specification between the workflow functions and the involved organizational constructs.

In addition to the organizational constructs, further involved resources have to be depicted. Again, it should be differentiated between a general specification of resources in a first workflow model, which serves as a basis for discussions and the executable workflow model. Only the final workflow model has to include the complete and exact specification of all involved resources. All referred IT-applications have to include specifications of the server, program parameters, etc.

Control View
The control flow describes the logic relationships between the workflow functions. Whereas a linear sequence does not require special considerations (but see the requirement to specify the start and end conditions), split and join constructs are far more demanding. This is an important difference to business process models, which can easily include various splitting and joining connections without that the modeler has to be concerned about the process execution.

Possible (inclusive or exclusive) OR -splits have to be specified exactly in order to become executable by the workflow management engine. If it is not a simple
transition condition (e.g., order value > 10,000 $), a reference has to be set that leads to an explanatory document (i.e. rules of signatures, organizational handbook). It is advantageous expressing the respective transition conditions by using dedicated nodes in the models (e.g., predicates, places or arc-inscriptions in Petri Nets or events in Event Driven Process Chains (EPC)).

As an optional construct, many workflow modeling tools allow an ELSE-exit (also: default-connector). This connector is rated as “true”, if the conditions of the other corresponding connectors do not fit. This semantic relationship can be stressed by explicit indication of the relevant connector with “ELSE”.

OR-Joins require special consideration as many workflow management systems execute them wrongly as an XOR-Join. While this is not critical within business process models, inclusive OR-joins demand further information about the connections, which are evaluated with true at run-time. One approach is the dead path elimination [25]. In this case, the corresponding OR-split forwards an information to the OR-join about all workflow paths, which will not be executed. With this input the OR-join has all required information for the determination of the continuation of the workflow.

Many workflow management systems demand one explicit start and final state node respectively. This is usually not required in business process models. Therefore, these nodes have to be added.

3.2 Simulation

Business Process Simulation (BPS) [12] has been mentioned, albeit only briefly, by many researchers as a technique that could be helpful in the context of business process change. HANSEN (1994) also advocates the appropriateness of simulation for Business Process Reengineering, arguing that "an engineering approach to process reengineering that incorporates modeling and simulation is necessary". Similarly, KETTINGER ET AL. (1997) argue that there is a need for more user-friendly and ‘media-rich’ capture of business processes and simulation can accommodate these requirements by providing easy visualization and allowing team participation in process redesign. V. UTHMANN and BECKER [53, 54] discuss some detailed aspects of the use of simulation within the business process management life-cycle (figure 5).

The design of simulation models, although it is a problematic task, is mostly treated as a black box. There are only some unsatisfactory isolated hints like “use refinements” or "formalize successively". For the reduction of complexity and the efficient management of designing models three principles have been established in systems engineering: the structuring of similar objectives in phases, the reuse of solution components and the application of conventions to restrict the degree of freedom. The central idea behind this is the identification of analogies in the problems and the reuse of analogous solutions. The identification and utilization of such analogies within the context of simulation models lead to phases, components and conventions.
Model design recommendations should be applicable to a variety of simulation tools. While the phases are independent of tools the components and conventions have to be put in concrete form in terms of certain simulation modeling techniques using their specific construction elements and terminology. As a reference method higher Petri Nets [40] were chosen. Besides some other good reasons the Petri Net specific design recommendation can, thanks to their general process understanding, be transformed to other process modeling techniques pretty easily [53, 55].

A phase model of seven phases has been developed (figure 6, a more detailed description of the guidelines is given in [54]). The separated view of process object flows is directed to the purposes of processes and simplifies the process identification. This meets the BPR objective of analyzing processes without taking care about departments (= resources). In view of the widely used structure- and function-oriented process descriptions (see [18]) it can be assumed that such a view of processes is intuitively easier to understand than simulation models, especially by modeling novices, and therefore, better accepted. Processing from phase 1 to 2 leads towards a systematic successive transition from static structure models to dynamic models. A further advantage of a separated view of process object flows is that corresponding process models can easier be hierarchically refined without the assignment of resources over different levels. Traditionally, from a function view a process is understood as a succession of object-using, modifying and/or deleting functions (activities), and from data view as a succession of states corresponding to the existence of process-related objects. This differentiation is reflected in the phase model: First in phase 1 (process object flows) it is recommended to start with a
function oriented process mapping (s. above). In phase 3 the object types are specified within the static data view before the functions are procedurally (in contrast to descriptively) described in phase 4. In the phases 1 to 4 there are considered process structures, coordination mechanisms, operation and state times. Input, disturbances/changes and initial states are designed in phase 5 to 7.

The phases offer a framework to decompose the design of process simulation models in less complex subtasks. Within the phases certain objectives are to be modeled applying to specific components and conventions.

The aim of using model components, which can be individually composed, is a more efficient and correct model construction. There are reference simulation models in the form of context-related model components [45]. Complementary to these ones the guidelines comprise components, which are not related to concrete organizational or engineering problems, but structure context independent analogies. These structure components describe coordination mechanisms on different complexity levels where components can consist of less complex components (down to the elements of the meta model of the simulation language). Their higher abstraction level allows the use of these components for a simplified individual construction of simulation models from the scratch as it usually is necessary within process simulation. Moreover, the structure components help model designers to be more sensitive towards possibly relevant coordination mechanisms. The structure components are related to single objectives, and therefore, are assigned to certain construction phases.

Finally, some design conventions should be presented. Methods of process modeling contain generally just a set of syntactic rules, which give model designers a wide degree of freedom. Therefore, one objective can be depicted in (different) models which are correct but do not have sufficient quality, e. g. they are misleading or badly arranged. This has to be taken into account especially because of the (in simulation models) usually high number and variety of involved model designers and users of model. Conventions are supposed to restrict this freedom and lead to a higher quality. One important intention of this is to ensure a uniform, clear (GoM-principle

---

**Fig. 6.** Phase model for simulation model design
of clarity) and unequivocal understanding of models of all involved users. A further important aspect of model conventions is the support of coping with the requirements perspectives. Important conventions for simulation models refer especially to the use of terminology, topology, start and end markings of processes, the visualization of process and resource object types (including the media type) within their organizational context, documentary aspects and the explication of different views (e.g. data, function and organizational view). For the definition and consolidation of terms the use of a business term model is proposed. Besides the discussed semantic aspects the performance of simulation models has to be taken into account.

4 Techniques for Adjusting Models to Perspectives

Perspectives on process models can be distinguished by the involved persons and by the modeling purpose. While a process model which specifies a workflow has to depict among others the control flow, the data flow and program parameters (see section 3.1), a model which is used within an organizational handbook or for certification purposes includes mainly organizational facts (process owner, roles, etc.). A rough impression of the great variety of perspectives on information models which exists especially concerning process models can be found in figure 7.

![Diagram of potential perspectives on process models](image-url)

Fig. 7. Potential perspectives on process models [42]

Within the research project Guidelines of Modeling we identify, characterize and compare these perspectives using empirical studies. In the following, this paper is not concentrating on these content-specific questions, but it will be discussed how perspectives can methodically be distinguished. Six ways of customizing different perspectives will be explained. They have an adjunctive relationship to each other, which means that they can be used in combination. As an application of the guideline of relevance they suppose to reduce the model complexity for every individual perspective.
4.1 Different Layout Conventions

Different layout conventions exist, if the models of two perspectives concerning the number and the naming of the information objects are identical, but different in their representation (aesthetics). This kind of model differentiation is more determined by the way of using the model than by the model content. It can be realized with "reasonable effort", if the placement is identical and only form, color, size, etc. of the objects are different. The transformation of "typical" information models with cycles and squares into more colorful, more or less self-explainable models is important to gain the acceptance in the business departments. Figure 8 portrays, taking ARIS Easy Design as an example [20], how a process model designed for end users from business departments can look like (see also [30] for a similar approach).

Different layout conventions become much more difficult to handle, if also the placement of the information objects can vary. One example in (large) data models is that different entity types are of different importance for different users. As a consequence, in every model different entity types should be right in the middle of the model, the area of most attention. For that, sophisticated algorithms are necessary, which optimize models concerning metrics like the minimal (average, maximum) length of edges, the minimal number of crossings, or the minimal drawing area [2, 34, 51]. Potential constraints are that only two directions are allowed (vertical, horizontal) or symmetries have to be stressed (e.g. sons in hierarchies).

Fig. 8. A process model in ARIS Easy Design [20]
4.2 Different Naming Conventions

A different naming in models related to different perspectives is of high importance in distributed, especially international modeling projects and requires the possibility to administer synonyms for the relevant model constructs. It is recommended to use a business term catalogue, which defines and relates the main terms within a company ([23], pp. 127-133). Furthermore, one cluster of the business term catalogue should as a part of the meta model define the constructs, which are relevant for information modeling (e.g. entity type, cardinality) [50]. Between the single business terms exist typical semantic relationships like "is related to", "classifies", "is part of", "is a" or "is synonym of". A business term catalogue should substitute existing (textual) glossaries and be as far as possible completed before the process modeling activities start. The attributes of the business terms contain links to the different purposes and characterize a term e.g. as a software-specific term (e.g. "Company Code" within SAP R/3) or to specific qualifications (e.g. the German term "Unternehmen" for model users familiar with German). The user or the user group has corresponding attributes, so that for every user (group) the adequate terms can be selected automatically.

4.3 Different Information Objects

In comparison with different layout or naming conventions the perspectives are much more individual, when different information objects are relevant for them. For example, a workflow developer would not be interested in a detailed description of the manual functions within a process, while someone who is responsible for the implementation of activity-based costing may be especially interested in these time-consuming functions (see also [43] for a comparison of workflow management and activity-based costing requirements). On the other hand, batch-tasks depicted in a process model may be not important for someone who is writing an organizational handbook, while they have a specific meaning for the person who is responsible for the customization of ERP software. In a next step the importance of the attributes of every object or the appropriate degree of specialization can be discussed for every perspective. It is not only the purpose but also the role, which determines the relevant objects. For example, a doctor has got another perspective on the same process than the patient and the person who allows traveling expenses another one than the person who applies for them (see for another example ([28], pp. 60-61)). Thus, different perspectives can be characterized as different projections on one common model. Though this is very expensive to realize as it requires a relationship from every object to the relevant perspectives, it is one of the most important forms to characterize individual perspectives.
4.4 Different Information Object Types

In some cases the requirements of different perspectives can be generalized in a way, that between the perspective and the information object types (e.g. entity type, organizational unit type, etc.) of the common meta model a relevance relationship can be identified. That means, different perspectives can be characterized as different projections on a common meta model. For example, it is indispensable to depict the object type role in a workflow model, while in ERP-specific reference models like the ones from SAP [5] or BAAN [13] system organizational units (e.g. company code, plant or sales organization in SAP R/3) are relevant.

This requirement is already realized in some modeling tools. For example, ARIS-Toolset is offering method filters which reduce the meta model in a way that the user is not confronted with the over-complexity resulting out of a non-appropriate modeling technique [20].

4.5 Different Use of a Process Modeling Technique

The high number of different modeling techniques with a common root (e.g. Entity Relationship model or Petri Nets) leads to the fact, that in many cases perspectives can be distinguished because they are slightly different in their meta model. As an explanation, the event-driven process chains (EPC) are taken as an example [45, 46]. EPC consist mainly of functions, events and control flow connectors. One notation rule, which was stressed about the EPC, is that an OR-split never succeeds directly an event. Nonetheless, in the most important book which is using the event-driven process chains, "Business Process Engineering" [45] the included reference models do not consider this rule (to get a higher clarity, because of shorter processes).

This kind of perspective differentiation requires individual rules to transform one model into the other. It is one objective of the Guidelines of Modeling to identify for widespread modeling techniques like the ERM or event-driven process chains typical differences in using the meta model and as far as possible to prioritize one alternative (see [41] for examples for the event-driven process chains).

4.6 Different Meta Models

As the first five approaches assume that one modeling technique serves for all the different perspectives, the requirements for such a language are quite high [36]. Single perspectives have got the highest degree of individualization if they are designed with different modeling techniques. Therefore, they already can be distinguished by the underlying meta models. Such a differentiation may be necessary, if a BPR-project requires easy to understand models designed for example with event-driven process chains, while the introduction of workflow management requires precise Petri Nets and the increase of the customer orientation of the processes needs customer-supplier-protocols [48]. If this form of perspective
differentiation is tolerated within a modeling project, it is recommended to design relationship meta models: meta models which relate the elements and relationships of the involved modeling techniques to each other [33]. They can be used for the horizontal model transformation (within analysis) and for the vertical model transformation (from analysis to design).

5 Summary and Outlook

A continuously growing number of different purposes for process modeling, of involved model designers and model users, and available comprehensive modeling tools increases the complexity of process modeling. Thus, the management of the quality of process models is becoming challenging.

This paper presented a framework called Guidelines of Modeling (GoM), which structures different quality criteria and levels of abstraction in two dimensions. We discussed the six guidelines of correctness, relevance, economic efficiency, clarity, comparibility and systematic design (section 2). Workflow management and simulation were taking as examples in order to put the modeling recommendations in concrete terms for two selected purposes (section 3). More general, six different techniques for the differentiation of process models for alternative purposes were presented (section 4). The introduced concepts offer less experienced model designers some hints for a systematic and adequate design of process models. The overall GoM architecture and the detailed recommendations make more sensitive for critical quality factors beyond the consistent use of a modeling technique.

The aim of the further work is the design of a "comprehensive" set of guidelines for process models with Petri Nets as the uniform reference modeling technique within the entire process life-cycle [10, 11]. Modeling Guidelines should force to construct the common elements adequately for the core purposes of process modeling, namely Business Process (Re)Engineering, workflow management and simulation [53]. Furthermore, we are currently analyzing the potential for the integration of an IS-related ontology into the GoM-framework. First results taking the Bunge-Wand-Weber models [57] can be found in [17].
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Abstract. This chapter describes a novel knowledge-based methodology and computer toolset for helping business process designers and participants better manage exceptions (unexpected deviations from a normal sequence of events caused by design errors, resource failures, requirement changes etc.) that can occur during the enactment of a process. This approach is based on an on-line repository exploiting a generic and reusable body of knowledge, which describes what kinds of exceptions can occur in collaborative work processes, how these exceptions can be detected, and how they can be resolved. This work builds upon previous efforts from the MIT Process Handbook project and from research on conflict management in collaborative design.

1 Introduction

Business process models typically describe the “normal” flow of events in an ideal world. For example, the model of a product development process typically includes a “design product” activity, followed by a “build product” activity, which, in turn, is followed by a “deliver product” activity. Reality, however, tends to be more complicated. During the enactment of a business process a lot of exceptions, that is, deviations from the normal sequence of events, might occur. For example, product design might prove to be inconsistent with the capabilities of the manufacturing plant. Manufacturing stations might break down in the middle of jobs. Delivery trucks might go on strike. To assure that a process is still able to fulfill its organizational goals, process participants must be able to detect, diagnose and successfully resolve such exceptional conditions as they occur.

Traditionally, managers have relied on their experience and understanding of a process in order to handle deviations from the expected flow of events. However, the increasing complexity of modern business processes and the accelerating pace with which these processes change has made the reliance on individual managers’ experience and intuition an increasingly less satisfactory way to deal with exceptions. There is an increasing need for systematic business process operational risk
management methodologies. Such methodologies will assist business process
designers to anticipate potential exceptions and instrument their processes so that
exceptions can either be avoided or be detected in a timely way. Furthermore, when
exception manifestations occur during process enactment, these methodologies assist
in selecting the best way of resolving them.

Current process modeling methodologies and tools [6, 11, 12] do not make any
 provision for describing exception handling procedures separately from “main-line”
processing. This approach, however, is problematic for a number of reasons. First, it
results in cluttered, overly complex, models, which hinder instead of enhancing
understanding and communication. Second, the anticipation of possible failure modes
once again relies on the experience and intuition of the model designers. Third, the
approach cannot help with exceptions that have not been explicitly hard-coded into
the model.

This chapter describes a knowledge-based approach for designing robust business
processes. Rather than requiring process designers to anticipate all possible
exceptions up front and incorporate them into their models, this approach is based on
a set of novel computerized process analysis tools, which assist designers in analyzing
“normal” process models, systematically anticipating possible exceptions and
suggesting ways in which the “normal” process can be instrumented in order to detect
or even to avoid them. When exception manifestations occur, these tools can help
diagnose their underlying causes, and suggest specific interventions for resolving
them. The approach is based on an extensible knowledge base of generic strategies for
avoiding, detecting, diagnosing and resolving exceptions.

The remainder of this chapter is structured as follows: Section 2 provides an
overview of the proposed approach. Section 3 describes how the approach has been
successfully applied to analyze operational risks of the Barings Bank trading
processes. Section 4 discusses related work. Finally, Section 5 presents some
directions for future work.

2 A Knowledge-Based Approach to Exception Handling

2.1 What is an Exception?

We define an exception as any deviation from a “normal” collaborative process that
uses the available resources to achieve the task requirements on an optimal way. An
exception can thus include errors in enacting a task or distributing results between
tasks, inadequate responses to changes in tasks or resources, missed opportunities and
so on. To make this more concrete, consider the possible exceptions for the generic
coordination process known as “subcontracting”. Subcontracting can be used
whenever one wants to share agents who do a service among requestors of that
service. The requestor for a service sends out a request for bids (RFB) asking for
agents to perform a given task. Interested subcontractors respond with bids. The
requestor awards the task to the subcontractor with the best bid (based for example on
anticipated cost, quality or timeliness), at which point the subcontractor performs the
task and returns the results to the requestor. This mechanism makes many implicit assumptions; violations of any one of them can lead to exceptions (Figure 1):

Fig. 1. Implicit Assumptions for Subcontracting.

Plain text items on the left and right represent tasks done by the Contractor (on the left) on the Subcontractor (on the right). Labeled arcs represent interactions between the Contractor and Subcontractor. Items in italics represent implicit assumptions made by this mechanism (for example that the task required by the Contractor does not change after it has sent out the RFB, that the Subcontractor does not cancel the task it was assigned, become incapable of doing it, make a mistake etc.). Any event that results in the violation of any of these assumptions represents a possible exception for the subcontracting process. In addition to that, some exceptions take the form of dysfunctional systemic behavior that may result even when the mechanism is followed perfectly. Deadlock (where several agents are each waiting for another one to do something) and resource poaching (wherein high-priority tasks are unable to access needed resources because these resources they have already been reserved by lower priority tasks) are all examples of this.

We have developed, as a result of analyses like that shown above, a growing taxonomy of exception types, a subset of which is show below (Figure 2):
As we shall see, the essence of our work is developing a knowledge base that captures such exceptions and relates them to (1) the processes that they can occur in, and (2) the processes that can be used to manage (anticipate, detect, avoid and resolve) them.

2.2 Preparing for Exceptions

The first step in our approach helps process designers to anticipate, for a given “normal” process model, the ways that the process may fail and then instrument the process so that these failures can be detected or avoided. The principal idea here is to compare the process model against a taxonomy of elementary process elements annotated with possible failure modes.

A process element taxonomy can be defined as a hierarchy of process element templates, with very generic elements at the top and increasingly specialized elements below. For example, Figure 3 depicts a small activity taxonomy. Each activity can have attributes, e.g. that define the challenges for which it is well-suited. Note that activity specialization is different from decomposition, which involves breaking an activity down into subactivities. While a subactivity represents a part of a process; a specialization represents a “subtype” or “way of” doing the process [20, 21]. Resource, goal and assumption taxonomies can be defined in a similar manner.
Process element templates are annotated with the ways in which they can fail, i.e. with their characteristic exception types. Failure modes for a given process template can be uncovered using failure mode analysis [24]. Each process element in a taxonomy inherits all characteristic failure modes of its parent (generalization) and may contain additional failure modes which are specific to it.

Given a “normal” process model, to identify failure modes we need only identify the generic process element templates that match each component of the model. The potentially applicable exception types will then consist of the union of all failure modes inherited from the matching templates. We can see, for example, that the “distribute shared design resources” activity in Figure 4 is a subtype of the generic “pull-based sharing” process template in Figure 3, since the resources are “pulled” by their consumers rather than “pushed” (i.e. allocated) by their producers. This template includes among its characteristic failure modes the exception called “poaching”, wherein resources go disproportionately to lower priority tasks because agents with lower priority tasks happen to reserve them first. The “deliver product” activity is a
specialization of the “manage flow” template, with characteristic exceptions such as “item delayed”, “item misrouted” and so on. All activities also inherit the characteristic failure modes from the generalizations of these matching templates, such as “responsible agent is unavailable”, and so on.

The process designer can select, from this list of possible exception types, the ones that seem most important in his/her particular context. He/she might know, for example, that the “deliver product” process is already highly robust and that there is no need to augment it with additional exception handling capabilities.

For each exception type of interest, the process designer can then decide how to instrument the process in order to detect these exceptions. While processes can fail in many different ways, such failures have a relatively limited number of different manifestations, including missed deadlines, violations of artifact constraints, exceeding resource limits, and so on. Every exception type includes pointers to exception detection process templates in the process taxonomy that specify how to detect the symptoms manifested by that exception type. These templates, once interleaved into the “normal” process model by the workflow designer, play the role of “sentinels” that check for signs of actual or impending failure. The template for detecting the “resource poaching” exception, for example, operates by comparing the average priority of tasks that quickly receive shared resources against the average priority of all tasks. The “item delayed”, “agent unavailable”, and “item misrouted” exceptions can all be detected using time-out mechanisms. Similar pointers exist to exception avoidance processes, whose purpose is to try to prevent the exceptional condition from occurring at all.

2.3 Diagnosing Exceptions

When exceptions actually occur during the enactment of a process, our tools can assist process participants in figuring out how to react. Just as in medical domains, selecting an appropriate intervention requires understanding the underlying cause of the problem, i.e. its diagnosis. A key challenge here, however, is that the symptoms revealed by the exception detection processes can suggest a wide variety of possible underlying causes. Many different exceptions (e.g. “agent not available”, “item misrouted” etc.) typically manifest themselves, for example, as missed deadlines.

Our approach for diagnosing exception causes is based on heuristic classification [5]. It works by traversing a diagnosis taxonomy. Exception types can be arranged into a taxonomy ranging from highly general failure modes at the top to more specific ones at the bottom (Figure 2). Every exception type includes a set of defining characteristics that need to be true in order to make that diagnosis potentially applicable to the current situation.

When an exception is detected, the responsible process participant traverses the exception type taxonomy top-down like a decision tree, starting from the diagnoses implied by the manifest symptoms and iteratively refining the specificity of the diagnoses by eliminating exception types whose defining characteristics are not satisfied. Distinguishing among candidate diagnoses will often require that the user
get additional information about the current exception and its context, just as medical
diagnosis often involves performing additional tests.

Imagine, for example, that we have detected a time-out exception in the “deliver
product” step (see Figure 4). The diagnoses that can manifest this way include “agent
unavailable”, “item misrouted”, and “item delayed”. The defining characteristics of
these exceptions are:

- **agent unavailable**: agent responsible for task is unavailable (i.e. sick, on vacation,
  retired, etc.)
- **item misrouted**: current location and/or destination of item not match original
target destination
- **item delayed**: item has correct target destination but is behind original schedule

The user then has a specific set of questions that he/she can ask in order to narrow
down the exception diagnosis. If the appropriate information is available on-line, then
answering such questions and thereby eliminating some diagnoses can potentially be
at least partially automated.

### 2.4 Resolving Exceptions

Once an exception has been detected and at least tentatively diagnosed, one is ready
to define a *prescription* that resolves the exception and returns the process to a viable
state. This can be achieved, in our approach, by selecting and instantiating one of the
generic exception resolution strategies that are associated with the hypothesized
diagnosis. These strategies are processes like any other, are captured in a portion of
the process taxonomy, and are annotated with attributes defining the *preconditions*
that must be satisfied for that strategy to be applicable. We have accumulated roughly
200 such strategies to date, including for example:

- **IF** a process fails, **THEN** try a different process for achieving the same goal
- **IF** a highly serial process is operating too slowly to meet an impending deadline,
  **THEN** pipeline (i.e. release partial results to allow later tasks to start earlier) or
  parallelize to increase concurrency
- **IF** an agent may be late in producing a time-critical output, **THEN** see whether the
  consumer agent will accept a less accurate output in exchange for a quicker
  response
- **IF** multiple agents are causing wasteful overhead by frequently trading the use of a
  scarce shared resource, **THEN** change the resource sharing policy such that each
  agent gets to use the resource for a longer time
- **IF** a new high-performance resource applicable to a time-critical task becomes
  available, **THEN** reallocate the task from its current agent to the new agent

Since an exception can have several possible resolutions, each suitable for different
situations, we use a procedure identical to that used in diagnosis to find the right one.
Imagine, for example, that we want a resolution for the diagnosis “agent unavailable”.
We start at the root of the process resolution taxonomy branch associated with that diagnosis. Three specific strategies are available, with the following preconditions and actions:

- **wait till agent available**: IF the original agent will be available in time to complete the task on the current schedule THEN wait for original agent to start task
- **find new agent with same skills**: IF another agent with the same skills is available, THEN assign task to that agent
- **change task to meet available skills**: IF the task can be performed a different way using agents we have currently available THEN modify and re-assign.

The system user can prune suggested strategies based on which preconditions are satisfied, and enact or customize a strategy selected from the remainder. Note that the substantial input may be needed from the user in some cases in order to refine a generic strategy into specific actions.

### 2.5 Summary

Figure 5 summarizes the knowledge structure which serves as the basis of the approach described in the previous sections. It consists of two cross-referenced taxonomies: a specialization taxonomy of process templates and a taxonomy of exception types.

During process design time, process models are compared against the process taxonomy in order to identify possible failure modes. Once failure modes are identified, the exception type taxonomy provides links to appropriate detection and avoidance processes. During process enactment time, exception manifestations are compared against the exception type taxonomy in order to identify possible diagnoses. Once plausible diagnoses have been identified, the exception taxonomy provides links to resolution processes.

![Fig. 5. Overview of Exception Handling Knowledge Structures.](image)
3 Case Study: Barings Bank

The approach described in the previous section can be applied in order to help design robust new processes. It can also be a helpful tool when testing the robustness of existing business processes. This section illustrates how the method has been used in order to systematically expose potential dangers (and suggest possible fixes) in a well-known case of a failed business process.

In February 1995, 233-year old Barings Bank, one of the oldest and most respected investment houses in the United Kingdom, went bankrupt. The entire bank collapsed because of losses of $1.4 billion incurred in a matter of days by a single young trader, Nicholas Leeson. Nicholas Leeson was a futures trader in the Singapore branch of the bank. For a number of reasons, which are still not entirely clear, Leeson began to engage in unauthorized futures trading in the Singapore exchange. Due to inadequate internal controls and other process failures, Leeson was able to maintain his unauthorized and highly risky activity undetected by the bank headquarters in London until the very end.

The collapse of the Barings Bank is one of the most dramatic and talked about recent disasters in financial markets. There exist several detailed accounts and analyses of why and how it happened (for example, [10, 27]). From our perspective, the Barings disaster is interesting because it was the result of a series of undetected exceptions in one of the bank’s secondary business processes: the futures trading process in Singapore.

In this section, we will demonstrate how the approach described in this paper can be used to systematically point out the gaps in the Barings trading process controls, as well as to suggest ways for closing those gaps.

![The Barings Futures Trading Process](image-url)
As described in the previous section, the approach begins with a “normal” model of the process. Figure 6 depicts a simplified but accurate model of the futures trading process, based on the descriptions contained in [10] and [27]. The model consists of boxes, which describe process activities, and lines, which describe various dependency relationships, that is, constraints that must hold true in order for the process to succeed. The following is a brief description of the process: When a customer requests a futures trade, the trader asks the bank headquarters for advances of funds in order to cover the customer’s margin account. Once the funds have arrived, the trader performs the trade, waits to receive the corresponding security certificate and finally pays the exchange. In an “ideal” world, a trader only performs trades when authorized to do so by customers, correct certificates are always received, and payment for trades exactly match the funds forwarded to the trader by the bank headquarters. These conditions are implied by the “prerequisite” and “flow” relationships, which are part of the “normal” process model.

The first step in our exception handling methodology consists of identifying the possible exceptions that are associated with each element of the “normal” process model. For simplicity we will only consider here exceptions associated with dependency relationships in the model.

According to the failure mode taxonomy shown in Figure 3, one possible exception of any prerequisite relationship is a prerequisite violation (“B without A”), that is, the possibility of activity B happening without a prior occurrence of activity A. In the context of the Barings trade process such violations would translate into unauthorized trading, unwanted security receipts and unnecessary payment (Figure 7).

---

1 To find out more about derivatives trading and the meaning of margin accounts, the interested reader is referred to Zvi Bodie, Alex Kane, Alan J. Marcus, *Investments* (4th Edition), Irwin, 1998 (Part IV).
Likewise, one possible exception of a “flow” process is mismatch between the amount produced and the amount consumed. In the context of the Barings process this would translate into a misuse of headquarter funds.

After possible exceptions have been identified, the next step is to use the information stored in the exception type taxonomy (Figure 2) in order to find ways for avoiding or detecting the exceptions. It turns out that, because the trading process at Barings involves several independent entities (customer, bank, exchange) and requires some initiative from the part of the trader, there are no practical mechanisms for avoiding the exceptions. There were, however, several mechanisms for detecting them.

**Fig. 8. Logging is a Generic Process for Detecting Prerequisite Violations**

**Fig. 9. Barings Process Properly Instrumented with Logging Processes.**
For example, *logging* is one (out of several) generic mechanism for detecting prerequisite relationship violations (Figure 8). Logging involves recording all occurrences of activities A and B in some reliable storage medium and periodically conducting checks for prerequisite violations. In order for logging to be successful it is, in turn, required that (a) all occurrences of A and B are reliably logged and (b) the log can only be modified by the processes that do the logging.

If we insert a logging process for all dependencies listed in Figure 8 we get a model of a properly instrumented trading process (Figure 9).

At this point, we can compare the process derived using our approach with the actual Barings described in [10, 27]. It can immediately be seen that, although Barings did log some information about trades, it had two crucial gaps relative to the properly instrumented process of Figure 9 (see Figure 10):

First, it failed to log and compare the amount of funds forwarded by headquarters to the trader to the amounts actually paid by the trader for customer trades (in other words, the log labeled “Funds” in Figures 9-10 was missing from the Barings process). Second, Nick Leeson, in addition to being a trader, was also in charge of the back room operations in the Singapore branch. This gave him the authorization to modify the trades logs (and thus violated requirement (b) above of the logging process).

Nick Leeson was able to use these two gaps to his advantage as follows: Whenever he received a trade request from a customer, he requested an amount of funds far greater than what was required for the customer trade. He then performed the customer trade, as well as some additional unauthorized trades on his behalf. All of these trades were automatically logged into logs “Commits”, “Received” and “Paid” (see Figures 9-10). Leeson then erased the records of his unauthorized trades from logs “Commits”, “Received” and “Paid”. Therefore, at the end of each day, the log of “Requests” matched perfectly the other three logs. By not checking for discrepancies between the funds forwarded to Leeson and the total funds recorded at the “Paid” log, headquarters remained unaware of Leeson’s activities until it was too late.

Fig. 10. Comparison between Ideal and Actual Barings Process
It is probably too simplistic to claim that the Barings disaster would have been avoided if the management of Barings had at their disposal knowledge-based exception handling methodologies, such as the ones described in this paper. Nevertheless, this exercise demonstrates that these methodologies and tools can be used in real-life cases to alert management of potential weaknesses and suggest ways for making vital business processes more robust.

4 Related Work

The approach described here integrates and extends two long-standing lines of research: one addressing coordination science principles about how to represent and utilize process knowledge, another addressing how artificial intelligence techniques can be applied to detecting and resolving conflicts in collaborative design settings:

One component is a body of work pursued over the past six years by the Process Handbook project at the MIT Center for Coordination Science [8, 20, 21]. The goal of this project is to produce a repository of process knowledge and associated tools that help people to better redesign organizational processes, learn about organizations, and automatically generate software. The Handbook database continues to grow and currently includes over 4500 models covering a broad range of business processes. A mature Windows-based tool for editing the Handbook database contents, as well as a Web-based tool for read-only access have been developed. A key insight from this work is that a repository of business process templates, structured as a specialization taxonomy, can assist people to design innovative business processes more quickly by allowing them to retrieve, contrast and customize interesting examples, make “distant analogies”, and utilize “recombinant” (mix-and-match) design techniques.

The other key component of this work is nearly a decade of development and evaluation of systems for handling multi-agent conflicts in collaborative design [15, 16] and collaborative requirements capture [17]. This work resulted in principles and technology for automatically detecting, diagnosing and resolving design conflicts between both human and computational agents, building upon a knowledge base of roughly 300 conflict types and resolution strategies. This technology has been applied successfully in several domains including architectural, local area network and fluid sensor design. A key insight from this work is that design conflicts can be detected and resolved using a knowledge base of generic and highly reusable conflict management strategies, structured using diagnostic principles originally applied to medical expert systems. Our experience to date suggests that this knowledge is relatively easy to acquire and can be applied unchanged to multiple domains.

The work described in this paper integrates and extends these two lines of research in an innovative and, we believe, powerful way. The central insights underlying this integration are that (1) business process exceptions can be handled by generalizing the diagnostic algorithms and knowledge base underlying design conflict and (2) the exception handling knowledge base can be captured as a set of process templates that can be retrieved, compared and customized using the principles embodied in the Process Handbook.
This work also constitutes, we believe, a substantive and novel contribution to previous efforts on exception handling, which have been pursued in the context of workflow [1, 9, 13, 18, 22, 25, 28-30] manufacturing control [14, 23, 26], model-based fault diagnosis [3, 7, 19], planning [3, 4], and failure mode analysis research [24]. Most workflow research has focused on languages for expressing correctness-preserving transforms on workflow models, providing no guidance however concerning which transforms to use for a given situation. There has been some manufacturing and workflow research on providing guidance for how to handle exceptions, but this has been applied to few domains (mainly software engineering and flexible manufacturing cell control) and/or has addressed a small handful of exception types. The planning work, by contrast, has developed a range of computational models but they are only applicable if the planning technology was used to develop the original work process. This is typically not the case for workflow settings where processes are defined by people rather than planning tools. Model-based fault diagnosis approaches use a single generic algorithm to uncover the causes of faults in a system without the need for a knowledge base of failure modes and resolution heuristics. This approach is predicated, however, on the availability of a complete and correct model of the system’s behavior. This is possible for some domains (e.g. the analysis of electrical circuits) but not for many others including, we would argue, most collaborative work settings that include human beings and/or complex computer systems as participants. Model-based fault diagnosis also typically assumes that resolution, once a fault has been diagnosed, is trivial (e.g. just replace the faulty component) and thus does not provide context-specific suggestions for how to resolve the problem. Current work on failure mode analysis describes a systematic process. However, the actual work must be done by people based on their experience and intuitions. This is potentially quite expensive, to the extent that this analysis is rarely done, and can miss important failure modes due to limitations in the experience of the analyst [24].

5 Future Work

This chapter has emphasized the use of our exception handling knowledge base as a decision support tool for humans. Our ongoing work is also focused on connecting our technology with automated process enactment systems, such as workflow controllers and software agent systems. It is widely recognized that state-of-the art workflow technology provides only rudimentary support for exception handling [2, 9]. The result of our work will be a prototype implementation of a domain-independent exception handling engine, which oversees the enactment of a workflow script, monitors for exceptions and decides (automatically for the most part) how to intervene in order to resolve them. Given a “normal” workflow script, the engine first uses the exception handling knowledge base in order to anticipate potential exceptions and augment the system with additional actions that play the role of software sentinels. During enactment time, these sentinels automatically trigger the diagnostic services of the engine when they detect symptoms of exceptional
The diagnostic services traverse the taxonomy of exception types, select (possibly with human assistance) a diagnosis and then select and instantiate a resolution plan. The resolution plan is eventually translated into a set of workflow modification operations (e.g. add tool, remove tool, modify connection, etc.), which are dynamically applied to the executing workflow.

For further information about our work, please see the Adaptive Systems and Evolutionary Software web site at http://ccs.mit.edu/ases/. For further information on the Process Handbook, see http://ccs.mit.edu/
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Abstract. This paper introduces a new notional and notational tool – "organized activity" (OA) and its theory (TOA) – to the BP/BPM community. Most of this "introduction" is accomplished via an example – the "Pulsar" – which is: (a) an "organized activity" claimed to be useful to business, but also other activities; (b) new; (c) easy to understand; (d) suitable to computer support; (e) richly illustrative of OA ideas, in its "computerized" and non-computerized versions.

A significant terminal part of the paper is devoted to a comparison of OA/TOA to Petri nets – for two reasons: (a) OA/TOA grew out of Petri nets; (b) many readers of this paper are familiar with Petri nets, and rely on them professionally.

1 Introduction

In the last decade (or two) a new "theory" has been born: the "theory" of (human) organized activity – TOA for short. In effect this was the birth of two new things:

• a new subject matter – OA for short;
• a new type of "theory". The subject matter is treated in a technical manner – using the methods of the exact sciences; yet the approach differs from the rest of science appreciably – not discussed extensively in this paper, though touched on in Subsection 4.3.

OA/TOA is relevant to the present volume for an intellectual and a practical reason; intellectual, because business processes – whatever else they are – are certainly an example of human organized activity; practical, because many of the "problems" that naturally arise in the area of business process support, are problems that naturally arise for any organized activity – problems that can be analyzed and approached by means of the new field.

Associated with TOA there has also developed a graphical planning language – called DIPLAN. In previous work (and published results) DIPLAN has had two roles to play: (a) as a means to illustrate, and make visible TOA; (b) as a means to specify
and communicate plans. DIPLAN (and TOA) are both descendents of Petri nets and related theory.

Briefly, let me explain the concept organized activity, and its relationship to BP/BPM. "Organized activity" is a human-social universal; at least as much as human language – for there are certainly organized activities which do not require verbal communication, but verbal communication requires organized activity. OAs have the following general characteristics:

- always linking many roles; sometimes linking many flesh-and-blood people - there may be millions - or only one flesh-and-blood person involved;
- always associated with a guiding plan, but exceptional circumstances can always arise requiring unplanned responses;
- always involving coordinated actions (all examples of coordinated action imply organized activity);
- usually repeatable (all examples of repetition imply organized activity);
- always motivated – by business, religion, politics, fun, etc.;
- always involving material (bodies) and (human) effort (actions) – and therefore "space" and "time" as ordinarily understood.

Likely Examples of OAs are games, political parties, BPs and bucketbrigades. TOA provides analytic and communicative techniques that apply to OAs.

Are all human activities OAs? This could be discussed at length, but one thing is certain: they should only be so regarded if the application of TOA "pays". (Analogously: a physicist may look at a person’s body and see physics; but if that person has an ache, a doctor is better.)

And now BP/BPM. This is a domain that has established itself for pragmatic reasons. Businesses frequently have "problems" that can be solved by means of new information technological "systems", especially computer-based. What is more, businesses are likely to pay for such solutions. Unlike OA, BP/BPM was not isolated as an area for intellectual/philosophic/scientific reasons. Therefore it is entirely possible that a significant part of the technological effort involved in helping a business may also help a non-business (and/or vice versa – workflow only being one of many examples). In other words: basing one's technical solutions on OA will, in general, lead to better architectures than basing them on BP/BPM (for, whatever else is true, the skeleton of a BP/BPM "problem" will normally be based on the fact that a business process is an organized activity; furthermore: TOA may improve the community's ability to define "business problems" that are capable of solution – using technological "systems", or other means).

This paper exemplifies a computer-supportable OA which (a) differs from the more common type of BP/BPM system; (b) can obviously be useful to BP/BPM but also to non-business OAs; (c) is unlikely to have been defined without OA/TOA; (d) suggests new software (and possibly hardware) architecture which might be useful to BP. Moreover, it compares TOA/DIPLAN to Petri nets – introducing just barely enough of TOA/DIPLAN to accomplish the comparisons.

As can be understood from the foregoing: the point of this paper is not an explicit introduction to TOA/DIPLAN; rather, its point is to: (a) provide the reader with
practical benefits which seem to derive from thinking in terms of OAs; (b) implicitly introduce OA/TOA; (c) build up the reader's motivation to study OA/TOA with the help of available publications.

2 An Example: the "Pulsar"

The reader should be warned in advance: the example may seem over-abstract and over-simple, yet: (a) in its "abstractness" lies its power; (b) it is more seemingly simple than really simple; and finally (c) at most useful scales this pattern of organized activity can only be realized with the help of a computer network, even though it seems so primitive and easy to understand.

The reader should also be warned: the example does not address the typical preoccupations of BP/BPM. In that fact too, lies its power. Obviously it is not "workflow"; obviously it leaves out many issues that arise in every business; but they are not issues that the example cannot accommodate! And: even though it does not offer a service that has been conceived – by businesses and/or their advisers – it may nevertheless be eminently useful to businesses.

And lastly, the reader should be warned: much of this paper is like the Pulsar – seemingly more simple than really simple. To profit from its content, it is useful to keep this point in mind.

2.1 Informal Description of the Pulsar

There are N+1 participants: 1 manager, m and N contributors, cj.

The plan of operation is cyclic – in principle unlimited, forwards or backwards. We can name a cycle Z, arbitrarily by assigning it an integer i. Thus the cycle designation becomes Zi. Of course, in practice, there will always be a first cycle, and we will find it convenient to call it Z0. The cyclic scheme is expressed in Figure 1.

Each Zi is grossly built as follows: (a) the manager m prepares and broadcasts a stimulus S_i to all contributors; (b) each of the contributors (cj) prepares a response R_ij to the stimulus and returns it to m. The manager m uses all of these responses as background for the preparation of the next stimulus S_{i+1}.

In more detail: each Z_i consists of a "stimulus phase" SP_i and a "response phase" RP_i. In course of SP_i m prepares and broadcasts S_i; in course of RP_i all contributors cj prepare and return their responses R_ij.
The beginnings and endings of cycle phases are relative to clock and calendar: the manager \( m \) determines the clock and calendar beginning and end of \( \text{SP}_i \) and \( \text{RP}_i \). He may do this once and for all, for every cycle of the Pulsar or cycle by cycle. For example: for Z8 the manager may decide: \( \text{SP}_8 \) is to begin at 0900 April 10, 1999 and end at 1200 of the same day; \( \text{RP}_8 \) is to begin at 1200 and end at 0900 April 11. On the other hand, the manager could determine once and for all at the beginning that all cycles are to be divided analogously during the 5 workdays of each week.

The details of a cycle \( Z_i \): by the time \( \text{SP}_i \) begins, the manager \( m \) has a right to expect that all responses from the previous cycle have reached him (including "null responses"); thus, after its beginning, the manager can prepare the \( S_i \). He must broadcast it enough before the end of \( \text{SP}_i \) (and therefore the beginning of \( \text{RP}_i \)) that, after this point, each contributor \( c_j \) can assume that \( S_i \) is in his possession.

Thus, after the end of \( \text{SP}_i \) (and the beginning of \( \text{RP}_i \)) each \( c_j \) can prepare \( R_{ij} \). He must return it to the manager before the end of \( \text{RP}_i \) (and therefore the beginning of \( \text{SP}_{i+1} \)).
Additional communication: any participant at any time can send a message M to any other participant. Since all participants can be expected to have some idea of "what time it is" in terms of cycles, and of communication speeds, these messages M can be weakly synchronized with the cycles. M messages can be used by the manager to manage the Pulsar on an ongoing basis.

Desirable physical organization: all participants in a Pulsar would do well to keep all Pulsar-related files together – segregated from everything else. This includes a record of S's, R's and M's.

Additional (optional) features:

• Common area, CA: the content is controlled by m, and it can be read by all c's. All c's can assume that CA changes state at each end of SP (beginning of RP). CA can be seen as a method for reducing the amount of information that must be included in the stimuli.

• Null responses: it is desirable that the manager m be able to distinguish, on a given cycle, between a contributor who for some reason was unable to respond, and a contribute or who, though perfectly able, chose not to. This might be handled by introducing an explicit "null response" which a contributor makes if he has nothing to say, but is not prevented from responding.

• Categories of contributors: in the case of some Pulsar controlled processes it is desirable to distinguish between several types of contributor – such as "observers", "specialists", "editors", "correctors", etc. In producing his stimuli, the manager may be given aid in specializing these to contributor category; in any case, the manager should be able to specialize a stimulus to a particular contributor.

2.2 Some Comments (on the Pulsar)

**Pulsar use:** the Pulsar is a simple device for accomplishing any joint project under a central authority (the manager). However: this central authority may contribute nothing but order (as in the case of a traffic policeman, or meeting chairman), or may exercise arbitrary degrees of directive power over the project as a whole. Examples (by type) of such "joint projects":

• operating a department under a manager (a "business process");
• processing an item under someone's direction (another "business process").

None of the next-following examples are usually treated as "business processes":

• a meeting under a chairman;
• producing a document (under someone's direction);
• trying something out (under someone's control and observation).

**Rights and responsibilities:** flesh-and-blood persons can decide – probably freely – whether to participate in a Pulsar or not; but once having decided, they have Pulsar-
related rights and responsibilities which the Pulsar imposes. For example: a contributor has a "right" to gain access to the next stimulus and/or the Common Area (if it exists); he has a "duty" to produce a response within the given time interval (for no duty to do something can be meaningful without a time limit).

We said above "probably freely" because: in accepting a job, the flesh-and-blood person may have pre-agreed to participate in Pulsars, or at the least, in joint efforts that may be pursued by means of a Pulsar.

The inclusions of (some) exceptions in the plan: TOA is "true to life" in the following respect: it asserts: organized activities always follow a plan, but are always subject to exceptions.

It is often possible to "enlarge" a plan by taking some classes of exceptions into systematic account. The Pulsar contains an example of this, in making provision for M messages which are only weakly synchronized with the dominant Pulsar cycle. (Aside from being useful to the control and management of a Pulsar-implemented joint project) M messages make it possible to raise "afterthoughts", requests for clarification, suggestions for the improvement of substance or procedure, etc.

There are 3 ways in which the inclusion of M messages in the Pulsar does more than ordinary e-mail: (a) because the M messages are understood as belonging to the Pulsar framework they can make use of Pulsar-relative identifiers without explanation; (b) the M messages accumulate in the Pulsar area; (c) their processing is governed by a priority which, in part, derives from the priority of the Pulsar-relative project as a whole.

The Pulsar and networks of computers: we assert that networks of computers become ever-more indispensable to Pulsar implementation as: (a) the participants are dispersed over wider geographic regions; (b) the desirable cycle time shrinks. In particular, a Pulsar with a cycle time of 20 minutes – possibly useful to the conduct of a meeting – cannot be implemented by anything other than computer means, even if the participants are all in the same building.

3 OA/TOA, the Pulsar, and Computer Support

It was claimed above in Section 1 that the Pulsar is an example of a "computer supportable OA". Now that the Pulsar has been described, I want to: (a) justify this statement; (b) expand on the idea OA above-and-beyond Section 1; (c) show that practically useful suggestions follow from this.

The "practical suggestions" concern computer support for any-and-all OAs – not just Pulsars. The link between TOA, the Pulsar example, and these suggestions, is the following: the Pulsar provides concrete illustrations for features common to all OAs, including more traditional BPs. Identification of these features suggests new-and-better computer services; since the services in question pertain to all OAs, and since a
significant part of what computers do today is to support OAs, these suggestions imply structural features of computer systems to render them better adapted to deliver these services in a uniform manner.

3.1 Features of OAs illustrated by the Pulsar

The Participants: The participants in a Pulsar are identified by roles ("manager", "contributor") and not by personal name. Of course not: the roles are Pulsar-characteristic; the personal names are not. Yet, in every realization of the Pulsar specific persons must play these various roles (possibly even more than one role per person; and possibly also more than one person per role); however: the persons will certainly change from Pulsar to Pulsar; they may even change while a particular copy of the Pulsar is running.

These relationships between organizationally defined roles and flesh-and-blood persons are characteristic of all OAs (including BPs; including workflow). Furthermore: (a) because performances of OAs can always involve deviations from the plan, OAs must always be managed, and (b) managers of an OA must always be prepared to change the assignment of persons to roles; therefore computer support for an OA should always provide for these reassignment operations.

The Actions: Actions (performed by the participants) are characteristic of all OAs. (as mentioned in Section 1). Assuming that the reasoning above is right, everything that has to do with participant actions should also be part of the system architecture. A participant's relationship to the actions he/she performs is an important part of TOA, and a much more significant aspect of computer system architecture than you might suspect.

Calendar and Clock: The relations of the actions of participants to the calendar and clock are also not a Pulsar specialty, but rather part of every OA (not deducible from Section 1).

Additional Communication: This too is a facility that is appropriate to all OAs. It is a generally applicable way to "foresee" the "unforeseen" – a capability that can be significantly based on (a modified version of) e-mail. More discussion of this follows at the end of this subsection.

N-Person Applications: Who is "the user" of a Pulsar (and therefore of its computer support)? Obviously a group of persons who – for one reason or another – want to accomplish something together. In other words: the "user" is a group! The same is true of most OAs.

Some years ago, I invented the distinction between a "solitary tool" and a "contact tool": a solitary tool is taken in hand by a single person to accomplish one of his/her purposes; a "contact tool" is used by a group to ease (or even enable) their
cooperation. The difference is profound; a contact tool certainly does not consist of N solitary tools. Each of the latter is used at a single person's pleasure; the contact tool is used by individuals when the pattern of cooperation that is supported decrees that it is appropriate.

The Pulsar is obviously a contact tool. Since every participant is supposed to do his part, the Pulsar as a piece of software should be distributed, with a different piece on each participant's computer. When for some reason the list of participants changes a piece of one person's computer memory must be moved to another site. Keep in mind: this (and earlier) technical problems derive ultimately from TOA – even from the little of TOA presented in Section 1.

Miscellaneous: Here I want to comment on a few other aspects of computer support for OAs. To begin with there is the question of organizing one's files and directories in a manner adapted to participating in OAs. This issue becomes particularly serious if person A who participates may later on be replaced by person B; if B is to continue where A leaves off, B must inherit the appropriate files and directories from A and must appropriately integrate these in his own work environment.

It is easy to see that these considerations interact with e-mail used as above. Clearly: if B is to replace A, B must also get copies of the relevant "additional communications". It follows: in building support for OAs, e-mail is no less important (structurally) than the file/directory system; indeed both of these need to be considered together.

3.2 Computers and OA/TOA

Although OA/TOA was historically born to help understand the use of computers, it still seems strange that a subject matter so "social-scientific" should have emerged; the word "computer" does not suggest this; what is more, nothing social-scientific – other than "Human Factors" – is today considered a necessary part of a young computer scientist's training!

Although it no longer seems particularly outlandish to think that computers extensively support organized activities, the computer pioneers (such as Babbage, Turing, Eckert and Mauchly, von Neumann, Perlis, Zuse, and many others) would have been surprised. The motivations which brought computers into existence really didn't seem related to OAs; they were created as solitary tools for people with computational problems. Even the fact that computational results were usually wanted by some people to satisfy the needs of other people was too remote from "computing" to influence computer design. This – I think – is a reason why hardware and software to the present day is mostly designed for "the user", a real or imagined person, and not for groups. Note that even in the design of "big" machines that serve many individuals, the group is an afterthought. This is also key to why the advanced computers of today, though so often used in support of OAs, are not architecturally "friendly" to OAs, and in particular not "friendly" to the Pulsar (as we see from 3.1
above). Finally, this also explains why inventing OA/TOA was so late, so difficult, and so little appreciated by the "computer community".

4 TOA/DIPLAN vs. Petri Nets in Some Detail

OA etc. owe their existence to Petri nets. This is particularly evident in DIPLAN – a graphical planning language which yields bipartite graphs with a Petri-net-like interpretation of little circles and little squares (two symbols that are used in both). But there are also major differences: (a) DIPLAN is more complex (and therefore less well adapted to the development of mathematics); (b) DIPLAN has no tokens (and therefore no "firing rule"); (c) DIPLAN is more scrupulous (pedantic) in its distinction between repetition (itself repeatable) and historical uniqueness; (d) DIPLAN leans on TOA, which stands on its own feet; Petri nets do not lean on a system theory which stands on its own feet.

In what follows, I will concentrate on a few outstanding DIPLAN/Petri-net differences which seem particularly important to me – to wit:

• the interpretations of (little) square, circle, and their interconnection;
• the role of persons;
• the definition and role of "state";
• the treatment of "information" and decision (so critical to computing).

4.1 Square and Circle; Actions and Bodies; Space and Time

TOA asserts: OAs can be efficiently described in terms of human actions performed on bodies; accordingly DIPLAN specifies a class of bipartite graphs; one vertex type, represented by small square symbols, standing for actions; another vertex type, represented by small circular symbols, standing for bodies; the bodies are said to be "involved in" the actions – represented in a DIPLAN diagram by an undirected link, verbally expressed as "an action involves a body" or equally "a body is involved in an action". According to TOA/DIPLAN every example of an action is a "lump" of human effort; every example of a body is a "lump" of material.

What is a lump of human effort? It isn't easy to say, considering that the effort may be any combination of mental and physical. But three things are certain: all efforts are performed by an effort maker; all efforts take time; all efforts involve lumps of material – even if only the flesh-and-blood body of the effort maker.

With equal certainty we can say: all bodies (lumps of material) will take space; with less certainty we can assert: all bodies must be involved in actions (that is, in lumps of human effort). We do in fact make this "less certain" assertion, at least for OAs. (It follows that bodies stored for future but uncertain use must be subject to ongoing human effort, namely maintenance effort!)

The DIPLAN model of an OA involves the following stronger assumptions: (a) actions take time but not space; bodies take space but not time; (b) a body persists
only because it is involved in actions; an action takes space only because it involves bodies. Since every OA take both space and time, we have a particularly attractive interpreted justification for the Petri net axiom that forbids "isolated elements".

The foregoing makes clear: TOA/DIPLAN is concerned with the space and time of ordinary practice – and not with the space and time (or space/time) of modern physics. Nevertheless TOA/DIPLAN shares with modern physics: the idea that space and time are strictly interdependent; that neither of these can exist without "substance" (actions and bodies in the case of TOA/DIPLAN).

Petri nets seem to adopt a neutral attitude towards time and space taking. But these are matters of such overwhelming practical importance (even more than cost) that neutrality simply doesn't work. Most practitioners have therefore taken their time-spatial cue from the token game; the transitions (boxes) are assumed to be more-or-less instantaneous; the places (circles) account for all space, duration, and substance, of the "system". Not that other attitudes haven't prevailed – particularly in the realm of "timed" Petri nets. But the fact alone that "timed Petri nets" are thinkable, differentiates them from TOA/DIPLAN. Here, the categories of "time taking", "space taking" (and cost) are as built in as in they are in the consciousness of everyone concerned with practical arrangements.

4.2 Persons

Since Petri nets are about "systems" one cannot expect the formalism to take persons into special account. Since TOA/DIPLAN deals with the actions of people within OAs, they must take the action performers into special account. What does TOA/DIPLAN posit about these performers?

• **Persons** (and only persons) perform actions and own bodies.
• OA actions will only be performed if suitably powered – the "power" coming from the performers and taking the form of *interest*. Interests reside in bodies (which makes body ownership important).
• The performer of an action is always a flesh-and-blood person performing some OA-determined function that inheres in an organizational entity. *No other artifact – robot or computer, etc. – can perform actions*; for action performance always entails responsibility, and responsibility can never be carried by a non-human artifact. (Thus, even computer actions, which take place at nano-second speeds, are ultimately attributable to persons – a matter of no importance when computers were exclusively solitary tools, but now of utmost importance, while continuing to be technologically ignored.)
• **DIPLAN** contains graphic techniques for expressing these relationships. This fact alone makes DIPLAN more complex than Petri nets.
4.3 State

Petri nets, in theory or in practice, do not contain a clear concept of state. Many Petri net practitioners therefore equate a Petri net marking with a "system state" -- an idea implicit in the famous "reachability problem". This idea may be frowned upon, or even objected to on reasonable grounds, but how can one frown or object in the absence of a clear concept of state? Do Petri nets represent "systems"? If so, do "systems" have "states"? I have had plenty of Petri net experience, but I cannot say with certainty. Contrastively TOA/DIPLAN deals with such questions (and many others that have to do with "state") in a way that leaves no room for mental clouds. Briefly, the TOA idea is this:

- Bodies and only bodies B can have states S.
- A body-in-a-state (for example B-in-state-S) is also a body -- (actually a case of B).

TOA says: organized activity consists in (suitably interrelated) actions which involve bodies. There are various effects which actions can have on the bodies they involve -- among others state change. So let us consider an action X which changes the state of B from S to S':

- X involves B; X also involves B-in-state-S; and also B-in-state-S'; X must consume B-in-S, and produce B-in-S'. Thus: a change of state requires an action which involves (at least) three bodies and three different effects: (a change-of-state, and a consequent consumption and production). Therefore from TOA's point of view: if an OA called V were to have states, it would have to be represented as a body subject to state change within some other OA called W. There is no simpler sense in which V has states. (As far as I can see, this is a reasonable conclusion.)

The concepts state and state change are not minor matters -- in the description of OAs or "systems". Among other things, they are critically involved in the treatment of "information" and "decision" -- obviously of great importance to computer support. It is this matter to which we now turn our attention.

4.4 Decision, Conflict, and "Information"

In the world of Petri nets, two transitions (or events) are "in conflict" if (a) both are enabled; (b) the taking place of either destroys the enabling of the other. This is considered to be the basis for "decisions" -- and of course for "information". Let us illustrate by means of a "low-level" net.
Assume an "initial marking" in Figure 2 (a) is a token on X₀. In this marking transitions A and B are in conflict; if A "fires", we produce X₁ and Y₀; if B "fires" we produce X₂ and Y₀. Note that, in the "elementary net" the meanings conveyed by the form of the place labels is not part of the net.

At any rate, it is (meta) clear that a "decision" between A and B must be made; this decision could be represented explicitly by augmenting Figure 2 (a) to become Figure 2 (b). Assume that the initial marking of (a) cited above is included in an initial marking of (b), namely: X₀ combined with Y₁ or Y₂, exclusively. Under this circumstance we see that A and B are no longer in conflict. Thus we might say: Y – in the form Y₁ or Y₂ – carries "information" into the situation depicted, information which "resolves the conflict" and (what comes to the same) allows the rendering of a (binary) decision.

This is a version of "making a decision" rejected by TOA; it insists: "making a decision" is an action – that is to say, a lump of effort – that must be expended by a participant in an OA. Regardless of all other interpretive differences, Figure 2 (b) makes the opposite seem true.

(This reminds me of a matter which I found puzzling as a young programmer.) In the graphical form of a flowchart one could write:

```
   x
x ≤ 0
   x > 0
```

The diamond represented a decision with two outcomes: one outcome in case x is greater than 0; another outcome in case x is less-than-or-equal-to 0. I wondered: is this binary decision "work"? Is it in this respect like any other operation – addition say? The apparent mystery deepened in thinking about the "x" which "flows" into the decision; isn't this "x" already greater than, or less-than-or-equal-to, 0 before it "arrives" at the decision point? Isn't this a confirmation of the fact that the decision should require no work (and therefore take no time)? The Petri net solution comes
down on the "no work" side of the issue; the TOA solution on the other side. (This conclusion is not entirely obvious, but it is worth thinking through.)

Let us consider the situation depicted in Figure 3 from the TOA point of view – using DIPLAN.

\[
\begin{align*}
\text{Y} &= 0 \\
&\quad \downarrow \text{decide} \\
&\quad \text{if } Y = 0 \text{ then } X = 0 \\
&\quad \text{if } Y = 1 \text{ then } X = 1 \\
\end{align*}
\]

This is the first DIPLAN diagram which appears in this paper, and deserves some discussion in the light of the previous section.

**Grossform of Figure 4:** there is one central action labeled "decide" which changes the state of X and Y (as per 4.3). Figure 4 leaves several things out: (a) there is no explicit representation of X and Y (only of X and Y in their respective pre- and post-states.); (b) there is no explicit indication of who performs the deciding action – X or Y, or perhaps a Z that has been left out altogether. Given the nature of decision, it is simplest to assume that X decides, based on the input state of Y; after deciding, X will perform action A or action B, depending.

**The "change-of-state" effect:** in DIPLAN the change-of-state effect is symbolized by a diamond; thus we see that the "decide" action changes two states: that of X (on the right) and that of Y.

**Case of:** the DIPLAN symbol signifying this relationship is \(\rightarrow\), the element at left end of this connector being the case of the element on the right. From a more careful explanation of "state" it is clear that \(X_1\) and \(X_0\) are both cases of \(X\) – and the same with \(Y_1\) and \(Y_0\) with respect to \(Y\). These examples of case of are understood and therefore not signaled explicitly. On the other hand, both \(X_1\) and \(Y_1\) have cases in turn. (Thus we see that TOA/DIPLAN allows for a state of a state (or case of a case) as is true-to-life.)

**The evaluation function:** Decisions and other informational operations require the specification of an "evaluation"; in DIPLAN, this evaluation is specified under the
bar which can divide an action symbol. In effect, this evaluation is the computational burden imposed by the decision. Enough has been explained above to make the symbolism used in specifying the evaluation in Figure 4 evident.

The greater complexity of Figure 4 when compared to Figure 3(b): No doubt Figure 4 is more complex, and every increase in complexity should be justified. So: in what way is Figure 4 superior? (a) in its verisimilitude; (b) in its explicit representation of the "work" of deciding; (c) in its applicability to every case of deciding, no matter at what "level", no matter where the "information" comes from, etc.; (d) in the scope it leaves for: representing things explicitly or implicitly; for coping with "mistaken decisions"; for representing decisions whose outcomes wholly, partially, or not-at-all, depend on input information; etc.

5 Review and Conclusion

The principal purpose of this paper has been to "advertise" the existence of a new theoretical framework – focused on organized activity OA, and its theory TOA, plus a related graphical method of representation (called DIPLAN) This framework is not only claimed to be applicable to BP/BPM; it is even claimed to bring advantages that a more specialized approach cannot match. This paper is an "advertisement plus", since it is also means to impart some substance that may be useful to BP/BPM experts.

Rather than attempting the impossible (namely, within the compass of a paper, introducing the reader to OA/TOA/DIPLAN explicitly), this paper is based on an illustrative example, the "Pulsar". The Pulsar constitutes an unusual form of organization which (a) is particularly easy to understand, (b) is particularly useful when implemented by means of a network of computers; (c) is obviously relevant to business processes – but also relevant to other types of organized activity. Detailed discussion of the Pulsar is used to "flesh out" OA/etc.

It is shown that the aspects of the Pulsar which fit in with the OA/etc point of view apply to all OAs, and therefore have software (and possibly hardware) architectural implications. Even workflow – a much more traditional approach than the Pulsar – could be improved by taking these aspects into serious consideration.

A secondary theme animating this paper is a comparison of DIPLAN and Petri nets – because (a) it is obvious that DIPLAN (though more complex) is a descendant of Petri nets, (b) many readers of this paper have previous familiarity with Petri nets, (c) it is a method for revealing more of the theory which underlies DIPLAN, and (d) it is a way to reveal some "big issues" underlying the focus on organized activity as opposed to systems – a focus that applies to Petri nets, but also to other methods.

As this paper asserts: DIPLAN has advantages and disadvantages when compared to more traditional methods, including Petri nets; (a) the theory underlying DIPLAN is (we think) better adapted to "business processes" (and more generally organized activity) than previous ones – as the Pulsar helps to demonstrate; (b) TOA/DIPLAN have the disadvantage of inherent complexity; it remains an open
question whether this complexity "pays its way", especially considering that
notational and conceptual complexity militate against useful, applied mathematics;
(c) even though TOA/DIPLAN have been long in the making, they remain immature
products; they are little known and little applied. (Even the Pulsar with its evident
utility has not yet been incorporated in commercial software.)

However, TOA/DIPLAN and its practical consequences in the development of
computer support have been described in a number of publications, including a book
[7] in print and much more briefly in this paper. Its future remains open.

6 A Guide to Related Efforts

The contents of this paper was developed in course of ca. 5 decades of work, not
much related to "the literature". (Indeed, the beginnings of this work predate "the
literature"!) Nevertheless, the existing literature is relevant. Here, we provide a brief
guide to related work with some bibliographic references where it seemed warranted
to me. In this way I hope to connect the above to the massive international effort that
has been mounted in related directions.

6.1 Organized Behavior and Planning Languages

The reader may be surprised at the title just above: the technical community that has
been concerned with planning languages (graphical or otherwise) has not been
concerned with theories of organized behavior (nor have those concerned with
organized behavior been especially interested in planning languages). However: as
the above makes clear, in the context of this paper, it is appropriate to consider them
together.

In spite of Section 4 above, it seems appropriate to begin with a brief discussion
of Petri nets and Petri net theory – even at the cost of some repetition.

Although Petri nets are in fact associated with "theory", no one would be inclined
to regard this a theory of "organized behavior"; indeed, most people have regarded
Petri nets as applicable to the description and analysis of systems (whether human-
organizational or not) – no doubt with the thought that the rules governing organized
human activity can also be treated as a system. Surely this thought was connected to
C. A. Petri's interest in "communication disciplines" [9],[10], an idea that (somewhat)
approaches "organized activity". (It is easy to suppose that all such activities require
"communication", but I have assumed instead: all communication (especially
symbolic) requires OA, but OA certainly does not require symbolic communication –
or perhaps communication at all, depending on definitions.)

At all events, Petri nets are (a) quite mature, and (b) are widely known in the
community which is likely to read this paper. On Petri nets there is a literature (books
and papers) too extensive to be included. I content myself by referring the reader to
Petri's own most recent published views [11]. Here are a few other immediately
relevant references: Skip Ellis's "Information control nets" [5] (also developed from
Petri nets, [11]); Eric Yu's "goal oriented processing model framework" [13]. (At all events: to the best of my knowledge, DIPLAN is the only example of a planning language directly related to a theory of organized behavior such as TOA.)

As regards planning languages, the field broadens out enormously; there are graphical planning languages that have been extensively used in Operations Research (such as PERT, GERT, CPM, etc.), Workflow languages, and finally graphical flowchart languages used to represent digital computer program – a step farther away from human organized activity, but only a step (as further explained in [7]).

6.2 New Software-Architectural Proposals

In the course of the last 25 years there have been numerous proposals for a basic change in software architecture, with diverse motivations, some of which are cousins of the motivations that lie behind the proposals above.

First, there have come into being a whole series of new operating system proposals, none of which (a) have caught on, and (b) are as radical in outlook as Igo (the proposal in [6]). Second: other new proposals have been conceived as aids to the construction of information systems – more specifically Simon Kaplan [1], and Giorgio De Michelis [3].

6.3 Over-all

Several authors and researchers have recognized that there are over-all issues involved in the use of computers. Among those personally known to me are C.A. Petri, Terry Winograd, J. S. Brown, and G. De Michelis. All of them have expressed their views in writing – note particularly: Cook and Brown [2], Winograd and Flores [12], and De Michelis [4].

Particularly important to mention is the (relatively recent) output of Special Interest Group 8.1 of IFIP in the form of a report "A Framework of Information System Concepts" (FRISCO for short) [6]. This report was painstakingly built by 10 persons with Prof. Eckhard D. Falkenberg in the lead. (Details may be learned at ifip@ifip.or.at).

FRISCO is, in some sense, competitive with OA/OAT: without doubt it is philosophically/scientifically motivated; it has been produced in recognition of the same generalized lack that has brought OA/OAT into existence; it thinks its topic is "information systems" (rather than "organized activity"), but it places considerable emphasis on the idea that "organizations" are the context in which information systems (along with technological hardware/software systems) are found. Without a doubt FRISCO regards BP/BPM a sub-department. To members of the BP/BPM community I strongly recommend: (a) a thorough acquaintance with OA/OAT; (b) a thorough acquaintance with FRISCO.

Finally, a fuller treatment of OA/OAT can be found in [7] and [8] (among others).
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Abstract. In this chapter we present a framework for evaluating generic process design patterns. This framework is developed and tested for call center organizations as one specific application domain at first but will be modified for other domains in the future. As starting point we briefly examine available contributions from organizational theory and operations research which are applicable for evaluating generic process design patterns. Based on this we will identify the most relevant process patterns in our application domain and work out relevant performance criteria. In the second part of the chapter the evaluation framework will be tested within an experimental study. Thereby we compare different process partitioning strategies as typical design patterns in call centers. Our analysis will provide insight to the question under which circumstances a specific design pattern is preferable towards another.

1 Introduction

During the last years extensive work has been done to establish new or adapt existing techniques for business process management. For example have Petri-nets proven to be a powerful and accurate instrument for modeling and analyzing business processes [1]. But as organizational theory provides little rationale how to design processes from a normative perspective, the application of any process management instrument might be limited to descriptive purposes only.

In order to derive more general knowledge about how to design business processes we develop a framework for evaluating generic process design patterns. This framework is constructed for call center organizations as one specific application domain at first but will be modified for other domains in the future. With the evaluation of process patterns in specific domains we want to bridge the gap between general domain-independent design suggestions and specific in-depth domain knowledge.

As starting point we briefly examine available contributions from organizational theory and operations research which are applicable for evaluating generic process design patterns. In Section 3 the field of call center management is introduced and the specific characteristics of this domain are shown. After that we identify the most relevant process patterns in call centers and work out relevant performance criteria and suitable measures. The evaluation framework will be tested in Section 4 within an experimental study. Thereby we compare different process partitioning strategies as typical design patterns in call centers. Our analysis will provide insight to the question...
under which circumstances a specific design pattern is preferable towards another. In the last section the chapter is summarized and future research directions are pointed out.

2 Related Contributions

In this section we identify relevant contributions from the literature which focus on recurring normative process design problems, especially on the evaluation of process design patterns. Although this short review is not comprehensive, it provides an impression of past and presents research in the intersection of business process management and operations research.

In the early nineties, Hammer and Champy published their “radical” view on (re-)designing business processes [5]. From their perspective as consultants they derive some general process patterns which are stated to be superior to other ones. They suggest, for example, that companies should maintain process versions to manage different business cases by multiple specialists instead of generalists. Unfortunately, they neither provide any evidence for the superiority of the suggested design patterns nor they do indicate under which conditions their guidelines hold true.

In 1996, Buzacott examined these guidelines with a series of queuing models [2]. He uses throughput time as a measure of process performance and demonstrates that the reengineering principles from Hammer and Champy are not valid for all circumstances. Buzacott concludes that the guidelines are relevant when task times are subject to high variability which is typical for office and service processes. However, the focus on throughput time as a performance measure is not pervasive and ignores other important dimensions like efficiency or flexibility.

In 1997 and 1998, the research of Seidmann and Sundararajan goes beyond, analyzing single reengineering concepts like the consolidation of tasks more intensive [11, 12]. They also use throughput time as a performance measure but unlike Buzacott, they do not isolate queuing effects. Instead, they examine the influence of technological and organizational factors on the superiority of certain design patterns while still neglecting design objectives other than throughput time. Therefore, their recommendations cannot entirely support normative design decisions for real business processes.

The introduced evaluation approaches have in common, that (a) throughput time is used as only performance measure and (b) the patterns are build on a very high level of abstraction which makes it difficult to use them for normative design purposes. In our approach we try to overcome this drawbacks by using multiple performance criteria for evaluation and building process patterns for one specific application domain which allows a detailed analysis.
3 Call Center Management

3.1 Overview

Today’s organizations encounter an increasing demand for high-quality services. Customers expect courteous and rapid deliveries of value-added services which may be strategic differentiator in traditional markets. In order to fulfill these expectations, many organizations deploy call centers for communicating directly to their client base. Due to the fact that call centers represent another marketing, sales, and service channel, they are mostly managed as an independent organizational entity. It’s objective is to establish efficient and satisfactory interactions with actual and potential clients through the use of information and communication technology1.

Call centers follow both, qualitative and quantitative objectives. Whereas qualitative goals like “customer orientation” or “customer satisfaction” indicate a more general view, quantitative goals like “service cost reductions” or “market share increases” may even more important to measure the outcome delivered by this type of organization.

The direction of communication within call centers can be inbound or outbound. Inbound-oriented call centers try to cope with a huge stream of incoming calls preferably avoiding busy telephone lines and long waiting periods for the customer. They are mainly used for providing product information, offering technical support services, handling incoming orders, managing customer requests and complaints, or capturing client data.

Outbound-oriented call centers focus on planned telephone campaigns and bundle all outgoing calls initiated by the service organization. Their application domains are address authentication, telephone sales, including cross-selling of products and services, sales support, collection and encashment services, and market research. Outbound-oriented call centers contact (prospective) clients in a proactive way. In case of short capacity, the client will not realize the bottleneck since he will be simply contacted hours or days later.

In contrast, the direction of communication in an inbound center is reverse and provides less degrees of freedom with regard to operations. Since customers are initiating the communication process, they expect the services to be offered (and delivered) in a prompt and timely manner. Insufficient resources will inevitably lead to longer waiting times as well as customer frustration resulting in more terminated calls. For this reason, it is more challenging to focus on inbound call centers which are also more common in the field.

3.2 Characteristics of Inbound Call Centers

According to Cleveland, the overall goal of call center management is to handle the workload of incoming customer requests with the desired service level on a high-quality standard [3]. It is clear, that sufficient qualified employees (agents) and a suitable organizational structure are the prerequisites to reach this goal. But there is

1 This following section is based on the contribution of [9] on call center management.
little general knowledge available how to design a “good” call center organization and how to answer the main questions which raise in this context:

- What qualification level of agents is suitable to reach high-quality standard?
- Does the call center require specialists, generalists or a mixture of both?
- What kind of process structure enables the agents to handle the workload with the service level desired by the clients?

For a homogeneous environment with deterministic parameters for workloads, call-duration, etc., it will be likely to find appropriate answers to these questions. But (un)fortunately real world is not as simplistic as described but rather extremely dynamic. Thus, we need to discuss some of the dynamic characteristics of inbound-oriented call centers in order to be able to utilize planning procedures to this non-trivial problem domain.

- **Random distribution of incoming calls**
  Exogeneous factors that are unlikely to be influenced by the service organization, determine the calling behavior of the clients, their mode of inquiry, the time needed for finding appropriate answers, as well as the number or incoming calls. Even if call distributions could be estimated from the past, it is almost impossible to forecast all future call occurrences and call intensities exactly. This problem increases if less data about the history of the calls is available.

- **Random call-duration**
  Communication behavior and customer requirements are divergent to a large extent. Thus, the duration of each single call will vary significantly. Moreover, it is difficult to estimate the length of a particular call in advance.

- **Different types of customer requests**
  Customers have varying questions on divergent problems. But they expect that their phone calls are handled without major delays by a competent and qualified service representative.

- **Different media of incoming requests**
  Nowadays, different media such as telephone, fax or e-mail may be used simultaneously for communication with the client basis. The processes within a call center must have the ability to utilize as well as integrate any of these media in order to meet customer needs. Coping with media diversity is in fact one of the greatest challenges for inbound call centers.

**3.3 Generic Process Design Patterns in Inbound Call Centers**

In the following we focus on processes which are directly embedded in the call center organization. Further processes which are initiated by this interaction and take part in other organizational units will not be subject of our analysis. As starting point for deriving generic process patterns we follow the guidelines of Hammer/Champy [5]. In this context, especially the following two design patterns seem to be relevant in the call center domain:

A. **Combining sequential tasks** into one task which is executed by one employee and B. **Providing multiple process versions** for different jobs or customers.
Pattern A allows the organization in an easy way to present one contact person to the customer. Misunderstandings, multiple data acquisition and hand-off delays can be avoided, resulting in positive effects on customer satisfaction and service quality. As a thumb rule, customers do not accept more than one or two forwarding actions during one call without getting annoyed. So it is clear that as much combining of tasks as possible should be done in the direct interaction with the customer.

Applying pattern B has the consequence to partition the overall call volume according to certain criteria and provide separate process versions and resources for each partition. There can be different reasons for partitioning:

- **Market reasons**
  In order to provide customized services it can be necessary to partition the process according to certain customer preferences. In this case different process versions are offered to different customer types. In conjunction with a differentiated prices policy this can be an adequate way of income generation.

- **Specialization reasons**
  Sometimes partitioning can be necessary because of the service or product complexity which is continuously increasing. As humans have a large but limited qualification potential it is not possible for employees to offer a high-quality service for a broad and complex product range. Even if the service complexity is not high, it can be useful to partition the processes in order to realize specialization gains which lead to faster and better handling of requests. But it should be noted that overspecialization may have an negative impact on the employee resulting in strain or absenteeism and should therefore be avoided.

- **Managerial reasons**
  Partitioning can be applied in order to better cope with span of control issues. It is easier to manage small agent groups than large groups.

- **Technical reasons**
  Technical reasons like geographical or cultural circumstances can require partitioning. For example it may be necessary for international call center to partition according different languages or time zones.

In order to use partitioning pattern B successfully, some further aspects have to be taken into consideration. First, the partitioning scope has to be defined. It can be on the process, subprocess or activity level. It has also to be decided how many versions should be offered and whether a homogenous or non-homogenous partitioning should take place.

### 3.4 Performance Criteria for Inbound Call Centers

The planning of an inbound call center is a complex task that requires a careful performance evaluation approach. A comparison of emergent design alternatives should be based on the behavior and outcome on the performance evaluation models involved. The alternative that complies best to pre-specified design objectives will be likely to be the preferable process design. Thus, suitable design objectives have to be formulated as well as operable measures in order to quantify their degree of fulfillment.
As stated earlier, a call center should meet the service requirements of its actual and future client base in a qualitative and efficient manner. Accordingly, "service quality" and "efficiency" are major design objectives which will be outlined and operationalized in the next.

3.4.1 Design Objective “Quality”
The literature offers a variety of important qualitative measures for determining the service quality of a call center. Often quoted examples are “conversation quality” or “consultation quality” [6]. These measures can be assessed through customer interviews or coaching sessions undertaken by staff consultants. Gathering data about qualitative measures is useful for monitoring and improving ongoing activities. Thus, it requires a call center which has already started operations. Since no corresponding data is available at the planning stage, qualitative measures cannot be applied directly for process design purposes.

Quantitative measures seem to be more applicable for design problems as described in this paper. They are mainly used for examining whether customers are able to get in contact with call center employees within an acceptable period of time or not. They do not measure whether customers get the expected quality of service, but they ensure a basis on which the service can be provided in an effective manner. The following measures are suitable for this purpose:

- **Service level**
  The service level indicate the percentage of calls which can be accepted in a certain period of time, e.g. 80/20 indicates that 80 percent of all calls can be answered within 20 seconds.

- **Speed of answer**
  The average speed of answer is the average time, one call can be accepted, e.g. 12 seconds indicates that one call can be accepted at an average time of 12 seconds. This measure has to be used carefully, because it does not provide any information about one specific call of a certain customer. So it is possible that the actual speed of an answer is higher or lower than the average speed of an answer in numerous cases.

- **Lost calls**
  The number of lost calls summarizes all communication activity related to customers who hang up during a certain period of time.

- **Throughput time**
  The average throughput time is the overall time a customer has to hold on for the desired service. It is composed of the average duration of a call and the average delay.

- **Waiting time**
  The average waiting time benchmarks the average time a customer has to wait under the present conditions. In this context the longest waiting time may be of special interest, because it indicates the maximum delay a customer has to accept under the current conditions.

3.4.2 Design Objective “Efficiency”
Before we are able to determine which process patterns are more efficient than others, we will briefly discuss which different types of costs are relevant for call center man-
management and how these costs may be allocated to specific process patterns. Starting with the cost types, we consider the following types as relevant:

- **Labor**
  Labor costs may account for up to 60 percent of a call center’s total operating costs [4]. Since not all labor costs can be physically traced to the services created by a call center representative in a “hands on” sense, a distinction between direct labor costs and indirect labor costs is necessary. For example, the labor cost of a call center agent who is providing technical support service for a specific product could be attributed as direct labor costs. On the contrary, costs incurred by the supervision and administration of a call center cannot be allocated directly to specific processes and will therefore be referred as indirect labor costs or overhead costs.

- **Technology**
  The costs of information and communication technology are comprised by hardware and software costs. Since establishing an inbound call center requires an estimated initial capital investment of $5,000 to $7,000 per workstation [4], the incurred costs will be mainly accounted as depreciation on equipment and maintenance fees within the overhead costs figure.

- **Communication**
  Communication costs include all fees imposed from telecom service providers for the use of (toll-free) phone numbers, e.g. installment, basic fees, rates per minute, etc. which will be caused by the service organization. Since the time-based rates can be directly allocated to calling service representative, this largest portion of communication costs may be handled as direct costs. Basic fees and installments are often treated as overhead costs.

- **Office facilities**
  Facilities costs make up another significant portion of a call center’s overhead costs. Examples are rent and lease, depreciation on buildings and furniture, power, building security as well as office supplies.

- **Outsourcing**
  Outsourcing costs incur from subcontracting external service providers that offer specific functions, like conducting campaigns or buffering peak loads. Moreover, these costs may also include the costs of consulting and research.

- **Training**
  Training costs include all costs for extending the knowledge of the workforce in a call center. Whereas it is always considered critical, it is an often overlooked component of the call center’s success.

The first three types of costs listed – labor, technology and communication – represent the largest portion of cost, which may represent up to 90% of the total costs [10]. Since their controllability depends mainly on the contractual arrangements surrounding the cost objects, not all costs can be treated as variable. Especially outsourcing, lease, rent, or even some telecommunication contracts may involve pre-specified payments over a certain periods of time which do not permit the cancellation of the contractual relationship at any time. Thus, the incurred costs are mainly fixed from a short term perspective.

For comparing the efficiency of design alternatives it is especially important to take the differing costs per process pattern into account. As the examined process
alternatives have similar overhead costs (e.g., technology costs, facilities costs) we will concentrate on direct costs, especially the direct labor and telecommunication costs.

Costs are one way to measure the efficiency of a process design. They point out how much you have to pay for the employed resources. But they don’t show whether the resources are overloaded or whether they have much idle time. For measuring this kind of efficiency we use the resource utilization, which gives the percentage of time a resource is busy in respect to the total time of its availability.

4 Evaluation of Common Process Design Patterns in Inbound Call Centers

In this section we present some typical process partitioning strategies in inbound call centers. We do not refer to a specific process design in a real enterprise but deal with generic process patterns which can be found in several application domain areas. As the most challenging processes are those with a high share of conversation and consultation we will focus in our analysis on the technical product support process. The scenarios will be evaluated during a simulation study.
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**Fig. 1.** Evaluation framework

4.1 Evaluation Framework

The examined *process partitioning strategies* constitute the core of our evaluation framework (see Figure 1). These strategies use different mixing ratios of *employees* to handle the *incoming requests*. As employees are the most important resources for a call center, the configuration of employees is likely to have a major influence on the *overall performance*. This performance is derived from multiple measures according to the criteria derived in the previous section.
4.1.1 Incoming Requests
The incoming customer requests are divided into two main categories, standard and special requests. Standard requests refer to simple or well-known problems and can be handled with basic knowledge of the application domain and the help of a solution database. Special requests refer to difficult or unknown problems and require in-depth knowledge on the side of the agent.

We consider incoming requests entering the call center with a certain “arrival rate”. 80% of these calls are standard requests, 20% are special requests. The time period one agent needs to handle a request will be called “processing time” and the maximum time one customer accepts to wait for a free agent will be called “wait time until abandonment”. These parameters are not deterministic but under stochastic influence. Table 1 shows the examined parameters, values and distributions.

<table>
<thead>
<tr>
<th>parameter</th>
<th>value(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>arrival rate</td>
<td>1000-1400 calls per hour</td>
</tr>
<tr>
<td>percentage of special requests</td>
<td>20%</td>
</tr>
<tr>
<td>processing time</td>
<td></td>
</tr>
<tr>
<td>standard request</td>
<td>triangular(4, 8, 12)</td>
</tr>
<tr>
<td>special request</td>
<td>triangular(10, 16, 22)</td>
</tr>
<tr>
<td>wait time until abandonment</td>
<td>triangular(0.5, 1, 1.5)</td>
</tr>
</tbody>
</table>

4.1.2 Employees
In order to handle the incoming requests on a high-quality standard, enough qualified employees are needed. We include two qualification profiles in our analysis:

- **Generalists** with general knowledge are able to handle standard requests and
- **Specialists** with specific knowledge are able to handle special and standard requests.

The call center consists of 210 agents with possibly different payroll costs. We assume that generalists cost $12.50 per hour ($2,000 per month) and specialists $15.63 per hour ($2,500 per month).

4.1.3 Process Partitioning Strategies
The partitioning strategies can be first divided into one-level and two-level designs. In a one-level design all agents can accept calls directly from the customer and are organized in one common level. Whereas in a two-level design only a portion of the agents on the first level receives calls directly from the customer. The other part of the agents builds the second level, who receive calls by forwarding from their colleagues of the first level.
The basic one-level design without partitioning assumes that every agent can handle every incoming request and no forwarding is necessary (see Figure 2). The basic two-level design implies a partitioning between standard and special calls. Standard calls can be completely handled on the first level whereas special calls have to be forwarded to the second level.

These basic designs can be modified by further process partitioning for special requests. This partitioning implies also a partitioning of the specialist group into different teams. One team is responsible for the requests of one specialist field and is not able to handle requests for other fields. Examples for the one-level and two-level
designs with partitioning into three specialist teams are shown in Figure 3. In our experiments we will assume a homogenous partitioning, which means an equal distribution of requests between the teams. Please note that in the one-level design, forwarding calls between different teams becomes inevitable. We assume that forwarding calls to the right agent takes two minutes per call, no matter whether the forwarding is done from one level to another or inside one level.

4.1.4 Performance Measurement
The overall performance of the process designs is analyzed according to the criteria and measures which have been discussed in detail in Section 3.4. The results are presented in two ways:

For a summary comparison of two or more design alternatives the performance measures are displayed in a single polar diagram (see Figure 4). The values for every measure are derived from the experiments with different workloads by calculating the arithmetic mean. This representation gives a first impression of the main differences between the analyzed designs. But it has to be treated very carefully because of the high degree of consolidation of the data.

Detailed comparisons are made by analyzing the changes of single performance measures with respect to different workloads.

4.1.5 Settings and Evaluation Technique
The evaluation of the overall performance of different process partitioning strategies will be conducted through a stochastic discrete event simulation study. We will use CallSim [13], a call center specific extension of the simulation tool ARENA [7], which supports model design in a comfortable way. Some of the performance measures required were directly adopted from CallSim, while others have been implemented through individual routines.

The experiments have been undertaken in the form of multiple terminating simulation runs in order to reflect the nature of a typical call center. We assumed that the call center will be in service from 8 AM until 6 PM. In order to obtain expressive results, we launched 100 runs for every experiment, every run representing one day of operation. The service is offered to the customer by toll-free phone numbers which cost 0.15$ per minute.

4.2 Results and Discussion

4.2.1 One-level versus Two-Level Design
In our first experiment, we compare the basic one-level and two-level designs (see Figure 2). As the one-level design includes solely specialists, which are able to handle any request, no process partitioning takes place. The two-level design provides two process versions for standard and special requests: Standard requests are handled on the first level, special requests pass through both levels.
Figure 4 presents the main performance differences between both designs. The quality measures service level, speed of answer, lost calls and waiting time show the disadvantage of the two-level design. This can be explained by the fact that (a) additional time has to be spend for call forwarding and (b) stronger queuing effects arise according to smaller agent groups. These effects are stronger for special requests than for standard requests and increase with the workload which is exemplary shown in Figure 5 for the waiting times. As we assume a limited "wait time until abandonment" accepted by the customer, the waiting times are relatively small and have little influence on the overall throughput times.

According to the higher call duration, the two-level design raises higher telecommunication costs. All advantages of the one-level design have to be paid with high labor costs, which are 15% higher than in the two-level design. The resource utilization does not differ significantly between the designs.

In summary it may be said, that the one-level design provides a higher quality level than the two-level design but causes higher labor costs.

4.2.2 One-Level versus Two-Level Design with further Process Partitioning

The second row of experiments deals also with the comparison between one-level and two-level designs but takes a partitioning of special requests into three specialist fields into account (see Figure 3).

Figure 6 shows that the performance differences between both designs are not as strong as in the case of no further partitioning. Since in the one-level design, two third of all special requests have to be forwarded on average, this observation can be easily explained. Please note, that the partitioning leads to stronger queuing effects which increase the percentage of lost calls significantly (compare Figures 4 and 6).
The cost comparison of both designs provides the same results as in the previous experiment: The agent costs in the one-level design are higher than in the two-level design. While comparing the resource utilization it should be noted that the one-level design guarantees a regular load sharing between the agents, whereas in the two-level design the high loads are not proportional shared between generalists and specialists.

Fig. 5. Waiting time for one-level and two-level design

Fig. 6. One-level versus two-level design with further partitioning
With partitioning of special requests, the one-level design offers a higher quality-level than the two-level design but the differences are not as strong as in the case of no further partitioning. For this quality increase a higher price for employees has to be paid.

![Graph showing resource utilization for one-level and two-level design with further partitioning](image)

**Fig. 7.** Resource utilization for one-level and two-level design with further partitioning

### 4.2.3 Two-Level Design with Different Partitioning Strategies

The last set of experiments was carried out in order to examine the effects of different partitioning strategies in the two-level design. No partitioning was compared with partitioning into three and five specialist fields.

Further partitioning has mainly effected the percentage of lost calls, the other measures did not fundamentally differ from each other (see Figure 8). Figure 9 shows that the percentage of lost calls increases exponentially under high loads which complies with well-known results form queueing theory [8]. From there it is also to expect that the situation gets even worse for non-homogenous partitioning.

Thus, further partitioning leads to lower quality measures, which is especially relevant in high load situations.

### 5 Summary and Future Research Directions

In this chapter a framework for evaluating generic process design patterns was presented and applied in the domain of inbound call centers. In the first part we gathered special characteristics of inbound call centers, identified process patterns relevant for this domain and derived suitable performance measures for evaluating purposes. In the second part we evaluated multiple versions of one representative process pattern within a simulation study.
The results of the experiments showed that a one-level call center design reaches better quality measures than a two-level design from a quantitative point of view. It also leads to a more regular load sharing between the employees. But these advantages induce higher labor costs. Besides the fact that increasing process partitioning leads to worse quality measures, it should be only applied when other positive effects can be expected or no other alternatives are possible.
Our approach may be considered as a first step towards a comprehensive analysis of process patterns. Much work remains to be done on this way: (a) The presented patterns have to be analyzed for more parameter constellations to allow the extension of our results, (b) the dimension of multiple communication media has to be included into the design patterns to give more support for realistic design decisions, (c) the evaluation framework has to be extended with the design objective flexibility and (d) the evaluation framework should be applied for other application domains.
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Abstract. This contribution addresses the relevance of Petri nets to the management of business processes in a general way. It is organized in three steps: (a) sorting out business processes are suitable to being represented by means of Petri nets; (b) setting up a comprehensive list of the typical questions a management-oriented model should help answer; (c) suggesting ways to answer questions in (b) for business processes sorted out in (a) by means of Petri net-based methods. In particular, we discuss how to obtain such answers by grafting algorithms of applied mathematics onto Petri net models. As a demonstration, a specific business problem—decision-making over alternative plan executions characterized by fuzzy properties—is worked out.

1 Introduction

Business processes are of very different types, as different as planning, production, marketing, bookkeeping, financial procedures, and negotiations of various kinds. Every business involves a number of intertwined processes, all of them marked by the involvement of interacting, interdependent actors, who may compete, cooperate, or conflict, and whose actions are usually difficult to untangle.

Designing effective computer support systems for processes of this level of complexity is a difficult task that requires an adequate formal model of reality. Setting up such a model amounts to deciding what information will be taken into account and what omitted, which questions will be answered and by which algorithms, and how key issues—costs, times, uncertainty, failure—will be dealt with. Any representation language that is going to be used will result in a further modeling constraint.

Researchers working in the areas of applied mathematics, economics, and computer science have suggested a number of formal models of reality. Every such model draws from a particular paradigm—that is, from a particular exemplary situation, and some problems it poses. So we have the paradigm of the decision maker trying to pick an action that minimizes his regret—or maximizes his utility;—the paradigm of the player driven by his want to beat some opponent, and that of the project manager seeking to complete his project within a certain time, or budget.

Petri nets are reality models of a different nature. They do not originate from the mathematization of some paradigmatic problem, but aim at representing the causal structure of discrete-event, concurrent systems of any kind, together with their operation. Petri nets do not come with a problem attached, but are meant to be a general representation tool. As a matter of fact, Petri nets have been used successfully for engineering quite different systems: production plants, computer networks, software systems, etc., though the representation and analysis capabilities provided by Petri
Invariance analysis, liveness questions, etc.—have not yet been exploited by decision theory, game theory, operation research, statistics, bayesian networks, and other branches of applied mathematics provide a variety of methods for dealing with specific business-related problems, but all of these methods are based on some kind of oversimplification of reality. But for statistics, neither these methods nor the computer support systems based on them, are actually used in day-to-day business practice. Business people need their questions to be set, and answered, in a context that is true to the actual state of things. We believe that Petri nets can supply such a context in a number of cases.

In the next two sections we consider the specifics of Petri nets as a modeling tool, focusing on the features that make a business process apt for Petri net representation (Section 2), and delineating what decision problems can best be solved with the help of such a net model (Section 3). This done, in Section 4, we show how to exploit the flexibility of predicate-transition nets—a particular “brand” of Petri net—so as to render the algorithms of applied mathematics viable in the context of Petri net models. Finally, Section 5 illustrates the discussion above by working out a small application—the integration of priority orders characterized by imprecise attributes into the daily production schedule of a steel-manufacturing factory, via Petri net based fuzzy decision making.

In the sequel we shall assume that readers are already familiar with Petri nets, and the basics of fuzzy set theory.

2 Petri Nets and Business Process Representation

Petri nets allow us to draw clean-cut plans of general systems characterized by a high degree of concurrency. In a business framework, such plans will be global or partial outlines of a specific way of carrying out some kind of complex, mostly distributed, activity; they will be aimed at specifics, such as the scheduling of resources of various kind, or the controlling of failures, costs, workloads. Since every business may be regarded as a system involving a number of complex, concurrent operations—production, marketing, bookkeeping, financial procedures, negotiations, etc.—which, in their turn, consist of other complex, concurrent activities, using Petri nets for planning or analyzing business processes seems a rather natural idea.

However, every business also involves processes that are difficult, or even impossible, to represent by means of Petri nets: processes based on the ongoing interaction of actors who relate to each other in ways too difficult to untangle. Think, for instance, of the activities that take place at an emergency room, or of processes whose working depends on unpredictable factors, like consumer behavior or competitors’ moves.

The building blocks of Petri nets are elementary state and transition components interconnected by a causality relation. But, while we may assume that the causal structure of any system of organized activities consists of interconnected state and transition components, some systems can not be represented as Petri nets at meaningful levels of detail. Complex activities with a very rich causal structure may be just impossible to break down in a useful way. For instance, drawing a Petri net plan of a soccer game—even if it were the occurrence graph of an already played match—is impossible. To draw such an occurrence graph, we would have to record every rele-
vant event of that match: all actions that did and did not occur, together with the order in which they actually happened—or, did not happen. Every single action—or non-action—that actually influenced the outcome of the game would need to be modeled. And, even if it were possible to set forth such an occurrence graph, how many pairs of soccer pundits could then agree on it? On the other side, a meaningful a-priori Petri net model of a specific soccer game—say the final match of the last World Cup—is just unthinkable, because such is the combination of relevant actions.

For the same set of reasons, business processes involving several actors cooperating or competing in a relevant number of unpredictable ways are ill-suited for Petri net representation.

Another problem is that, being primarily a graphical representation language, Petri nets need to suite the capabilities of the human eye. The number of net elements—circles, squares, arcs—must be constrained accordingly. It is easy to see that few top-down unfoldings of several net elements are enough to make us loose track of the general picture. The same holds true for the "horizontal" aggregation of a substantial number of different net modules. Nor would it be more practical to rely on the incidence matrix of a "large" net. Only adjusting the granularity of our representation to human capabilities will make Petri nets a handy tool.

There is one more question to consider. Ordinary Petri nets have some element of indeterminacy about them, as enabled transitions are not bound to ever fire, and time is not taken into account explicitly. Timed and stochastic Petri nets allow us to associate times and/or probabilities with either state or transition elements, and then calculate asymptotic properties of net behavior: steady state features, home states, transient states, etc. But in general, asymptotic properties are of little interest to business managers.

So, what features make a business process suitable for representation and analysis by means of ordinary Petri nets? We suggest the following to be basic requirements.

Elementary state components of the business process model must represent well-defined pieces of reality. Resources must be easily identified, counted, or evaluated; conditions must be readily verifiable. Potential customers, expected orders, etc., are hard to count; employee motivation, or customer satisfaction are difficult to verify.

Complex activities must consist of a reasonable number of—alternative or concurrent—patterns of behavior. Such patterns must break-down to a few well-defined, repeatable actions. (This is the requirement which both the soccer game and the emergency room example fail to satisfy.)

The number of relevant state and transition components has to be fairly small. As a rule of thumb, we suggest that a net's incidence matrix never exceed 100 elements, with more zero entries as its size grows. (Too many arcs turn any net into a dish of spaghetti.) If high-level nets are used, the number of colors, the order of predicates, etc., also needs to be kept manageable.

Top-down unfoldings of net elements—state and transition elements alike—should not go too deep: after a number of top-down unfoldings, everyone looses track of the overall picture of the net.

Though some priority issues and synchronization problems are well modeled by means of Petri nets—like "if transition a fires first, then transition b will never be able to fire", or "transition a has to fire three times before b can"—time questions should not be the foremost concern of our planning effort. Petri nets are not recommended for solving timing problems. Other graphical methods—PERT or GERT networks,
GANT diagrams, etc.—work better, and can be combined with a Petri net plan of the project considered.

3 Management-Oriented Questions and Petri Net Plans

Decision theory provides us with a number of methods for choosing from among several actions, all of which rely on some mathematical formulation of the decision problem considered. However, such methods are not well-suited to answering questions about strategy—about choosing from among several possible courses of action,—because their formalisms do not allow for a dynamic representation of reality. This kind of question requires the formal representation of alternative sets of possibly concurrent actions, and is quite naturally expressed in the framework of Petri nets, because the notions of conflict and concurrency lie at the very heart of this formalism.

What is needed is a Petri net representation—a Petri net plan—of our decision problem, developed so that different courses of action do not interact (by this, we mean that the only places shared by alternative net executions are the sink and source). With this proviso, alternative net executions can be easily input to decision making techniques [1]. Of course, the decision-relevant attributes of the activities considered will have to be defined formally in some way.

Here is a list of business-relevant questions suitable to Petri net-based decision making.

- What action, or strategy, is best suited to achieve a given goal?
- How will prices, labor costs, market situation, a certain political issue, weather, etc., affect the outcome of a certain choice?
- What will the payoff, or the utility, of a certain course of action be?
- How are we to distribute this resource best?
- How are we to deal with conflicting goals?
- How are we going to steer this project?
- Can we detect, and possibly correct, unwanted situations as they appear?

In the next section we will show how to answer questions of this kind by grafting algorithms of applied mathematics onto Petri nets.

4 Tapping into Applied Mathematics

We found that the best way to apply algorithms of applied mathematics to Petri nets is to exploit the flexibility of predicate-transition nets [2], [3]. In this kind of net, the elementary state components are predicates of order n, that is, relations among n entries, possibly of quite different type (numbers, labels, functions, etc.), as their variety mirrors the variety allowed for predicate arguments.
At any given state, a predicate is satisfied by a (possibly empty) multiset of constant n-tuples. This multiset represents the predicate's extension, that is, the multiset of tuples for which the predicate actually holds true. Extensions of predicates make up net markings, and represent system states. As markings are changed by transition firings, in the lingo of Petri nets, we say that n-tuples "flow" through predicate-transition nets.

Because of the freedom allowed, such n-tuples are an ideal tool for representing objects together with their attributes, numeric or other. If the net is developed so that alternative net executions do not interfere—so that the only places they have in common are the source and sink—many algorithms of applied mathematics can readily be applied to alternative net executions via numeric entries in tuples.

In the next section, we will demonstrate this approach by showing how to apply fuzzy decision making in the context of predicate-transition nets. The method—fully described in [1],—also works with other algorithms.

5 Working Out a Small Example

The problem addressed is a typical decision making problem: the integration of priority orders—like small orders of best customers, or urgent orders of regular customers—into the production scheduling system of a factory making steel bars by order. Notice that this decision is about how to manage a certain business process, and not about the engineering of a production plant.

For the sake of simplicity, here we will present only a very small predicate-transition net representing the whole plant operation—net N, represented in Fig.1. Our approach requires predicate-transition nets with one source and one, or more, sink. All predicates but the source must be empty at the initial marking, and alternative net executions must not interfere. (A net execution is a set of sequential or concurrent transition firings that brings all tuples from the source to the sink. Transitions may either already be enabled at the initial marking, or become so as the net "proceeds".)

Transitions 1, 2, 3, and 4 of net N represent four draw machines. The markings of A represents metal chunks waiting to be drawn; the marking of B, bars already drawn. We assume that four kind of bars are produced by the factory: type-a, type-b, type-c, and type-d bars.

As we thought of using fuzzy sets in order to formalize the imprecise notions of best customers and urgent order, we had factory managers help us define the fuzzy attribute "best customer" and "urgent order".

Orders were represented by 3-tuples the first entry being the bar type ordered; the second and third entries being the membership degrees of the two fuzzy attributes above. For example, 3-tuple <a, 0.9, 0.3> would represent an order of a production unit of a-type bars, "urgent" with degree 0.3, and placed by a customer assessed to be a "best customer" with degree 0.9.
Markings of predicate-transition net N are multisets of triplets, which we denote as

\[ \sum m_i < t_i, \mu_c(k), \mu_u(q) > \]

where:

(i) triplet \( < t_i, \mu_c(k), \mu_u(q) > \) represents order \( q \) placed by customer \( k \), for one production unit \( t_i \)-type bars; \( t_i \in \{ a, b, c, d \} \);

(ii) \( \mu_c(k) \) is the membership degree of customer \( k \) in fuzzy set \( A_c = \{ K, \mu_c(k) \} \) representing the fuzzy attribute "good customer"; \( K \) is the set of customers;

(iii) \( \mu_u(q) \) is the membership degree of order \( q \) in fuzzy set \( A_u = \{ Q, \mu_u(q) \} \) representing the fuzzy attribute "urgent order"; \( Q \) is the set of orders;

(iv) \( m_i \) represents a number of triplets with same entries, that is, the number of similar production units ordered.

Let the initial marking of \( N \) be:

\[ M(A) = 20<x, y, z> + 600<y, z> + 40<x, y, z> + 200<y, z> \]
\[ M(B) = \emptyset \]

Multiset \( M(A) \) represents a set of orders waiting to be processed. Among others, we have 240 orders for \( c \)-type bars placed by mediocre customers ("good" with degree 0.3 only), 200 of which are rather urgent ("urgent" with degree 0.7), while 40 are not urgent at all ("urgent" with degree 0.1).

We call a net execution any multiset of enabled transition firings—sequential or concurrent—that brings all triplets in \( A \) from \( A \) to \( B \). It will prove useful to characterize net executions as vectors of non-negative integers

\[ e = [n_1, n_2, \ldots, n_m, n_2r, n_{2r}, \ldots, n_r, \ldots, n_{mr}, n_{mr}, \ldots, n_{mr}] \]
where \( r \) is the number of net transitions, \( s \) is the number of bar types, and \( n_{mt} \) the number of times transition \( m \) fires for bar type \( t \). In our example, \( r = s = 4 \).

Table 1 shows six executions of net \( N \) with initial marking \( M \).

Table 1. Six executions of net \( N \)

<table>
<thead>
<tr>
<th>machine:</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>2</th>
<th>2</th>
<th>2</th>
<th>2</th>
<th>3</th>
<th>3</th>
<th>3</th>
<th>3</th>
<th>4</th>
<th>4</th>
<th>4</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>bar type:</td>
<td>a</td>
<td>b</td>
<td>c</td>
<td>d</td>
<td>a</td>
<td>b</td>
<td>c</td>
<td>d</td>
<td>a</td>
<td>b</td>
<td>c</td>
<td>d</td>
<td>a</td>
<td>b</td>
<td>c</td>
<td>d</td>
</tr>
<tr>
<td>( e_1 )</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>60</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( e_2 )</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>60</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>( e_3 )</td>
<td>0</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( e_4 )</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( e_5 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>( e_6 )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For markings representing practical situations, there are usually very many alternative executions, which can be determined by computer. In this application, we had the additional constraint that orders for the same type of bar should not be split between different machines because of the long setup time required to shift from one bar type to another.

Let \( d(m) \) indicate the **run time of machine** \( m \), with: \( d(1)=1, \ d(2)=d(3)=2, \ d(4)=3 \), and let the **run time for execution** \( e = [n_{11}, n_{12}, \ldots, n_{rs}] \) be defined as

\[
d(e) = \sum_{m,t} n_{mt} d(m) .
\]

From these times, fuzzy attribute \( A_d \)—"short run time", defined over the set of executions \( E \)—can be derived:

\[
A_d = \{ e \in E, \mu_d(e) \} \quad \text{where} \quad \mu_d(e) = \frac{\max_e d(e) - d(e)}{\max_e d(e) - \min_e d(e)}
\]

( \( \max_e d(e) \neq \min_e d(e) \), because if all executions had the same duration, we wouldn't even consider the attribute "duration".)

For the six executions of Table 1 we get:

\[
\mu_d(e_1) = 0.08, \quad \mu_d(e_2) = 1.00, \quad \mu_d(e_3) = 0.63,
\]

\[
\mu_d(e_4) = 0.66, \quad \mu_d(e_5) = 0.00, \quad \mu_d(e_6) = 0.75 .
\]

Attributes \( A_c \) and \( A_u \) were defined over the set of customers and the set of orders, respectively. Since executions are multisets of transition firings, each of them occurring for a specific triplet, we can extend attributes \( A_c \) and \( A_u \) to net executions by considering the membership values carried by the firing triplets in the following manner.

Fuzzy attributes \( A'_c \) and \( A'_u \)—again called "good customer" and "urgent order"—over the set \( E \) of executions, will be defined as:

\[
A'_c = \{ e \in E, \mu'_c(e) \} \quad \text{with} \quad \mu'_c(e) = \sum_{i,j} n_{ij} \mu_c(j) .
\]
A' = (e ∈ E, μ' (e)) with μ' (e) = \sum_{i,j} n_{ij} μ_u (j).

For the six executions of Table 1, we get:

\[ \begin{align*}
\mu' (e_1) &= 0.67, \quad \mu' (e_2) = 0.75, \quad \mu' (e_3) = 0.58, \\
\mu' (e_4) &= 0.61, \quad \mu' (e_5) = 0.74, \quad \mu' (e_6) = 0.70; \\
\mu' (e_1) &= 0.84, \quad \mu' (e_2) = 0.85, \quad \mu' (e_3) = 0.71, \\
\mu' (e_4) &= 0.71, \quad \mu' (e_5) = 0.85, \quad \mu' (e_6) = 0.78.
\end{align*} \]

Attributes A', A', and A' are defined over E; all of them express desirable execution features. Saaty [4] suggested a method to assign a weight, between 0 and 1, to each such attribute in a way that expresses their relative importance to a decision maker. For this example, we will assume the weighting to be:

\[ \begin{align*}
w_1 &= w(A') = 0.55, \\
w_2 &= w(A') = 0.27, \\
w_3 &= w(A') = 0.18.
\end{align*} \]

Weighted membership functions are obtained by raising membership functions to the relative weight. Here we get:

\[ \begin{align*}
\mu' (e_1) &= 0.81, \quad \mu' (e_2) = 0.86, \quad \mu' (e_3) = 0.74, \\
\mu' (e_4) &= 0.77, \quad \mu' (e_5) = 0.85, \quad \mu' (e_6) = 0.82; \\
\mu' (e_1) &= 0.95, \quad \mu' (e_2) = 0.96, \quad \mu' (e_3) = 0.91, \\
\mu' (e_4) &= 0.91, \quad \mu' (e_5) = 0.96, \quad \mu' (e_6) = 0.93; \\
\mu' (e_1) &= 0.63, \quad \mu' (e_2) = 1.00, \quad \mu' (e_3) = 0.92, \\
\mu' (e_4) &= 0.93, \quad \mu' (e_5) = 0.00, \quad \mu' (e_6) = 0.95.
\end{align*} \]

The degree to which an execution e is characterized by a set of fuzzy attributes \{A_i\}—all attributes being defined over the same support E—is expressed by their intersection Δ (recall that, by definition, Δ is also a fuzzy set over support E):

\[ \Delta = \bigcap_i A_i = (e, \mu_\Delta (e)) \] with \( \mu_\Delta (e) = \min_i \mu_i (e). \]

Fuzzy set \( \Delta \) can be interpreted as fuzzy attribute "desirable". We get

\[ \begin{align*}
\mu_\Delta (e_1) &= 0.63, \quad \mu_\Delta (e_2) = 0.86, \quad \mu_\Delta (e_3) = 0.74, \\
\mu_\Delta (e_4) &= 0.77, \quad \mu_\Delta (e_5) = 0.00, \quad \mu_\Delta (e_6) = 0.82.
\end{align*} \]

Fuzzy attribute Δ can be used to chose a net execution. Of course, several executions may turn out to be optimal, though in our example only \( e_2 \) is.

Whenever a decision maker needs preference categories other than strict preference and indifference, we can resort to fuzzy outranking—a technique introduced by B. Roy [5]. Here is how it works.

For each fuzzy attribute \( A_i = (e ∈ E, \mu_i (e)) \) the decision maker has to provide three threshold values

\[ I_i, P_i, V_i \in (0, 1) \] with \( I_i < P_i < V_i. \]
These values are interpreted as indifference, preference, and veto threshold, respectively, in the following way:

- \( e_h \) is as good as \( e_k \) if \( \mu_i(e_h) \geq \mu_i(e_k) + I_i \),
- \( e_h \) is preferred to \( e_k \) if \( \mu_i(e_h) \geq \mu_i(e_k) + P_i \),
- \( e_h \) is considerably better than \( e_k \) if \( \mu_i(e_h) \geq \mu_i(e_k) + V_i \).

Using these threshold values we can define for each attribute \( A_i \) its concordance matrix \( C_i = [c_{ih}] \) and its discordance matrix \( D_i = [d_{ih}] \):

\[
c'_{ik} = \begin{cases} 
1 & \text{if} \quad \mu_i(e_k) \leq \mu_i(e_h) + I_i \\
\frac{P_i + \mu_i(e_h) - \mu_i(e_k)}{P_i - I_i} & \text{if} \quad \mu_i(e_h) + I_i < \mu_i(e_k) \leq \mu_i(e_h) + P_i \\
0 & \text{if} \quad \mu_i(e_k) > \mu_i(e_h) + P_i
\end{cases}
\]

\[
d'_{ik} = \begin{cases} 
0 & \text{if} \quad \mu_i(e_k) \leq \mu_i(e_h) + P_i \\
\frac{\mu_i(e_k) - \mu_i(e_h) - P_i}{V_i - P_i} & \text{if} \quad \mu_i(e_h) + P_i < \mu_i(e_k) \leq \mu_i(e_h) + V_i \\
1 & \text{if} \quad \mu_i(e_k) > \mu_i(e_h) + V_i
\end{cases}
\]

The total concordance matrix \( C = [c_{ik}] \) is defined as the weighted sum of the concordance matrices of all attributes: \( C = \sum_i w_i C_i \).

Concordance matrix \( C \) is aggregated with the matrices \( D = [d'_{ik}] \) to form the discordance matrix \( D = [d_{ik}] \) with \( d_{ik} = \frac{1}{n} \sum \alpha_{ihk} \), where \( n \) is the number of fuzzy attributes considered, and

\[
\alpha_{ik} = 1 \quad \text{if} \quad d'_{ik} \leq c_{ik} \quad \text{,} \quad \alpha_{ik} = \frac{1 - d'_{ik}}{1 - c_{ik}} \quad \text{if} \quad d'_{ik} > c_{ik}
\]

\( d'_{ik} > c_{ik} \) implies \( 1 - c_{ik} \neq 0 \).

The outranking degree of execution \( e_i \) over execution \( e_j \) is finally defined as

\[ r_{ik} = c_{ik} d_{ik} \]

and yields the fuzzy outranking relation over \( E \):

\[
R = \{ ((e_i, e_j), \mu_x(e_i, e_j)) \mid (e_i, e_j) \in E \times E \land \mu_x(e_i, e_j) = r_{ik} \}.
\]
In our case, after some algebra, we get:

<table>
<thead>
<tr>
<th></th>
<th>$e_1$</th>
<th>$e_2$</th>
<th>$e_3$</th>
<th>$e_4$</th>
<th>$e_5$</th>
<th>$e_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_1$</td>
<td>1.00</td>
<td>0.11</td>
<td>0.73</td>
<td>0.73</td>
<td>0.36</td>
<td>0.43</td>
</tr>
<tr>
<td>$e_2$</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>$e_3$</td>
<td>0.22</td>
<td>0.00</td>
<td>1.00</td>
<td>0.76</td>
<td>0.18</td>
<td>0.08</td>
</tr>
<tr>
<td>$e_4$</td>
<td>0.40</td>
<td>0.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.18</td>
<td>0.19</td>
</tr>
<tr>
<td>$e_5$</td>
<td>0.85</td>
<td>0.76</td>
<td>0.82</td>
<td>1.00</td>
<td>0.82</td>
<td>0.08</td>
</tr>
<tr>
<td>$e_6$</td>
<td>0.84</td>
<td>0.31</td>
<td>1.00</td>
<td>1.00</td>
<td>0.55</td>
<td>1.00</td>
</tr>
</tbody>
</table>

The entries of the $i$-th row of $R$ represent the degree to which execution $e_i$ outranks the other executions. The minimum value of the $i$-th row—let us denote it by $z_i$—is the outranking degree of execution $e_i$, that is, the degree to which $e_i$ outranks all other executions. Here we have:

$z_1 = 0.08$, $z_2 = 1$, $z_3 = 0$, $z_4 = 0$, $z_5 = 0.51$, $z_6 = 0.21$.

These values can be used for clustering net executions into several preference classes. To this end, the decision maker will have to (a) determine the number $n$ of preference classes he intends to consider, and (b) set $n$ preference thresholds $\lambda_j$ with

$0 < \lambda_1 < \lambda_2 < \ldots < \lambda_n < 1$.

Best executions will be executions $e_i$ for which $\lambda_n < z_i \leq 1$, second best executions will be executions $e_i$ for which $\lambda_{n-1} < z_i \leq \lambda_n$, and so on.
In our example, by using two preference thresholds only, $\lambda_1 = 0.5$ and $\lambda_2 = 0.7$, we get one best execution $e_2$—already found before—and one second-best execution, $e_5$. Other threshold settings would make for empty preference classes.

That we only got one execution per desirability class is not surprising, given that we considered only six net executions out of the twenty four enabled at the initial marking of net $N$ under the additional constraint that same-type orders should not be split between machines.

Actual applications usually encompass a substantially larger number of enabled executions, and preference classes with several members. Our algorithm may therefore take some computing time. If necessary, this can be shortened by reducing the search space by means of some heuristics, and by storing classification results in a data base for future reference.

6 Conclusions

We are convinced that a Petri net model of the causal structure of a business operation can provide a firm logical foundation and a realistic context for the application of algorithms of applied mathematics, decision theory, game theory, operation research, statistics, etc.—to business management questions. However, there certainly are important types of business operations not suitable to Petri net representation; specific requirements—discussed in Section 2—must be fulfilled. We argue that if they are, the key to the successful grafting of those algorithms onto Petri nets is provided by the modeling flexibility of predicate-transition nets. This will equip Petri net models with a very efficient computational toolkit.
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Abstract. The major aim of this chapter is to describe an approach towards the development of techniques and tools to support the construction, validation and the verification of Petri net models of information systems and business processes. To this end, the behavior of the models is defined by partially ordered causal runs, represented by process nets. We discuss how these runs are constructed and visualized for validation purposes, and how they are analyzed. Moreover, we demonstrate how different dynamic properties can be formulated and checked by searching respective patterns in process nets.

1 Introduction

Petri nets are frequently used for modeling both information systems and business processes. Whereas an information system model captures all its business processes and their interplay, a business process model can be viewed as a part of an information system model, leading from some input or trigger to some output or termination. We will not distinguish models of information systems and models of their business processes in the first sections of this chapter because most introduced concepts apply to both. We rather use the term “system” for information systems and for business processes.

Each system has a dynamic behavior, given by its set of runs. In a run, actions of the system can occur. We will distinguish actions from action occurrences and call the latter events. In general, an action can occur more than once in a single run. Therefore, several events of a run might refer to the same action.

There are basically two different techniques to describe the behavior of a Petri net model: A run of the model can either be represented by a sequence of action names (a sequence of sets of action names, respectively) representing subsequent events (sets of events, respectively) or by a causally ordered set of events. The first technique is formally described by occurrence sequences (step sequences, respectively). It constitutes the sequential semantics of a Petri net. The second technique employs process nets representing causal runs. It constitutes the causal semantics of a Petri net.

* work done within the project VIP, supported by the DFG (Deutsche Forschungsgemeinschaft)
The main advantage of sequential semantics is formal simplicity. Sequential semantics generalizes well-known concepts of sequential systems: Every occurrence sequence can be viewed as a sequence of global system states and transformations leading from a state to a successor state. One of the main advantages of causal semantics is its explicit representation of causal dependency, represented by paths of directed arcs in process nets. Consequently, concurrent events are events that are not connected by a path in a process net.

Causal semantics of Petri nets has been studied in Petri net theory since a very long time, starting with the work of Carl Adam Petri in the 70ies (see [1] for an overview). More recently, variants of causal semantics are used for efficient verification algorithms [8]. Applications of Petri nets, however, mostly restrict to sequential semantics, and so do most Petri net tools.

In the majority of applications, Petri nets are used for the specification, documentation and communication of planned or existing systems. They can be executed, i.e., runs can be generated, and thus the behavior of the system can be simulated and visualized. The aim of simulation is to validate the model with respect to its behavioral properties. So, in contrast to verification of correctness with respect to a formal specification, the user can check if the desired behavior is reflected in simulated runs of the model. The issue of our work is to employ causal semantics also for simulation. We will show that, despite some formal overhead, there are a number of important advantages of causal semantics compared to sequential semantics in the application area of information systems and business processes.

The remaining part of this chapter is organized as follows: In Section 2, we discuss some principles of causal semantics and provide a Petri net model that will serve as a running example in the subsequent sections. Section 3 gives some formal definitions and properties of process nets. In Section 4, we show that simulation with process nets increases expressiveness and efficiency, compared to sequential simulation. Section 5 is devoted to the construction of process nets whereas Section 6 discusses the analysis of process nets. Finally, Section 7 generalizes the approach from place/transition nets to high-level Petri nets. The chapter ends with conclusions and references.

2 Principles of Causal Semantics

In sequential semantics, a run is represented by a sequence of events such that causal dependencies are respected: If an event causally depends on another event, then these events will not appear in the converse order in a sequence. Each event is represented by the name of the respective action. These sequences are called occurrence sequences.

A causal run also consists of a set of events, representing action occurrences of the system. An action can only occur in certain system states, i.e., its pre-conditions have to be satisfied. The occurrence of the action leads to a new system state where some post-conditions of the action start to hold. An event is therefore causally dependent on certain pre-conditions and might lead to new
conditions that are causal prerequisites for other events. The time and the duration of an event has no immediate influence on the system's behavior, as long as such dependencies are not explicitly modeled as actions of clocks. Combining events with their pre- and post-conditions yields the causal structure of a causal run of a system.

We represent the causal structure of a causal run by a particular Petri net, called process net. Pre- and post-conditions of events are explicitly modeled in a process net. Therefore, the immediate causal dependency is represented by the arcs of a process net. The transitive closure of this relation defines a partial order that we will call causal order; two events are causally ordered if and only if they are connected by a chain of directed arcs. Otherwise, they are not ordered but occur concurrently.

A causal run of a system model is given by a process net which is annotated by respective names of actions of the system. More formally, we define mappings from the net elements of the process net to the net elements of the net representing the system. Causal simulation of a system model means construction of process nets, just like traditional simulation constructs sequences of events.

Figure 1 shows a place/transition Petri net modeling a vending machine for beverages. We will use this example to demonstrate our approach. The left hand part describes a physical facility for brewing and dispensing warm beverages. At most three warm beverages can be prepared concurrently. After dispensing a beverage, cold water is filled in the respective unit, hence the place cold in the post-set of the transition dispense. The right-hand part describes the control of the machine and a counter for coins. Initially, the machine is ready for the insertion of a coin. An inserted coin will be checked; counterfeit will be rejected. When a coin is accepted, a beverage can be dispensed and the control part of the machine returns to the state ready.

Process nets of this system model are shown in Figures 2, 3 and 4. The relation between elements of these process nets and elements of the system net is given by annotations of the elements of the process nets. For example, each event annotated by insert represents one occurrence of the transition named insert of the system net.

The process nets shown in Figure 2 and Figure 3 describe causal runs where
Fig. 2. A process net of the vending machine of Figure 1

Fig. 3. A second process net of the vending machine of Figure 1

Fig. 4. A third process net of the vending machine of Figure 1
two coins are inserted, both are accepted, and two beverages are dispensed. In both runs, two beverages are brewed, and so both runs end with two tokens in *counter*, state *ready*, and two cold and one warm beverage.

In Figure 2, the beverage that was warm initially is dispensed first. The second dispensed beverage was brewed concurrently to all previous events. In Figure 3 the capacity of the brewing facility is not exploited: The second *dispense* event has to wait after the first *dispense* event at least the time necessary for brewing a beverage. Moreover, the first *dispense* does not use an initially warm beverage. So one could consider the run of Figure 2 more efficient with respect to response time. Moreover, the quality of a warm beverage might decrease after a while (this holds at least for coffee). Also according to this criterion, the run of Figure 2 shows a “better” behavior than the one of Figure 3.

The process net shown in Figure 4 describes a causal run where the first inserted coin is rejected. The second inserted coin is accepted and a beverage is dispensed. This beverage is not the one that was warm initially. Concurrently, a third beverage is brewed but not dispensed. This run ends with two tokens in *counter*, state *inserted*, and two warm and one cold beverage.

## 3 Formal Definitions

We follow the standard definitions and notations of place/transition nets and process nets [12,7]. However, in contrast to the usual notion, we equip process nets with initial states, represented by markings of conditions.

A place/transition net \( N = (P, T, F, M_0) \) is given by

- a finite set \( P \) of places (represented by circles),
- a finite set \( T \) of transitions satisfying \( P \cap T = \emptyset \) (represented by squares),
- a relation \( F \subseteq (P \cup T) \times (P \cup T) \) satisfying \( F \cap (P \times P) = F \cap (T \times T) = \emptyset \) (represented by arcs), called the flow relation of the net, and
- an initial marking \( M_0 : P \rightarrow \mathbb{N} \) (represented by tokens in the places), where \( \mathbb{N} \) is the set of nonnegative integers.

For a net element \( x \) in \( P \cup T \), \( x^\prec \) (pre-set of \( x \)) denotes the set of elements \( y \) satisfying \( (y, x) \in F \) and \( x^\prec \) (post-set of \( x \)) denotes the set of elements \( y \) satisfying \( (x, y) \in F \). In this chapter, we restrict our considerations to place/transition nets without transitions \( t \) satisfying \( t^\prec = \emptyset \) or \( t^\prec = \emptyset \).

We do not consider arc weights or capacity restrictions, as defined in [12,7].

Given an arbitrary marking \( M : P \rightarrow \mathbb{N} \), a transition \( t \) is enabled if each place \( p \) in \( t^\prec \) satisfies \( M(p) \geq 1 \). The occurrence of \( t \) leads to a new marking \( M' \), defined by

\[
M'(p) = \begin{cases} 
M(p) - 1 & \text{if } (p, t) \in F \text{ and } (t, p) \notin F, \\
M(p) + 1 & \text{if } (p, t) \notin F \text{ and } (t, p) \in F, \\
M(p) & \text{otherwise}. 
\end{cases}
\]

We denote the occurrence of \( t \) at the marking \( M \) by \( M \xrightarrow{t} M' \).
The causal behavior of a system net \((P, T, F, M_0)\) is defined by its set of process nets, representing causal runs. For the formal definition of a process net, we employ again place/transition nets: Each process net of the system net \((P, T, F, M_0)\) consists of a place/transition net \((C, E, K, S_0)\), together with mappings \(\alpha: C \to P\) and \(\beta: E \to T\), satisfying the conditions given below. The net \((C, E, K, S_0)\) is called process net, its places are called conditions, its transitions events and its markings states. To avoid confusion, the place/transition net model \((P, T, F, M_0)\) of the system will be called system net.

- Every condition \(c \in C\) satisfies \(|c^*| \leq 1\) and \(|c| \leq 1\).
- the transitive closure of \(K\) is irreflexive, i.e., it is a partial order over \(C \cup E\),
- for each event \(e\), \(\alpha \cap (c^* \times \beta(e))\) as well as \(\alpha \cap (c \times (\beta(e))^*)\) are bijections (these intersections restrict the domain of \(\alpha\) to the pre-set (post-set) of \(e\) and the co-domain of \(\alpha\) to the pre-set (post-set, respectively) of the corresponding transition \(\beta(e)\)),
- \(S_0(c) = 1\) for each condition \(c\) in \(C\) satisfying \(c^* = 0\) and \(S_0(c) = 0\) for any other condition \(c\) in \(C\),
- \(\alpha(S_0) = M_0\), where \(\alpha\) is generalized to states \(S\) by

\[
\alpha: (C \to N) \to (P \to N), \quad \alpha(S)(p) = \sum_{\alpha(c) = p} S(c).
\]

A condition \(c\) in \(C\) represents the appearance of a token on the place \(\alpha(c)\). An event \(e\) in \(E\) represents the occurrence of the transition \(\beta(e)\). In a run, each token is produced by at most one transition occurrence, and it is consumed by at most one transition occurrence. Hence, conditions of process nets are not branched. The transitive closure of \(K\) defines the causal relation on events and conditions. Since no two elements can be mutually causally dependent, the causal relation is a partial order. In other words, the process net has no cycles. Since events represent transition occurrences, the pre- and post-sets of these transitions are respected. The initial state of the process net is the characteristic mapping of the set of conditions that are minimal with respect to the causal order, i.e., these conditions carry one token each and all other conditions are initially unmarked. Note that all minimal elements are conditions because, by our general assumption, every event has at least one pre-condition. Finally, the initial state of the process net corresponds to the initial marking of the system net, i.e., each initial token of the system net is represented by a (marked) minimal condition of the process net.

As mentioned before, a process net represents a single causal run of a system net. We equip a process net with an initial state \(S_0\) so that the token game can be played for process nets as well. As will be stated in the following lemma, the sequences of event occurrences of a process net closely correspond to transition sequences of the system net. It may be worth noticing that in a process net every event can occur exactly once and that the order of these event occurrences respects the causal order given by the causal relation. Every reachable state is safe, i.e., no condition ever carries more than one token. Moreover, in every reachable state, no two marked conditions are ordered by the causal relation.
Lemma 1. [1]
Let \((P, T, F, M_0)\) be a place/transition net. If \((C, E, K, S_0)\) together with mappings \(\alpha: C \to P\) and \(\beta: E \to T\) is a process net and
\[
S_0 \xrightarrow{\epsilon_1} S_1 \xrightarrow{\epsilon_2} \cdots \xrightarrow{\epsilon_n} S_n
\]
is a sequence of event occurrences, then
\[
M_0 \xrightarrow{\beta(\epsilon_1)} \alpha(S_1) \xrightarrow{\beta(\epsilon_2)} \cdots \xrightarrow{\beta(\epsilon_n)} \alpha(S_n)
\]
is a sequence of transition occurrences of \((P, T, F, M_0)\).
Conversely, for each sequence
\[
M_0 \xrightarrow{t_1} M_1 \xrightarrow{t_2} \cdots \xrightarrow{t_n} M_n
\]
of transition occurrences of \((P, T, F, M_0)\), there is a process net \((C, E, K, S_0)\)
with mappings \(\alpha: C \to P\) and \(\beta: E \to T\) and a sequence of event occurrences
\[
S_0 \xrightarrow{\epsilon_1} S_1 \xrightarrow{\epsilon_2} \cdots \xrightarrow{\epsilon_n} S_n
\]
such that, for \(1 \leq i \leq n\), \(\alpha(S_i) = M_i\) and \(\beta(\epsilon_i) = t_i\).

The first part of the lemma follows immediately from the definition of process nets because transition vicinities are respected by the mappings \(\alpha\) and \(\beta\). For proving the converse direction, we can successively construct a suitable process net by adding events with pre- and post-conditions according to the occurring transitions. However, in general this construction is not unique. For example, the occurrence sequence of transitions
\[
M_0 \xrightarrow{\text{insert}} M_1 \xrightarrow{\text{accept}} M_2 \xrightarrow{\text{brew}} M_3 \xrightarrow{\text{dispense}} M_4 \xrightarrow{\text{insert}} M_5 \xrightarrow{\text{accept}} M_6 \xrightarrow{\text{brew}} M_7 \xrightarrow{\text{dispense}} M_8
\]
has related occurrence sequences of events in both process nets shown in Figure 2 and in Figure 3.

Lemma 1 states that process nets respect the sequential behavior; no information about possible occurrence sequences is gained or lost when we consider process nets. Moreover, it states that reachable markings of the system net closely correspond to reachable states of its process nets. The following lemma gives another characterization of reachable states of process nets.

Lemma 2. [1]
Let \((C, E, K, S_0)\) be a process net of a place/transition net. A state \(S\) is reachable from \(S_0\) (by a sequence of event occurrences) if and only if \(S\) is the characteristic mapping of a maximal set of pairwise not ordered conditions.

Maximal sets of conditions that are mutually not ordered are often called cuts. By Lemmas 1 and 2 a marking of a system net is reachable if and only if there exists a process net with a cut that corresponds to this marking.
4 Simulation by Generation of Process Nets

The behavior of a system modeled by a Petri net is validated by simulation of the net; every run of the net gives information on the possible behavior of the system. In particular, if a run shows undesirable properties, then either the system is not correct or it is not faithfully modeled by the net. Traditionally, simulation of a net means construction of sequences of transition occurrences. The designer can analyze these sequences to investigate the system’s behavior. In case of many or large simulation runs, these sequences will be constructed automatically and stored in a data base. In case of small simulation runs, the transition occurrences and the reached markings can be visualized by Petri net tools such that the user has direct control over the simulation run.

In our approach, not sequences but process nets representing causal runs are constructed. In this section, we argue that we gain two major advantages: expressiveness and efficiency.

**Expressiveness**

Every sequence of events, i.e., transition occurrences, defines a total order on these events. A transition can either occur after another transition because there is a causal dependency between these occurrences or the order is just an arbitrarily chosen order between concurrent transition occurrences. Hence, an occurrence sequence gives little information on the causal structure of the system run. Consider again the following occurrence sequence of the place/transition net given in Figure 1:

\[
M_0 \rightarrow M_1 \rightarrow M_2 \rightarrow M_3 \rightarrow M_4 \rightarrow M_5 \rightarrow M_6 \rightarrow M_7 \rightarrow M_8
\]

This sequence corresponds to both process nets given in Figure 2 and 3. It is a sequential view of both causal runs because both process nets possess corresponding occurrence sequences. As argued before, the run of Figure 2 has reasonable advantages compared to the run of Figure 3. The above sequence does not distinguish between both runs. In particular, the sequence does not express important behavioral properties that are distinguished by causal runs.

The occurrence sequence given above contains no information about the causal ordering of the occurrences of the transitions brew and dispense: Either the beverage brewed first is dispensed first or the beverage which was warm initially is dispensed first. Causal runs provide full information about these causal dependencies. They clearly distinguish runs with different causal dependencies between events.

Interesting aspects of system behavior such as the flow of control, the flow of goods, possible parallel behavior etc. are directly represented in process nets, but they are hidden in sequences of events. The process net shown in Figure 2 shows very clearly the flow of control (ready, insert, inserted, accept, ...) and the different local states and events of the beverages (e.g., cold, brew, warm, dispense, ...).
Efficiency

Simulation of a system model means construction of a set of (different) runs. In general, each causal run corresponds to a nonempty set of occurrence sequences. This correspondence is formally established by Lemma 1: Taking the sequence of labels of events in occurrence sequences of process nets yields all occurrence sequences of the system net. However, since different events of a process net might have the same annotation, different occurrence sequences of the process net might relate to the same occurrence sequence of the system net.

In the example shown in Figure 2, the upper event \textit{brew} can occur at any position before the second \textit{dispense} event. The lower \textit{brew} event can occur at an arbitrary position in the occurrence sequence. So the process net of Figure 2 possesses 48 maximal occurrence sequences. Some of these sequences are identical with respect to event labels, but they still represent 27 different occurrence sequences of the system net. The process net of Figure 3 exhibits 9 occurrence sequences which correspond to 9 different occurrence sequences of the system net. The process net of Figure 4 has 40 occurrence sequences, generating 25 different occurrence sequences of the system net.

The number of occurrence sequences of a single process net grows dramatically when a system exhibits more concurrency. The addition of a beverage unit to the system, and a corresponding concurrent event \textit{brew} to the process net of Figure 2, multiplies the number of different occurrence sequences of the process net by increasing factors 9, 10, 11, \ldots In general, the number of occurrence sequences of a single process net grows exponentially with the number of concurrent transitions. Each of these occurrence sequences represents the very same system run. Hence, the simulation of more than one of these sequences yields no additional information on the behavior of the system. However, if a system exhibits no concurrency at all, then nothing is gained by the construction of process nets because in this case each process net has only one maximal occurrence sequence.

On the other hand, as mentioned in the previous subsection, a single occurrence sequence might correspond to more than one process. For example, the above occurrence sequence corresponds to four process nets. This only happens in case of system nets that are not safe, i.e. have more than one token on a place at a reachable marking. So the ratio between the number of process nets and the number of occurrence sequences might be slightly reduced by this fact in case of non-safe system nets.

These considerations should demonstrate that the construction of process nets is considerably more efficient than the construction of occurrence sequences. This advantage is most evident when all runs of a system can be simulated, i.e. when there is only a finite number of finite runs. In the more general case of arbitrary large runs, a set of process nets allows to represent a larger significant part of the behavior than a comparable set of occurrence sequences.
5 Construction of Process Nets

This section is concerned with the question how process nets of a system net are constructed. The core idea is to start with a set of marked conditions that correspond to the initial marking and then subsequently add suitable events, add arcs to their pre-conditions, add post-conditions, and add arcs from the new event to the post-conditions. In other words, we consider an occurrence sequence of the system net and construct a process net such that this occurrence sequence is a sequence of labels of the occurrence sequence of the process net. The existence of a suitable process net is guaranteed by Lemma 1. As an example, the process net of Figure 2 could have been constructed by starting with the four marked conditions and then adding eight events labeled by

\[ \text{insert, accept, brew, dispense, insert, accept, brew, dispense.} \]

This procedure relates to the following occurrence sequence of the system:

\[ M_0 \xrightarrow{\text{insert}} M_1 \xrightarrow{\text{accept}} M_2 \xrightarrow{\text{brew}} M_3 \xrightarrow{\text{dispense}} M_4 \xrightarrow{\text{insert}} M_5 \xrightarrow{\text{accept}} M_6 \xrightarrow{\text{brew}} M_7 \xrightarrow{\text{dispense}} M_8. \]

As stated before, this process net possesses a corresponding occurrence sequence, but it also represents several more different occurrence sequences.

Problems during the construction of process nets are concerned with fairness, alternatives and termination conditions.

Fairness

In general, a marking of a system net can enable more than one transition. Accordingly, at any stage of the construction of a process, there might be several ways to continue. Transition occurrences can either exclude each other – because they use the same input token – or they can be concurrent. During the construction of a process net, we have to distinguish these phenomena:

- The addition of a new event can exclude another event. Then, adding one or the other event leads to different process nets.
- In case of concurrent events, the events can be added in an arbitrary order, yielding the same process net.

As an example, consider again the process net shown in Figure 2. The first insert event (together with its post-conditions counter and inserted) can be added at the beginning of the process. The two brew events occur concurrently. These three events can be added in an arbitrary order. After addition of the insert event, there is a choice to continue with accept (as in the process net of Figure 2) or to continue with reject (as in the process net of Figure 4). These events exclude each other.

Fairness issues concern both alternative and concurrent events. We only consider fairness of concurrent events. Therefore, we have to ensure that an event that can be added to a process net constructed so far will eventually be added, provided no alternative event is added to the process net. In our example, this
means that we do not construct arbitrary large process nets where one beverage remains cold forever; otherwise the transition brew would be persistently enabled and hence it will eventually occur and an according event will be added.

A fair construction ensures that every concurrent part of the system is reflected in the run. Fairness can be guaranteed by scheduling the process net construction stochastically. Then, the probability of the occurrence of a persistently enabled event increases with the size of the constructed process net.

The fairness problem is not specific for causal simulation. The same problem appears when only sequences of events are constructed in sequential simulation. However, for sequential runs, a clear distinction between concurrent events and alternative events is impossible.

**Alternatives**

As mentioned above, transition occurrences can exclude each other. More precisely, at some reachable marking, the occurrence of a transition might disable another transition and vice versa. During the construction of a process net, this means that there is an alternative between two events that can be added to a process net constructed so far, and both events have a common pre-condition. Remember that in process nets we cannot add both events, because conditions of process nets are not branched.

Consider again the example process net of Figure 2. After the addition of insert, there is an alternative to continue with accept or with reject. These choices lead to different process nets. Another alternative appears after the addition of the events insert, accept and brew. In this situation, one enabled transition is dispense. We have the choice to dispense the beverage that was warm initially or to dispense the freshly brewed beverage. These are different events, that both have the condition labeled accepted as a pre-condition. Their respective addition leads to different process nets.

For the construction of different process nets, alternatives in process nets constructed so far have to be found. To this end, we identify reachable markings of process nets with the following property:

- The process net continues with some event $e$,
- the process net could also continue with some event $e' \neq e$,
- $e$ and $e'$ share at least one input condition, and
- no process net constructed so far coincides with the process net under consideration up to this marking, and continues with $e'$ (more precisely, it continues with some event mapped to the same transition and using the same input conditions as $e'$).

We then continue with the event $e'$, i.e., we consider the process net up to the marked places (with respect to the marking considered above) and add an event $e'$, suitable arcs from marked input conditions, suitable output conditions as well as arcs connecting $e'$ to these output conditions.
Termination conditions

A causal run does not necessarily terminate with a marking that enables no transition. It is even often part of the system specification that every reachable marking enables some transition. For these systems, termination is an undesirable behavior and terminating markings are considered errors or \textit{deadlocks}. Operating systems, elevators, plants etc. are examples for such systems. The simulation of the behavior of a system modeled by a Petri net, however, necessarily has to stop eventually. Here we discuss criteria for the termination of a single causal run.

At this point, the difference between system models for information systems and system models for process nets is important. Termination of an information system is usually undesirable because it means that the information system has reached a deadlock and no business process can continue or can be started again. In contrast, termination of a business process is highly desired because each business process should finally lead to an end. In our example of Figure 1, the information system model corresponds to the entire Petri net and an according business process model corresponds to the entire Petri net except the transition \textit{insert}. Starting with the marking reached after the occurrence of \textit{insert}, this business process will either stop after rejection or after accepting and dispensing a beverage. The process nets of Figure 2, 3, and 4 contain several \textit{insert} events and hence they represent the behavior of more than one business process. Simulation of runs of single business processes is not so illustrative because the interplay between both parts of the system is only interesting when more than one business process has been started.

The simplest way to define a termination criterion is to use a bound in terms of the number of created elements or in terms of simulation time. In general this method does not lead to “good” termination situations, as will be discussed next. However, if no other criterion is applicable, simulation has to be stopped by this method.

Sometimes, the earliest reachable state of a process net after an event \( e \) corresponds to a marking of the system net that in turn corresponds to a state reached in the same process net before. Then we have entered a cyclic behavior and can stop after \( e \) without losing any information about reachable markings. More precisely, we do not add any further events causally after \( e \). Formally, the event \( e \) is a \textit{cut-off event} in the terminology of [8].

Another possibility is that the earliest reachable state of a process net after an event \( e \) corresponds to a marking that also corresponds to a state of another process net constructed before. Then, a possible continuation can be constructed from this other process net, too. In this case, we stop the construction of the current process net with all conditions that belong to the earliest reachable state after \( e \). It might even be necessary to delete elements that are causally after these conditions.

Usually, a system model has interfaces to its environment. For example, in our vending machine example, the transition \textit{insert} cannot occur without a cor-
responding action of the environment: Some user has to insert a coin. So we can distinguish internal transitions of the Petri net model, that are forced to occur when they are enabled and external transitions, that are allowed to occur when they are enabled but might remain enabled forever without occurring. In a causal run we expect that a system does not terminate as long as internal transitions are enabled. If only external transitions are enabled, then the system may terminate, and we might stop simulation. In our simulation approach, we start with the occurrence of internal and external transitions. After a while, we stop the occurrences of external transitions and continue with internal events only. For systems that require repeated interaction with the environment, the simulation run will eventually terminate. In our example, the vending machine will eventually stop in the state ready with all beverages warm and some number of coins in counter, provided that the external transition insert is stopped eventually.

6 Analysis of Process Nets

When large and/or many process nets are constructed, inspection by visualization is no longer feasible. Instead, the model has to be validated by automatic analysis of the process nets. The user has to identify certain desired or undesirable properties every run has to satisfy, and a computer tool checks whether these specifications hold for the generated process nets. In our approach, the specification of the properties can be done in the graphical representation of the system model. We distinguish three classes of properties.

Facts

A fact is an invariant property that holds for all reachable markings of a system model. We can check intended facts in simulation runs by analyzing all reached states. This is simple for sequential simulation runs, because the markings reached during a run can explicitly be represented. We show how facts can be checked more efficiently using causal semantics.

Here, we only consider properties of markings requiring that not all places of a given set of places are marked simultaneously. A typical example is mutual exclusion of critical sections of parallel programs: Two places representing the critical sections should never be marked together. In our example, the set \( \{ \text{ready}, \text{accepted} \} \) is a fact, because there is no reachable marking where these two places are both marked. The set \( \{ \text{ready, counter} \} \) is not a fact because there is a reachable marking that marks ready as well as counter.

Simulation can help to identify violations of intended facts (facts cannot be proved by simulation, as long as not all process nets of a system are constructed). The process net of Figure 2 can be used to show that \( \{ \text{ready, counter} \} \) is not a fact. For this purpose, it is not necessary to play the token game. It rather suffices to find conditions labeled by ready and counter, respectively, that are not ordered, i.e., not connected by a directed path. In fact, the condition counter
in the post-set of the first insert event and the second condition ready are not ordered. Every set of unordered conditions is a subset of a cut (i.e., a maximal set of unordered conditions). Every cut corresponds to a reachable state of the process net by Lemma 2. Every state of the process net corresponds to a reachable marking of the system net by Lemma 1. Hence, the two unordered conditions prove that there is a reachable marking of the system net that marks both places.

This example proved that causal simulation allows a very efficient way to identify violations of facts; we only have to investigate conditions that are accordingly labeled and mutually not causally dependent. Using sequential simulation instead, a fact violation is only recognized if the order of concurrent events in an occurrence sequence is chosen in such a way that a marking disproving the fact is actually reached. This is a particular drawback when system components are modeled at different levels of abstraction. Consider e.g. two concurrent system components, one modeled by two subsequent transitions and the other one by, say, 100 subsequent transitions. Now consider the marking reached after the occurrence of the first transition of the first component and after the first 50 transitions of the second component. Assume that this and only this marking violates a given fact. This violation is easily recognized by construction of the corresponding unique process net. Using sequential simulation, it is only recognized if the second transition of the first component does not occur before the 50 transition occurrences of the second component. Using any stochastic strategy to chose among concurrent transitions, recognition of the fact violation turns out to be not very likely. Even using different weights for the occurrence probability of transitions does not help much because there is in general no a priori knowledge on the granularity of different components.

Facts can be specified in the system by so-called fact-transitions. A fact transition can be viewed as a special transition which does not belong to the system and which should never become enabled. The following fact-transition represents the fact that, at no reachable marking, both places \( a \) and \( b \) are marked.

\[
\begin{array}{c}
a \\
\downarrow \\
b
\end{array}
\]

As shown above, the analysis of process nets w.r.t. facts reduces to searching a set of appropriately labeled mutually unordered conditions. This can be viewed as a simple pattern in the process:

\[
\begin{array}{c}
a \\
\downarrow \\
b
\end{array}
\]

The pattern is interpreted as follows: there are two conditions in the process, labeled by \( a \) and \( b \) respectively, such that there is no order between them. We
will show next that other system properties can be reduced to a pattern searching problem in a similar way.

**Causal Chains**

The next property under consideration is based on immediate causal dependencies. For example, we might be interested in runs of our vending machine where two subsequently dispensed beverages use the same brewing facility; then the second user has to wait until the beverage is brewed while there might be two available warm beverages that could be dispensed immediately. In such a run, unnecessary delay occurs. Sequential simulation cannot identify such runs because the beverages are not distinguished by occurrence sequences. In causal semantics, a corresponding process net is shown in Figure 3. In general, we are looking for process nets exhibiting the following pattern:

![Process Net Example](image)

More abstractly, the user can specify that two \textit{dispense}-events have a distance of only four subsequent arcs, which means that some path with only four directed arcs connecting the events exists.

![Diagram Example](image)

**Goals**

The last property we like to discuss refers to the eventual occurrence of certain transitions. For example, one could require that after insertion of a coin either the coin is rejected or a beverage is dispensed. More generally, given two sets of transitions \(A\) and \(B\), we require that every occurrence of an \(A\)-transition is eventually followed by an occurrence of a \(B\)-transition. In terms of process nets, this means that for every event labeled by an \(A\)-transition we find a causally subsequent event that is labeled by a \(B\)-transition. Notice that this property can only be checked when a simulation is not terminated artificially after some \(A\)-transition. Usually, goals should be reached even if external transitions do not occur. Hence, the termination criterion of the previous section using internal and external transitions respects goals.

As the other properties, a goal can be checked by searching respective patterns in process nets. In the above example, for every \textit{insert} event we have to find a directed path that either leads to a \textit{reject} event or to a \textit{dispense} event.
Goals can be specified at the system level by special goal-places:

Filter

Simulation combined with analysis of process nets can be used to find out if the system model exhibits undesired behavior. Another application of the same concept is to filter process nets and then validate or analyze the remaining causal runs. For example, one could be interested in those runs of the example system net shown in Figure 1 not containing any reject event or in those runs not containing a causal chain pattern as described in the previous section. Using this approach, it is possible to visualize and validate only runs with certain behavior. This can be useful if only a specific feature of a system has to be checked. It is also possible to assume some properties which are not implemented in the model yet. So one can begin with a rough model together with some behavioral specification, generate causal runs of the model, ignore those runs which do not satisfy the specification and continue validation and analysis with the remaining runs. In this sense, the method supports an incremental system design, where specifications are successively implemented in the system model.

7 High-Level Petri Nets

High-level Petri nets allow to use individual tokens instead of indistinguishable tokens of place/transition nets. They allow a much more compact representation of systems. In industrial applications, high-level nets have great advantages compared to place/transition nets because they combine the graphical representation of Petri nets with the possibility to capture data. In this section, we sketch how our approach works for high-level Petri nets. First, we need some definitions.

Given a set $A$, a multiset over $A$ is a mapping from $A$ to $\mathbb{N}$. Multisets generalize sets but a multiset can contain several identical copies of an element. As an example, a marking of a place/transition net can be viewed as a multiset over its set of places where the number of tokens on a place defines its multiplicity. We call a multiset over $A$ finite if only finitely many elements of $A$ are not mapped to 0. The set of multisets over $A$ is denoted by $\mathcal{M}(A)$. The sum (and difference, if applicable) of two multisets is defined element-wise for each element of $A$. 
A high-level Petri net is given by

- sets \( P, T \) and \( F \), defined as in the definition of a place/transition net,
- a set \( A \) of individual tokens and a domain \( A_p \subseteq A \) for each place \( p \) in \( P \),
- an initial marking \( M_0 \), where an arbitrary marking \( M : P \rightarrow \mathcal{M}(A) \) assigns to each place \( p \) in \( P \) a finite multiset \( M(p) \) in \( \mathcal{M}(A_p) \),
- a set of modes \( \mu \) for each transition \( t \) in \( T \),
- for each pair \( (p, t) \) in \( F \cap (P \times T) \), an input-mapping \( i_{(p,t)} : \mu \rightarrow \mathcal{M}(A_p) \) specifying the tokens on the place \( p \) necessary for the occurrence of \( t \) in mode \( m \in \mu_t \),
- for each pair \( (t, p) \) in \( F \cap (T \times P) \), an output-mapping \( o_{(t,p)} : \mu \rightarrow \mathcal{M}(A_p) \).

When a transition \( t \) occurs in mode \( m \in \mu_t \) at a marking \( M \), then a successor marking \( M' \) will be reached, defined by

\[
M'(p) = \begin{cases} 
M(p) - i_{(p,t)}(m) & \text{if } (p, t) \in F \text{ and } (t, p) \notin F \\
M(p) + o_{(t,p)}(m) & \text{if } (p, t) \notin F \text{ and } (t, p) \in F \\
M(p) - i_{(p,t)}(m) + o_{(t,p)}(m) & \text{if } (p, t) \in F \text{ and } (t, p) \in F \\
M(p) & \text{if } (p, t) \notin F \text{ and } (t, p) \notin F
\end{cases}
\]

The inscription of places by elements of their domains denotes the initial marking.

![Diagram](image)

Fig. 5. A high-level Petri net model of the vending machine

For an example of a high-level Petri net, consider Figure 5. The set \( A \) of individual tokens is \( \{C, T, \bullet\} \cup \mathbb{N} \). The domain of the places warm and cold is \( \{C, T\} \) (for coffee and tea, respectively), the domain of counter is \( \mathbb{N} \), and the domain of each other place is \( \{\bullet\} \). Initially, all places are marked by sets, as shown in the figure. The transitions brew and dispense can occur in two different modes each, moving either a C- or a T-token. After the occurrence of brew in mode C, the place warm carries two C-tokens, i.e. its marking is \( \{(C, 2), (T, 0)\} \). The transitions insert and reject can occur in each mode \( n \in \mathbb{N} \). The input- and output-mappings are given by the annotations of the arcs. For example, the mode C of dispense associates the value C to the arcs (warm, dispense) and (dispense, cold) and the value \( \bullet \) to (accepted, dispense) and (dispense, ready). Any mode \( n \in \mathbb{N} \) of insert associates \( n + 1 \) to (insert, counter) and \( n \) to (counter, insert) and \( \bullet \) to the other two adjacent arcs. Hence, the first occurrence
of \textit{insert} can only happen for the mode 0. Then, the 0 is removed from \textit{counter} and replaced by 1.

A process net of this high-level net is shown in Figure 6. The inscription of the nodes does not represent the initial marking anymore but rather specifies for each condition which kind of token it represents. Process nets of high-level nets are defined very much like process nets of place/transition nets. Formally, these process nets are place/transition nets where the initial state marks the minimal conditions. All simulation concepts demonstrated in the previous sections can be applied to high-level Petri nets and their process nets, too.

8 Conclusions

The approach described in this chapter is the main aim of a current project called VIP (Verifikation von Informationssystemen durch Auswertung halbgeordneter Petrinetz-Abläufe), supported by the DFG (Deutsche Forschungsgemeinschaft). In the VIP-project, we apply the simulation concept to high-level Petri net models of systems. For an implementation of the concepts suggested in this contribution, see http://www.aifb.uni-karlsruhe.de/InfoSys/VIP/overview/vip.html.

We conclude this contribution by giving some references to related work, in particular to work done within the VIP-project.

As mentioned in the introduction, causal semantics and process nets belong to the standard concepts of Petri net theory. For process nets of condition/event systems, the textbook [12] can be consulted. Roughly speaking, condition/event systems are a subclass of place/transition nets. Process nets of place/transition nets have been defined at different places, [1] is a good reference. The way we define process nets as particular place/transition nets is unusual. However, it allows to formulate the results given in Lemma 1 and Lemma 2 in a particularly simple way. Similar results can be found in [1]. Our definition of high-level Petri nets...
nets is a simplified version of the definition given in [11]. Process nets of high-level Petri nets generalize process nets of place/transition nets in a canonical way. The graphical representation of facts is taken from [10]. The concept of internal and external transitions is adopted from [13].

The paper [4] concentrates on the principle goals of our project. In [2], it is shown how all process nets of a system net can be constructed. In [5], the user interface is emphasized. [3] deals with the algorithms for the analysis of process nets. Visualization of process nets employs graph-drawing algorithms. In [9] it is shown how process nets are visualized in the tool developed within the VIP-project, using a modified version of the so-called Sugiyama-Algorithm.

The VIP-approach can be easily extended to analysis of business processes with respect to time and cost [6]. The evaluation of a system model is based on the evaluation of its causal runs. The explicit representation of causality and concurrency in causal runs allows to apply OR-methods for calculation of optimal time and cost parameters.
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Abstract. Building and analyzing models of business processes has gained increased importance for any activity that requires a close examination of the business processes involved, e.g., Business Process Reengineering efforts. In this chapter we introduce a Petri net based approach to support such activities. Business processes are modeled using standard place/transition nets enhanced with some notions needed to integrate all aspects of business processes that are relevant with respect to analysis purposes, e.g., the notion of time and costs. The Petri net models of business processes are simulated by generating partially ordered runs. We will show how these runs can then be used for performance analysis of important key indicators such as throughput time.
All introduced concepts are summarized in a 3-step approach that supports users to base their decision between possible alternatives for the design of a business process on facts.

1 Introduction

Since the beginning of the 1990's business processes and their design have gained increased importance for almost any business. The ability to streamline one's business processes in a way as efficient and flexible as possible has become one of the most critical factors for the success of today’s companies. The need to deal with business processes has caused an increased need for suitable techniques and tools for their identification, analysis and simulation. The basis for all this are models of business processes.

Business process models play an important role in all different phases of business process (re-)design regardless of the framework used. As a result these models are used in phases of early designs of Business Process Reengineering (revolutionary approach) as well as during the repetitive design circles of Continuous Process Improvement (evolutionary approach)¹.

¹ see [2, 14] and Figure 1
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Errors made in early design phases will spoil any (re-)design efforts that might follow. Hence the need for methods that support a profound evaluation of process design quality in early design phases emerges as a must - otherwise choices between alternative designs of a business process have to be based on opinions or feelings. Although this appears to be common practice these days it is clearly desirable to support these important decisions with some facts by building and evaluating business process models instead.

However, in order to be able to conduct any evaluations, quite some requirements have to be met by the formalism used for building the models. Especially results with respect to quantitative criteria such as *throughput time* or *costs* will in most cases be based on *simulations* of the model. By asking the model to support simulation one directly asks for formal syntax and semantics. Otherwise the model would not be executable by a simulation engine. This is one of the main reasons why Petri nets and related formalisms (such as *event-driven process chains* (*EPC*) [16]) have become a popular choice for modeling business processes. The suitability of Petri nets for the modeling of business processes has been examined and discussed extensively (e.g., see [1, 6, 10, 13]). Because they are directly executable, Petri net models can easily be used to examine behavioral aspects of the modeled system during simulation.

In this chapter we present an approach for simulating business processes in order to gain helpful information for design decisions, especially during the important early (revolutionary) phases of (re-)design (see Figure 1). To this end we first
briefly introduce the way we build a model for a business process using Petri nets. By adopting the simulation approach based on causal runs from [5] we get a set of runs for our business process model that we can then use for a qualitative and quantitative analysis of what we have modeled. Finally we integrate all the introduced techniques into a 3-step approach that allows us to repeatedly examine (models of) business processes with respect to key performance indicators in an interactive way (see Figure 2). Throughout the chapter we will use a small example from the field of car manufacturing to illustrate our concepts.

Fig. 2. A 3-step approach to support the design of business processes

2 Modeling

In this section we briefly explain what kind of business processes we aim to model within the scope of this chapter and which characteristics of these processes we consider for analysis. We then introduce some basic concepts for building business process models with Petri nets.

2.1 Business Processes

A business process can be described as a set of activities that are being executed according to certain rules with respect to certain objectives. The execution of a business process describes the execution of the corresponding activities such that the rules are obeyed and the objectives are met. During execution of a
business process an activity can be executed multiple times, once or never. The execution of a business process usually involves decisions on alternative routings, i.e., choices between the execution of alternative activities have to be made.

During execution of business process, activities have to be coordinated. *Resources* have to be provided where needed for the execution of activities. A *business process specification* describes which activities have to be executed in what order (including concurrent execution) and what resources are needed for execution of these activities. Such a specification can contain different aspects of business processes. Depending on the modeling objectives, *functional* (concentrating only on activities and their order) or *organizational* (including the organizational context in which activities are to be carried out) aspects can be emphasized [16, 19]. In this chapter we focus on functional aspects. With respect to the type of business processes we will limit ourselves in this chapter to *production workflow* or *administrative workflow* [2], i.e., we only consider business processes which can be executed according to a given process specification.

There are many characteristics of business processes that are used for analysis purposes [11, 17, 19]. In this chapter we will concentrate on *performance analysis* of business processes with respect to key indicators from the areas *time* and *costs*. With respect to time indicators we differentiate between *activity time* and *waiting time*. Activity time is regarded as deterministic and non-variable, i.e., we assume that we can describe the time needed for the execution of an activity by using target values or estimates based on previous experiences [4]. On the other hand, waiting time can vary with the execution of alternative routings within the business process specification (we will see an example for this in Section 3). Costs of an activity are regarded as a function of the activity. Similar to time values we assume non-variable *activity costs* and variable *waiting costs*, each being values directly dependent on the corresponding time values.

Performance analysis of business processes often involves determining *average throughput times* or *costs of executions* of business processes as key indicators for the quality of the process design [15]. A prerequisite for the calculation of these and other indicators is the determination of all time and cost values for single activities that result from the execution of the business process, i.e., from executing activities or remaining in waiting states. In Section 3 we will see how to calculate these values by simulating the business process models. But first we will show how to build Petri net models of business processes.

### 2.2 Modeling Business Processes with Petri Nets

In this chapter we will use place/transition nets [7] as a Petri net class for modeling business processes. Place/transition nets are the class of Petri nets best

---

2 Note that the approach is not limited to the use of fixed values but can easily be adopted to stochastic values.
known and most extensively examined. Since most of the relevant basic concepts have already been introduced in [5] we will just point out some basic constructs that are important with respect to alternative matchings (see Section 2.1) during execution of a business process. A forward branching place, i.e., a place that has more than one transition in its post-set, models a choice or OR-branch if it carries only one token. On the other hand, backward branching transitions, i.e., transitions that have more than one place in their pre-sets, model synchronization or AND-joins if the pre-set places do not branch forward. A synchronizing transition can only occur if there is at least one token in each of its pre-set places. Therefore, the arrival of tokens in pre-set places at different points of time causes waiting time.

**Example:** Figure 3 shows a simplified process from a car manufacturing plant modeled as a place/transition net. Note that although this specific model does not contain any cycles we do not exclude cyclic business processes.

![Diagram](image)

**Fig. 3.** A business process model for car manufacturing

The behavior of a Petri net can be described using sequential or causal semantics. We will use causal semantics and causal nets for the representation of the behavior of the modeled business processes. As introduced in [5] we will refer to an execution of a business process specification as a causal run. The firing of a transition, i.e., the execution of the activity modeled by the transition, is displayed by an event. An event is a transition in the causal net representing the corresponding run. Likewise, conditions, i.e., places in the causal net, model the states that hold between the execution of activities. We will slightly modify this interpretation of events and conditions (which is the one commonly used for
runs of classical place/transition nets) as we introduce the concept of activity transitions in the remainder of this section.

**Example (Continued):** Figure 4 shows the two (maximal) runs of the business process model from Figure 3. Note that the names from Figure 3 have been abbreviated due to readability reasons.

![Diagram](image)

*Fig. 4.* Possible runs of the business process model from Figure 3

Details on the generation of runs and their analysis with respect to desired or unwanted (qualitative) properties can be found in [5].

Although they are important for the actual execution of a business process, technical (or organizational) details usually do not matter for the analysis of the structure of a business process. In most cases, by modeling too many details the expressiveness of the model with respect to the underlying structure of the business process is spoiled. Therefore it is of great value for the modeler to have a choice between several levels of abstraction. This enables him to emphasize different views of the model which might be on a more detailed or on a more conceptual level. In our approach we introduce activity transitions for modeling sequences of (part-)activities that have to be performed for the execution of an activity as a whole.

Activity transitions allow for the representation of activities in both, a detailed and an abstracting view. An example for the corresponding graphical representation is given in Figure 5, where the model from Figure 3 has been supplemented by activity transitions (as well as by time and cost inscriptions to which we will refer later). Places that are within the detailed view of an activity transition
are called internal places (e.g., place 'Produce' in Figure 5), all other places are referred to as external (e.g., place 'Chassis ready' in Figure 5). Note that the execution of the (part-)activities is modeled by internal places. A marked internal place \( p_{\text{int}} \) can be interpreted as a (local) state where the system is in the state of carrying out the (part-)activity that is modeled by \( p_{\text{int}} \). External places model the states between the execution of activities, i.e., non-planned waiting states. The concept of activity transitions can be easily mapped on the runs of a business process model. Figure 6 shows a run of the enhanced business process model from Figure 5.

A notion of time is a mandatory prerequisite for answering any questions related to the performance of real systems. The integration of time into Petri nets has been discussed extensively [2, 3, 12, 18]. Time-related performance indicators such as throughput time have become key indicators for the quality of business process design. The basic idea of the time concept we introduce in this chapter is to link time to the places of a place/transition net. Time is not consumed by the firing of transitions (as in most other approaches) but between firings of transitions. The firing itself does not consume any time. This timing concept corresponds to the idea of modeling (part-)activities by internal places of activity transitions. That way our approach is completely state-based [1], i.e., the state of the modeled business processes can be completely determined by the marking of places. This, for example, allows us to distinguish between the enabling and the actual execution of (part-)activities which in return is a mandatory prereq-
uisite for the modeling of waiting time. Time values can be fixed or variable. For analysis purposes with respect to the dynamic behavior of the model they can be transferred to runs and then be interpreted there.

Hence in our approach time is linked to the places of the business process model with an explicit distinction between time values for internal and external places. Internal places are inscribed with a fixed activity time value which corresponds to the target value for the time needed to execute the (part-)activity that is modeled by the place (e.g., the value '70' for place 'process' in Figure 5). Waiting time is linked to external places. Waiting time results from the synchronization of (sequences of) concurrent activities that differ with respect to the time needed for execution. If there are alternative activities with different respective activity times, the values for waiting time can be different from run to run. Hence, when building a model of a business process we use variables for waiting time (e.g., 'x5' for place 'Chassis_ready' in Figure 5). Waiting time can only be determined for a single run.

The behavior of a modeled business process is described by a set of time-inscribed runs. Each time-inscribed run is a run of the business process model where conditions have a natural number as an inscription. This number reflects the life-span

\[ \text{Fig. 6. An example for the cost optimal distribution of waiting time} \]

\[ ^{3} \text{More details on the advantages of state-based models can be found in [1, 2, 8]} \]

\[ ^{4} \text{Note, that for the generation of runs for a business process model any notion of time is ignored (see Section 3)} \]
of a condition, i.e., the amount of time the condition holds (which corresponds to the amount of time a token remains at the corresponding place). For internal places this value corresponds to the time inscriptions (the activity time) of this place. Conditions that have no successor and therefore "hold forever" have no associated number as they represent final states of the business process execution. In addition to this we require that the sum of life-spans of conditions for each pair of paths that lead to an event be equal. Furthermore the sum of life-spans of conditions on maximal paths has to be equal as well. This sum is the throughput time of the time-inscribed run.

For a single run there may exist several time-inscribed runs, for which only the time inscriptions for conditions that correspond to external places may differ. This is due to the assumption that only waiting time is variable. However, according to the above requirement, for all possible values of waiting time variables, the sum of time values has to be equal for all paths that lead to a synchronizing event. In most cases the sum of time values is fixed (by the path that is maximal with respect to this sum, at least if one wishes to determine the minimal throughput time) but the time values for conditions that correspond to tokens on external places can be varied in an arbitrary way. In other words, the total amount of waiting time is known, but one can still decide where to wait (see the example in Section 3).

The integration of costs into our models is accomplished using an approach similar to the one used for time. As we assume costs to be a function of time we use fixed values for activity costs and variable values for waiting costs, which are assigned to internal and external places, respectively (for an example, see cost value inscriptions for places in Figure 5).

3 Simulation and Analysis

Having built the Petri net model of the business process we can now simulate its behavior. This is done by generating runs using simulation concepts developed within the VIP project\(^6\). Since for real-life processes it is very expensive or even impossible to simulate the complete behavior we do not attempt to generate all runs. Instead, the generation of runs depicting the standard behavior of the business process (including regular exceptions) is emphasized. Recall that time and costs are ignored during simulation.

With runs generated it is possible to transfer the values for time and costs from the process model to these runs. Conditions that are mapped on internal places get the values of the activity time associated with these places. Conditions that are mapped on external places first get the variable time value that corresponds

\(^6\) Verification of information systems by evaluating partially-ordered Petri net runs, see [9] for details on generation of runs.
to possible waiting time. Since during the generation of runs all decisions with respect to choices between alternative (sequences of) activities have been made, it is now possible to calculate (combinations of) waiting times for each run. In the following we will only consider time assignments that are minimal with respect to the total throughput time of the run. For these assignments the time values for conditions corresponding to external places are equal to zero for at least one (critical) path. On these places no waiting time can occur without prolonging the total throughput time of the run (hence violating our claim for minimal throughput time). A suitable algorithm that calculates the total throughput time for a time-inscribed run can be found in [8].

In case waiting time causes costs (e.g., storage costs), it may be interesting to distribute waiting time over conditions in a way that is optimal with respect to these waiting costs. Often it is reasonable not to assign waiting time to a condition in the immediate pre-set of a synchronizing event but to shift it to some earlier occurring condition.

Example (Continued): Figure 6 shows a run of the business process model from Figure 5, including the values for time and costs. If we consider the cost functions for the conditions (represented by) $x_{\text{cond}}$ and $y_{\text{cond}}$ we realize that total costs for the run are minimal if we wait with producing the chassis for 20 time units (which enables us to assemble chassis and body of a car directly).

In case the cost functions of conditions are linear with respect to time, the cost optimal distribution of waiting time within a run can be expressed as a linear optimization problem [8]. Having determined all variable values for time and cost it is now possible to calculate other key performance indicators such as throughput time or total costs.

4 An Interactive Analysis Approach

4.1 A 3-Step Approach

With all the concepts introduced in the previous sections we propose a 3-step approach for the simulation and analysis of business process within reengineering projects.

In a first step the business process is modeled as a Petri net. At this stage values for time and costs are not considered. The modeling should concentrate on building an appropriate logical structure, i.e., identifying necessary activities and putting them in a meaningful order. That way discussions of detailed problems like 'What should the execution of this activity cost?' can be avoided at this (early) stage of the (re-)design process. No decisions have to be made with respect to estimated or target values that are to be used for the model. Activity transitions can either be specified in detail or left as a top-level building block.
In a second step a relevant set of runs of the business process model is generated and stored for later analysis. This (in most cases) time-consuming procedure can be performed independently from any values chosen for time and costs. The generation of runs can be done automatically or interactively. The corresponding simulation concept contains methods for the selection of runs that are to be generated as well as criteria for stopping the generation of a run (cut-off criteria) [5]. The second step only has to be repeated if the structure of the business process is changed. As long as this is not the case, all analysis steps can be performed for the set of runs generated once.

Since runs can be graphically displayed using causal nets (see Section 2.2 and [5]), they can be used for validating the behavior of a business process. A big advantage especially during discussions is the fact that the flows of documents, information and products can be represented explicitly by paths in these causal nets.

The third step of our approach starts with transferring time and cost values from the business process model to the generated runs (see Section 2.2). Now the generated runs can be used for performance analysis of the business process. Since the analysis techniques use runs that have already been generated, the time consumed by analysis is significantly reduced. The effects of values chosen
for time and costs can be examined immediately. Since rather little time is
needed for repeating this step for all kinds of time and cost values (compared
to generating a new set of runs each time) this step can be easily be performed
numerous times in order to experiment with different value estimates for time
and costs.

The three steps are performed iteratively until the model is valid and satisfies
desired properties.

4.2 So What?

Our analysis approach enables the user to interactively examine the business
process model and its behavior by using generated runs. What advantages does
this approach have?

Any 'efficiency claims', e.g., statements such as 'This design will cause much
higher costs,' or 'This design will never work with our time constraints,' can
be checked immediately. Especially when discussing alternative process designs
it is of great importance that design decisions can be based on more objective
criteria.

The dependencies between the measured quality of the business process model
and estimated or target values used for time and costs can be examined. When
introducing time and cost values to the business process model, the values used
will either have to be based on assumptions or experiences from business prac-
tice. Since these values might significantly differ from values that occur once the
business process model is put to practice, it is certainly a good idea to examine
the relation between chosen values and analysis results. This is especially impor-
tant in case decisions between design alternatives have to be made. Depending
on the concrete scenario (and the willingness of decision makers to take risks)
either the alternative with the best average results for all tested time and cost
values or the alternative with the best value for one time and cost combination
can be chosen.

The risk of severe mistakes caused by faulty assumptions for time and cost values
is reduced. Being able to test all kinds of values for time and costs quite quickly,
one can avoid situations where decisions have to made based on few (possibly
faulty) values for time and costs.

In summary, the risk of wrong decisions with respect to the design of a busi-
ness process can be reduced significantly. Since efficiency claims and 'But what
if...' -scenarios can be checked immediately the discussion on alternative designs
can be based on facts rather than on opinions. By creating the opportunity to
interactively play with the process model the motivation and the level of active
participation on behalf of the persons involved will be increased.
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Abstract. Formal analysis techniques can deliver important support during business process redesign efforts. This chapter points out the (potential) contribution of these formal analysis techniques by giving an outline on the subject first. Next, a specific, newly developed formal technique is discussed.

1 Formal Techniques in Business Process Redesign

A thorough analysis of several redesign alternatives can help to make the choice for the most effective solution. Also, analyzing the design of a new business process may point out whether once set redesign targets are still realistic. In this paragraph we will give a short background on business process redesign, so that the role of analysis techniques in general can be explained.

1.1 Business Process Redesign

'Panta rhei' is the famous adage of the ancient Greek philosopher Heraclitus: everything is always changing. Business processes are prime examples of this statement. Everywhere around the world, in almost every industry, processes are being fine-tuned, downsized, re-engineered, value-added and re-aligned.

Drivers behind this phenomenon are manifold. In the first place, companies feel the increasing pressure of a globalising market. Cost reduction has become prevalent to survive. Secondly, the historically strong position of suppliers in many markets is becoming less dominant compared to that of the customer. To keep customers coming back, companies have to please them by shortening their production time or increasing their product quality. The last major change driver is technology. Technology offers a wide variety of new possibilities to manage business process better. The widespread application of Enterprise Resource Planning Systems and Workflow Management Systems in industry is a strong example on this note.

A business process re-engineering effort (to use one of the many possible labels) may aim at stabilizing, reducing, or improving one or more, different and often dependent entities (e.g. cost, production time, service quality, efficiency). Many business processes changes are put in motion without an accurate picture of the
expected earnings at forehand, but rather on a ‘gut feeling’. There may be a well-understood positive or negative effect of the process change on entities such as the throughput time or production cost, but a reliable quantitative estimate is often lacking.

1.2 Phases in Redesign

The redesign of a business process is a complex activity. Specialists from different disciplines are involved, new technology is introduced, staff is confronted with drastic change, and money and time are in short supply. To handle this complexity, a redesign effort is often carried out in the form of a project. This means, among other things, that during the effort distinct phases are distinguished in which different activities are planned. We will describe a generally applicable model to distinguish such phases within a redesign project, based on the IPSO methodology as described in [3]. The six phases are:

1. **Create vision:**
   A vision is created on the desired and necessary changes within an organization to improve its performance. A proper recognition of the organization’s Critical Success Factors (CSF’s) is required: which organizational issues determine success or failure of the organization? For these (or some) CSF’s redesign targets are set. Next, it has to be established which business processes contribute mostly to the development of these CSF’s. This determines the scope of the redesign. Lastly, the new organizational principles and technology have to be identified that will be the backbone of the redesign. In essence, the result of phase 1 is a conceptual design of the change.

2. **Diagnosis:**
   A thorough analysis of the selected processes is carried out to obtain an understanding of their current performance. This performance is usually expressed in terms of rates on key performance indicators (KPI’s) such as the throughput time, customer satisfaction, product quality, etc. Next, the causes of low scores on KPI’s within the current processes are determined, if possible. This knowledge can be applied in phase 3.

3. **Process redesign:**
   For the selected scope of the redesign, targets of the most important KPI’s are set, in line with the desired development of the CSF’s. Then, alternative process redesigns are developed in the form of models. The alternative models are to be analyzed and compared. Eventually, one of the models is selected as the definite redesign, after which it is detailed. The definite redesign is to be analyzed to ensure that set goals can be satisfied. From the detailed process design the requirements follow on the necessary supporting technology and information systems within the processes. At this point, there is a detailed design of the change.

4. **System design and construction:**
   On basis of the requirements of the definite process design, an outline of the technology components must be made, as well as their interaction patterns. This is the architecture of the new process. Furthermore, (information) systems and applications have to be designed that enable the new process to function in
correspondence with its detailed design. Finally, both the technology architecture and the applications have to be actually constructed and tested.

5. Transfer and implementation:
The newly designed process in combination with the supporting technology is integrated and transferred to the organization. New procedures, system functionality, communication structures, and responsibilities have to be communicated and explained to the relevant parties (e.g. employees, management, and customers). Feedback is generated to fine-tune the new process, after which it can be taken into full operation.

6. Evaluation:
After implementation, a continuous phase of monitoring starts. The KPI’s that have been determined in the diagnosis phase will be measured on regular intervals. This will usually trigger gradual adjustment and improvements of the new process(es). On basis of this information it can be determined whether the redesign effort is a success.

1.3 Formal Analysis Techniques for Business Processes

In general, there are two different categories of formal analysis techniques that can be used in the context of redesigning business process: qualitative and quantitative techniques. Qualitative techniques focus on the question whether a process design meets a specific property. Quantitative techniques are used to calculate or approximate the size or level of a specific property. For example, whether a process design meets the demand that a bank employee never can validate a cash transfer that he has initiated himself is a qualitative question. To determine how long customers have to wait before their telephone call is responded to by the call-center typically a quantitative analysis is required.

Quantitative techniques can be categorized into simulation and analytical techniques. If one compares these two types of techniques, it can be said that simulation is an approximation technique, where analytical techniques deliver exact numbers. During a simulation of a business process, at specified intervals cases (e.g. new orders) are generated for the model in execution. In response, each of the components within the model will behave in accordance with its specification. For instance, on receipt of a new order the computer will simulate an employee inspecting the order on completeness. The actions performed by the model in execution are realistic, but are not necessarily exactly the same or take place at the same moment as in a real-life situation. During execution, information is gathered on items that result from the interaction of the modeled components. For example, the frequency of message exchanges between two specific components is measured or the accumulation of work in front of an overloaded resource.

An analytical technique, on the other hand, is based on an algorithm that yields an exact result on basis of both the formal model and some well-understood relationships between the specified components. For example, a business process can be modeled as a network of nodes connected to each other by arcs, expressing precedence relations. On basis of such a network model, the shortest path leading from a new order to fulfillment can be calculated. Popular formalisms and mathematical theories to model and analyze business processes in this analytical way are, for example, Markov chains, queuing theory, CPM, PERT and GERT (e.g. [6], [7], and [9]).
Often, an exact result is preferred over an approximated result. However, the complexity of a specific business process model can be such that a quantitative, simulation approach is the only feasible means of analysis. Given a specific process model, there are several aspects that determine whether a qualitative or quantitatively analytical approach is feasible at all and, if so, preferable over simulation. For example, if both the synchronization structures within a process (e.g. parallelism) and the behavior of resources is too complex, no known general analytical techniques are available to determine the throughput patterns of work packages. Although simulation is a very flexible technique suited to investigate almost any type of business process, a common disadvantage is that, in non-trivial situations, numerous and lengthy simulation runs have to be carried out to obtain reliable results.

For all types of analysis, qualitative or quantitative, holds that a formal model of the business process underlies the analysis. Depending on the set of properties that is taken into consideration in the redesign effort, elements of the real business process are incorporated in the model. If, for example, the redesign effort is primarily concerned with the optimization of the logistics of the process, elements typically found in a process model are buffers, resources, routings of jobs, service times, and order arrivals. If, for example, the accent is on cost reduction, elements such as labor time, material costs, and depreciation factors will be part of the model.

1.4 Relevance of Formal Techniques

On basis of the phases within a process redesign project we have distinguished in paragraph 1.2 and the outline of techniques in paragraph 1.3, we can now pinpoint the places in the redesign process where analysis techniques can be useful. More in specific, whether a qualitative or quantitative is useful. As it turns out, the diagnosis and the redesign phases are best served by applying formal analysis techniques.

Diagnosis phase
As the first phase in a redesign project, the vision phase, is concerned creating prescriptive targets and means, it is not very suitable to apply formal analysis methods. During the subsequent, diagnosis phase it is paramount to come to a clear conception of the current process operations in practice. It can be argued that this could be established for a great deal on basis of observation and data gathering alone. Nonetheless, there are at least two situations when applications of analysis techniques are useful. In the first situation, it turns out to be difficult to understand the relations between different entities within a process by observation alone. For example, although historic information on resource availability and service quality at a specific work center is known, it is unclear how these two are related. The use of, for instance, a simulation model may indicate which of the alternative interaction patterns is most suited to explain current operations. It is rather awkward to interfere in the day-to-day operations to establish such a relation without a simulation.

The second situation occurs when one is interested in the future operations of a process. Clearly, this cannot be established by observing current processes alone. A future analysis can be performed by constructing a formal model of the current business process, and experiment with changes in the context of the process by inserting (partly) imaginary data, and analyze it accordingly. For example, a foreseen
rise in demand can be projected on the model of the current business process, while keeping resources stationary. Simulation runs, then, may indicate where and in which sequence overload of capacity will occur. Qualitative analysis may point out whether dangerous or unwanted situations may occur.

**Redesign phase**

The subsequent phase, the redesign phase, is primarily a creative process aimed at developing new designs. Once developed, the alternative models have to be compared and the optimal solution is modeled in detail. There are three areas, normally dealt with in consecutive order during this phase, in which formal techniques can be useful:

1. **Design construction**,
2. **Performance analysis**,
3. **Verification of design**.

**Ad 1.** The design of a new process is primarily a creative process, which is likely to incorporate some level of human ingenuity for some time to come. Nonetheless, formal analytical techniques can offer support during the creation of a new design. On basis of desired properties of the process model on the one hand and characteristics of the elementary design blocks on the other hand, a formal technique may suggest (near) optimal design constructions or indicate the boundaries that the process design should stay within. For example, suppose there is a number of machines, each with a known capability. On basis of the characteristics of the desired end product, an algorithm can be used to, first, determine the required machine capabilities and, next, to indicate the alternative sets of machines that should be minimally available within the process. The designer makes the ultimate decision about which machines are chosen and at what locations within the process the machines are placed. In paragraph 2 we will describe in more detail an algorithm that can be used within this area.

**Ad 2.** Having created several designs, performance analyses are useful to compare these designs on how well they perform in different fields. Simulation can be used in much the same way such as described in the diagnosis phase. However, the creation of detailed simulation models and the subsequent lengthy simulation runs themselves may take too much time when roughly considering many alternatives redesigns. Analytical approaches that aim at measuring specific aspects of the designs in efficient ways are much more useful at this time. Depending on the performance indicator that is of prime interest, specific algorithms are applied. An example of such an algorithm, the computation of the throughput time, is treated in more detail in paragraph 2. In the end, when the preferred process design is established it may become much more interesting to develop a full simulation model to achieve an accurate view of the expected outcomes of the redesign effort. This may lead to tuning the goals to realistic levels.

**Ad 3.** Before the detailed process design is actually transferred to subsequent phases, such as the system construction, it should be established that the design is *correct*. This is very important considering the cost involved in developing a new process only to change it directly when it has been established. Although simulations used to assess the performance may have indicated no errors, this cannot be taken as that the process incorporates no faults. After all, simulations cover only a finite number of situations.
Analytic, qualitative techniques may be used to determine important properties of the design, such as the absence of dead-locks or the eventual termination of the process once work is taken on.

2. Throughput Analysis

In this paragraph, we will describe a recently developed formal technique that can be used when redesigning business processes ([4]). It focuses on the computation of the throughput time of a specific business process model. We start by introducing the throughput concept. Next, we will describe the construction of business process models within this approach and the algorithm to compute the throughput time of the business process modeled in such a fashion.

2.1 Throughput Time

One of the most important performance indicators in industry is the throughput time. Although authors from different disciplines use different terminology for this concept such as passage, cycle and traversing time, we stick to our term for reasons of popularity in the field of workflow management from which our approach originates. The throughput time of a specific job is the total amount of time spent from the moment that the handling of the job started until the moment it is completed. The throughput time of a job is the sum of its service time and its waiting time. Waiting time for a job is created when no task can be executed due to the unavailability of resources. When there is at least one task processing a job, this counts as service time.

The wide-spread use of the throughput performance indicator can be explained from the fact that it is concerned with the ‘flowing’ of work through the business process, rather than with the exact manipulations that take place. Very often, a low or stable throughput time is a desirable or even necessary characteristic of a business process. Imagine, for instance, a government agency that handles tax forms and decides whether they are valid. National regulations may be violated when the processing of a job takes over one year.

The throughput time of a process can be expressed in several ways. This is caused by the fact that jobs that undergo the same processing often do not share the same throughput time. In other words, there is throughput variance. An ordinary cause for this phenomenon is that resources do not deliver constant productivity. Another cause may be fluctuations in market demand, possibly flooding the system, leading to waiting time. A very common approach is to express the throughput time of a process as the average throughput time of the jobs it handles. Although this may be fine as an approximation, this average is not always a good reflector of the performance of the process. For example, if minimum and maximum throughput times of jobs are far apart, the average throughput time is hardly suitable to give customers guarantees about delivery times. An alternative sometimes used, is to declare the throughput time of a process by means of a fraction percentage and a cut-off value. For example, 90 % of the jobs going through a specific business process is finished within 6 weeks. If the throughput of jobs varies, the most detailed expression of the throughput time is as a histogram or a probability distribution of the job throughput times.
Regardless of the exact definition used, the computation of the throughput time for a business process already in action is straightforward. Actual throughput figures on job throughput times can be used to express the throughput time following either definition. A problem arises, when the throughput time is to be determined of a newly designed process. Depending on historic information only puts the designer in an awkward position. He cannot design a process with desirable throughput characteristics without putting the process to work first. Especially when design alternatives are to be compared, such as required in the redesign phase sketched in paragraph 1.2, this is not very practical.

A proper alternative, propagated in this chapter, is to apply formal quantitative techniques on a model of the designed business process. One of the possible approaches is to apply simulation. As argued before, simulation can be time consuming. An analytical approach that is time-efficient and yet powerful to yield reliable results (by being exact) would therefore be preferable in this situation. In the next paragraph we will explain the basics of such an approach.

### 2.2 Elements of the Process Model

When choosing an analytical approach, it is important to incorporate those aspects within the formal model that determine the throughput time of the process. Bringing back in mind the distinction between service time and waiting time, the following aspects are relevant:

1. the **structure** of the business processes: a business process is a set of tasks that have to be completed in some kind of order (possibly differing for each new job); the possible routes through the process, leading to the execution of individual tasks, is essential for determining the throughput time.
2. the **resource schedule**: the way how resources are distributed over the different tasks within the process; both the available type of resources and the number of resources may determine the flow of jobs through specific points in the process.
3. the **service characteristics** of the resources active within the process: differences in service productivity per resource influence throughput time,
4. the **arrival rate** of new jobs: the balance between new arrivals and available resources determine whether waiting time arises.

When starting to model a business process, it is generally up to the modeler how accurate each of these aspects is modeled. There are, however, practical limits to this accuracy. Usually it is not feasible to model the characteristics of each individual job or resource. Instead, **classes** of different jobs and resources are modeled. A certain pattern of behavior, then, holds for each member of a class.

A second practical limitation is that the exact chain of cause and effect underlying specific behavior is unknown or perhaps irrelevant. For example, the arrival of new orders may depend on the price level of a competitive product. That price strategy may be unknown.

Moreover, the exact cause for, for example, a resource to work slower at some times is less relevant than accurately modeling the phenomenon itself. A stochastic approach is then the answer. This means that, given a specific component of the model, relevant patterns of behavior are distinguished. Each pattern is assigned a probability weight, instead of modeling the specific cause. For example, fluctuations
in the arrival of new orders are expressed by a probability distribution. A common characteristic to model an arrival pattern of new cases is a standard Poisson distribution.

Similarly, to model changes in the productivity of a resource, a distribution is used that asserts probabilities to each possible service time that resource may deliver. Realistic behavior is induced even more when stochastic processes are modeled to be dependent on each other. Specific resource behavior may be dependent on the resource behavior shown earlier. On the other hand, to simplify calculations, many times standard stochastic distributions are used, or even deterministic behavior. More realism can be achieved by using arbitrary or mixed distributions.

Even when (3) the service characteristics and (4) the arrival rate are modeled stochastically, analytical analysis is not straightforward. Both (1) a complex process structure or (2) a complex resource schedule may trouble the analysis. An example of a difficult resource schedule is the use of so-called “butter flies”, resources that are not assigned to a fixed task within the process, but wander around. Difficult process structures are those in which other relations can be applied than mere sequential orderings of tasks, for example by allowing the parallel execution of tasks.

General applicable analytical techniques to compute the performance of a business process model with an arbitrary, independent stochastic arrival pattern, with arbitrary, independent stochastic service characteristics, with a complex resource schedule, and with a complex process structure are not available. Reduction of complexity of the model is therefore required. Many existing performance analysis techniques concentrate on omitting complex process structures from the model, such as the choice, parallel, and cycle constructions. In addition, stochastic resource behavior or stochastic arrival patterns are modeled using standard probabilistic distributions, such as normal distributions or negative-exponential distributions.

In the approach presented in this paragraph, we will apply reductions in another dimension, allowing for greater realism in two other dimensions. Our approach comes down at assuming a liberal resource schedule. No matter the number or types of resources required for the execution of a task, we will assume that sufficient resources are always available when there is a job to process by that task. In other words, the resource capacity is infinite; no waiting time can occur due to the lack of resources. The throughput time of a job under these conditions is equal to the total service time spent. In a real business process, of course, this situation will hardly ever occur. It means that the process is either in expensive excess of capacity or in a terrible lack of orders. On the other hand, this assumption allows for more accurate modeling in two other dimensions, typically neglected in other approaches. In the first place, there is a great set of possibilities to investigate the effect of complex process structures on the throughput time. It is possible to apply choice, parallel, and cycle constructions. Secondly, its is possible to achieve a much higher level of accuracy when modeling the service characteristics by using arbitrary (yet independent) probability distributions. Note that the exact arrival pattern has become irrelevant, because handling of a specific job cannot influence the throughput of another job.

In the next paragraph we will start the formal description of the approach. The basic framework of the model used are high-level stochastic Petri Nets.
2.3 Petri Nets

To create the structure of a business process, we will use classical Petri nets. For a formal definition, the reader is referred to [2] or [5]. A Petri net is a triple \( (P, T, F) \) that consists of two node types called places and transitions, and a flow relation between them. We will use places to model milestones reached within a business process and transitions as the individual tasks within the business process to execute. Places are represented by circles; transitions are represented by rectangles. The process constructions that can be applied in our approach to build a business process are the so-called blocks. These are: sequence, choice, parallelism, and iteration. The blocks that express these constructs are depicted as Petri nets in Figure 1.

![Petri Net Diagram](image)

**Fig. 1.** Sequence (i), choice (ii), parallelism (iii), iteration (iv).

The first block, the sequence block, represents a process construction that puts two tasks in sequential order. The first task has to be completed before the second can be started. The second, choice block represents a construction in which exactly one of two alternatives is carried out. The third block shows how two tasks can be modeled such that they can be executed simultaneously. The last block, the iteration block, represents the process construction in which the execution of a task can be repeated.

Arc labels occur in the choice (ii) and iteration (iv) blocks. They represent the values of a Bernoulli-distributed random variable that is associated with these blocks. An independent draw from such a random variable determines the route of the flow. Each new application of such a block is accompanied by the introduction of a new, independent random variable.

As the starting point of each Petri net model construction we will take a simple start net. This net is depicted in Figure 2. We will refer to this specific Petri net as S\(N\), for start net.
The next step is to extend the original net, by subsequently applying blocks on parts of the model that are similar to the start net. We shall clarify this replacement rule informally. In Figure 3 the creation of business process model is depicted as the result of successive applications of blocks. The initial start net is extended by applying the construction rule with the sequential block. Both within the upper and the lower half, constructions similar to the start can be distinguished. The upper half of the resulting net is transformed into a choice construction. On the lower half, the parallel composition is applied. Finally, the right path of the parallel construction is modified with the iteration block.

The next step in building the business process model is to assign the service characteristics to the constructed model. In our approach, all service times for one specific task - a timed transition - are independently sampled on basis of the same probability distribution. We will call this distribution the service distribution. Its matching probability density is the service density. The time which is taken by a service of transition \( t \) is called the service time. The service time is a discrete random variable \( t \). Its matching probability density \( f_t: \mathbb{N} \rightarrow \mathbb{R} \) is called the service density;

\[
f_t(k) = P(t = k), \text{ for } k \in \mathbb{N}.
\]

Its matching probability distribution \( F_t: \mathbb{N} \rightarrow \mathbb{R} \), is called the service distribution;

\[
F_t(k) = P(t \leq k), \text{ for } k \in \mathbb{N}.
\]
The service time $t$ is bounded: there is an upper bound $u_t \in \mathbb{N}$ which is the smallest value such that for all $j \in \mathbb{N}$ and $j \geq u_t$ holds that $f_j(j) = 0$.

Our assumption of the service time to be discrete is no real constraint: for practical purposes it is always possible to find an appropriate representation. As we will see, we do need the boundedness of the service time to perform some of the computations to come.

2.4 Blocks

In this paragraph it will be shown how the throughput time can be computed of a business process model that is constructed in the presented fashion. The throughput time of a business process is defined as the time that elapses between the arrival of a token at the source place and the corresponding arrival of a token in the sink place. Similar to the service time notions, it is possible to distinguish the throughput distribution and throughput density of a process. Assuming the service densities to be known of each of the transitions within a block, we will show how the throughput density of an entire block can be computed. Each of the blocks requires a specific algorithmic approach.

**Sequence block**

Consider the sequence block $B$ in Figure 4 with two transitions $s$ and $t$. Transition $t$ can only be executed when $s$ is completed.

![Fig. 4. Sequence block.](image)

The throughput density $f_B$, given $f_s$ and $f_t$, can be computed as follows:

Let $y \in \mathbb{N}$,

$$f_B(y) = \{ \text{all possible combinations over transitions } s \text{ and } t; \text{ } y \text{ non-negative } \}$$

$$\sum_{i=0}^{y} p(s=i \land t=y-i)$$

$$= \{ s \text{ and } t \text{ probabilistically independent } \}$$

$$\sum_{i=0}^{y} p(s=i)p(t=y-i)$$

$$= \{ \text{ definition convolution; represent } f_s \text{ and } f_t \text{ as vectors, service density in } i \text{ is the } i^{th} \text{ coefficient of the vector } \}$$

$$f_s \otimes f_t(y)$$

A straightforward computation of the convolution $f_s \otimes f_t$ would require at least $u_s u_t$ multiplications (product of the upper bounds), a quadratic number. To make the
computation more efficient, the Fast Fourier Transform (FFT) is applied. The FFT is an algorithm that computes the Discrete Fourier Transform (DFT) of a vector in $\theta(n \log n)$ steps. Computing a convolution of two vectors, then, comes down at multiplicating the Fourier Transforms of those vectors, after which this product has to be transformed back in a normal vector representation. Using the Fast Fourier transform, a vector representation of $f_s \otimes f_t$ can be computed in $\theta(n \log n)$ time, with $n$ the smallest power of two that is at least twice as large as the maximum of the upper bounds of tasks $s$ and $t$. For a thorough explanation of the Fourier Transform the reader is referred to [1].

**Parallel block**

The block we will consider next is the parallel block. Consider the parallel block $B$ in Figure 5 with transitions $k$, $l$, $m$, and $n$.

Due to the structure of $B$, transitions $l$ and $m$ can be executed in parallel. That is, there is no precedence constraint between transitions $l$ and $m$. When both transitions $l$ and $m$ have ended, transition $n$ can be executed. We want to compute throughput density $f_B$, given $f_k$, $f_l$, $f_m$, and $f_n$. Without loss of generality we assume that $f_k(0) = 1$ and $f_n(0) = 1$ (they are logical transitions).

Let $y \in \mathbb{N}$,

$$f_B(y) = \{ \text{structure block; } k \text{ and } n \text{ instantaneous} \}$$

$$P((l \max m = y) = \{ \text{definition max} \}$$

$$P((l = y \land m \leq y) \lor (m = y \land l < y))$$

$$= \{ \text{independent random variables} \}$$

$$f_l(y) \sum_{i=0}^{t} f_m(i) + f_m(y) \sum_{j=0}^{t} f_l(j)$$

$$= \{ \text{definition service distribution; distinguish cases } y = 0 \text{ and } y > 0 \}$$

$$\begin{cases} f_l(y)F_m(y) + f_m(y)F_l(y-1), & y > 0 \\ f_l(y)f_m(y), & y = 0 \end{cases}$$

The computation of the distribution function $F_m$ can be done in $u_m$ steps, just as the distribution function $F_l$ can be computed in $u_l$ steps. Therefore, the total computation of $f_B$ can be done in $\theta(t)$ time, with $t$ equal to the maximum of upper bounds $u_l$ and $u_m$. 

![Fig. 5. Parallel block.](image)
Choice block
The next block we will consider is the choice block. The choice block $B$ is depicted in Figure 6.

The block $B$ consists of two transitions $s$ and $t$. Initiating block $B$ results in either the execution of transition $s$ or transition $t$, with respective chances $\alpha$ and $1 - \alpha$. When the selected transition is completed, the block itself is completed. We would like to compute throughput density $f_B$, given $f_s$ and $f_t$.

Let $y \in \mathbb{N}$,

\[
f_B(y) = \begin{cases} 
\{ \text{structure block; introduce random variable } \mathcal{I} \text{ which determines whether transition } s \text{ or transition } t \text{ is executed } \} \\
\mathbb{P}(\mathcal{I} = s) = \alpha; \ \mathbb{P}(\mathcal{I} = t) = 1 - \alpha; \ \mathcal{I}, s, \text{ and } t \text{ are independent } \\
\alpha f_s(y) + (1 - \alpha) f_t(y)
\end{cases}
\]

From the last expression follows that we can compute $f_B$ in $\Theta(n)$ time, with $n$ equal to the maximum of $u_s$ and $u_t$.

Iteration block
The final and most complex block is the iteration block, depicted in Figure 7. It consists of transitions $t$ and $u$. The choice for either transition $u$ or termination after completion of transition $t$ is a matter of chance. After each firing of transition $t$ transition $u$ will fire with probability $\alpha$.

The throughput density $f_B$, given $f_t$ and $f_u$, can be computed as follows:
Let $y \in \mathbb{N}$

$$f_b(y) = \{ t \text{ will always be executed one time more than } u; \text{ define random variable } n \text{ as the number of times that transition } u \text{ is executed } \}
$$

$$\sum_{n=0}^{\infty} \left( \sum_{j=1}^{n+1} L_j + \sum_{j=1}^{n} u_j \right) = y \land n = n \}
$$

$$= \{ n \text{ has geometrical distribution with } p(n = n) = (1 - \alpha)^n; \text{ random variables independent } \}
$$

$$\sum_{n=0}^{\infty} (1 - \alpha)\alpha^n \left( \sum_{j=1}^{n+1} L_j + \sum_{j=1}^{n} u_j \right) = y \}
$$

$$= \{ \text{ definition of service density } f; \text{ service times are based on same service density; definition convolution; introduce notation } \otimes a_j = a_1 \otimes a_2 \ldots \otimes a_n \}
$$

$$\sum_{n=0}^{\infty} (1 - \alpha)\alpha^n \left( \otimes_{j=1}^{n+1} f \otimes_{j=1}^{n} f \right) (y) \}
$$

At this point we realize that a more suitable computational approach is to derive the Discrete Fourier Transform of the vector representation of $f_b$ from the transforms of $t$ and $u$. Doing so, it is possible to use an inverse transformation to actually compute $\bar{B}$ - the vector representation of $f_b$. Leaving undecided yet what is the proper length of $\bar{B}$ we denote the index of the DFT with $l$.

$$DFT_l (\bar{B}) = \{ \text{ recall derivation of } f_b(y); \text{ use } \cdot \text{ for pointwise vector multiplication and } + \text{ for pointwise addition } \}
$$

$$DFT_l \left[ \sum_{n=0}^{\infty} (1 - \alpha)\alpha^n \left( \otimes_{j=1}^{n+1} \otimes_{j=1}^{n} \bar{u} \right) \right] \}
$$

$$= \{ \text{ DFT distributes over multiplication and addition } \}
$$

$$\sum_{n=0}^{\infty} (1 - \alpha)\alpha^n DFT_l \left( \otimes_{j=1}^{n+1} \otimes_{j=1}^{n} \bar{u} \right) \}
$$

$$= \{ \text{ convolution theorem; convolution is associative } \}
$$

$$\sum_{n=0}^{\infty} (1 - \alpha)\alpha^n DFT_{n+1} (\bar{i}) DFT_{n} (\bar{u}) \}
$$

$$= \{ \text{ calculus } \}
$$

$$\frac{(1 - \alpha)DFT_l (\bar{i})}{1 - \alpha DFT_l (\bar{i})DFT_l (\bar{u})}$$
Obviously, we can not expect \( f_B \) to have an upper bound. After all, \( t \) and \( u \) could be executed infinitely often if \( \alpha \) is non-zero. So by choosing \( n \) as proposed we may end up with a vector representation of \( f_B \) that is too short. That is, there may be interesting values of \( f_B \) that will not be represented. We will show how a relevant, estimated length of \( \hat{B} \) can be determined before actually computing \( \hat{B} \). We would be most pleased to find a value \( v \) such that for some very small \( \varepsilon \) holds:

\[
P(B \geq v) \leq \varepsilon \tag{i}
\]

We are looking for an estimation of \( v \) that takes the distribution of values within \( f_t \) and \( f_u \) into account. For this purpose we will use Chebyshev’s inequality, that we present without proof (see [8]). This inequality is often used to find a rough upper bound in mostly theoretical applications.

**Theorem (Chebyshev’s inequality)** For any random variable \( x \) for which \( E x^2 \) exists:

\[
P\left(\left| x - E_x \right| \geq c \right) \leq \frac{\text{var } x}{c^2}
\]

With this inequality in the one hand, and the mean and variance of the throughput density \( f_B \) in the other, it can be determined which probability part of the density falls before or after a hypothetical border. As the service time for any transition \( t \) is denoted by \( t \) we will denote its mean by \( E_t \) and its variance by \( \text{var } t \).

\[
E_B = \{ \text{structure block} \}
\]

\[
E_t + \alpha(E_u + EB)
\]

\[
= \{ \text{calculus} \}
\]

\[
\frac{E_t + \alpha E_u}{1 - \alpha}
\]

The computation of the variance of the iteration block is as follows.

\[
\text{var } B
\]

\[
= \{ \text{structure block; definition variance} \}
\]

\[
\alpha \text{var } (t + u + B) + (1 - \alpha) \var t + \alpha(1 - \alpha)(E(t + u + B) - E_t)^2
\]

\[
= \{ \text{calculus; previous result for } EB \}
\]

\[
\frac{\text{var } t + \alpha \var u}{1 - \alpha} + \alpha \left( \frac{E_u + E_t}{1 - \alpha} \right)^2
\]

With Chebyshev’s inequality we can determine a relevant part of vector \( \hat{B} \) by modifying our original requirement (i) with:

\[
P(B \geq v \lor B \leq -v) \leq \varepsilon \tag{ii}
\]
This is only apparently a stronger requirement than (i), as $B$ can never be negative and the sum of positive values of $f_B$ is 1. Immediate application of Chebyshev on equation (ii) is possible and yields the following:

$$v \geq c + EB$$

and

$$\varepsilon = \frac{\text{var } B}{c^2}.$$ 

From these equalities we can derive that:

$$v \geq EB + \sqrt{\frac{\text{var } B}{\varepsilon}}.$$ 

Concluding, given $f_t$ and $f_u$, we can compute a vector representation of $f_B$ for the iteration block by using the DFT:

$$\text{DFT}_v(B) = \frac{(1-\alpha)\text{DFT}_v(i) - \alpha \text{DFT}_v(i)\text{DFT}_v(u)}{1 - \alpha^{\text{DFT}_v(i)\text{DFT}_v(u)}}$$

with

$$v$$ is the smallest power of two such that $v \geq EB + \sqrt{\frac{\text{var } B}{\varepsilon}}$, and

$$\text{var } B = \frac{\text{var } t + \alpha \text{var } u}{1 - \alpha} + \alpha \left( \frac{E_t + E_t}{1 - \alpha} \right)^2.$$ 

With the FFT we can compute a vector representation of $f_B$ in $(v \log v)$ time, with $v$ as specified. To appreciate its efficiency we have to establish the computing time of calculating $f_B$ in a straightforward manner. The complexity of this calculation depends on the maximal number of successive times that transitions $t$ and $u$ can be executed. We know that if both $f_t(0)$ and $f_u(0)$ are equal to zero, at most $v$ executions of these transitions are of interest. Any more executions of transitions $u$ and $t$ would result in throughput times that we do not take into consideration. As a result, a straightforward approach requires the convolution of $v$ times the function $f_t$ and $f_u$. This is an operation requiring $\theta(n')$ time, with $n$ the maximum of upper bounds of transitions $t$ and $u$. A comparison with the $\theta(v \log v)$ time required by our newly found computation method illustrates the efficiency of the latter.

## 2.5 Overall Computation

Suppose we have constructed a business process model from the start model $SN$ with $n$ subsequent applications of the construction rule. Then, for $n > 1$ we can distinguish the intermediate models $W_1, W_2, \ldots, W_n$. $W_i$ is the result of the application of the construction rule using one of the blocks on the start model $S$; $W_i$ results from the $n^{th}$
application of the construction rule on intermediate model $W_{n-1}$. For each of the other intermediate models $W_i$ holds that it is the result from the $i^{th}$ application of the construction rule on intermediate model $W_{i-1}$. Note that we can represent all intermediate process models hierarchically in a derivation tree. It is, in fact, this derivation tree that we will step through during our computation.

To compute the total throughput time of the constructed process model $W$ we assume that the service density of each of its transitions is known. In addition, all probability distributions that involve choices or iterations are known too. Now we take the opposite direction of the construction route. Starting at the end, we consider the last application of the construction rule that leads from $W_{n-1}$ to $W$. We know which part of $W_{n-1}$ is replaced by which specific block. We call this part $S_{n-1}$ and the block $B_{n-1}$. Recall that $S_{n-1}$ is isomorphic with the start model. $B_{n-1}$ is the part of which we compute its throughput density $t_{n-1}$. This is feasible, as we know all relevant service densities in $W$.

The resulting throughput density $t_{n-1}$ is a fair characterization of the time that it takes $B_{n-1}$ to process a job. What is more, the block can be seen as a detailed specification of the behavior of $S_{n-1}$ that it has replaced. Therefore, the resulting throughput density is a fair characterization of the service time that it takes $S_{n-1}$ to process a job as well. When the only transition in $S_{n-1}$ should have a service density that is equal to $t_{n-1}$, the total throughput time of $W_{n-1}$ would exactly be the same as that of $W$. $S_{n-1}$ can be seen as a “black box” for the applied block. The effort of computing the throughput time of $W$ has now become the effort to compute the throughput time of $W_{n-1}$.

We can repeat this approach for each of the $n$ transformations. When we ensure that we follow the construction route in opposite direction, we can be confident that all relevant data is available to compute the throughput time of each start model that has been replaced. Finally, we end up with the start block $S_{W}$. This block will have only one transition of which its service density characterization is exactly the throughput characterization of the entire process model $W$. And this is exactly the throughput density we were looking for.

### 2.6 Numerical Experience

To give an indication of the efficiency of the presented algorithm to analyze the throughput time of a business process model in the above way, we have computed the throughput density of the rightmost process model depicted in Figure 3. As tool for these calculations we have used the mathematical software package Maple $V^\text{e}$ running on a Pentium 100 MHz computer. Each of the seven transitions in the process model has been modeled to behave in accordance with distinct service densities. These service densities, together with the process model under consideration, are depicted in Figure 8. The service densities in this example are bounded by 64 time units.
The probabilities $\alpha$ and $\beta$ of the model have been set on 0.3 and 0.15 respectively. For the computation of the throughput density of the iteration block an inaccuracy ($\varepsilon$) of 1 percent has been allowed. The resulting throughput density for the entire net is depicted in Figure 9.

The computation of the throughput density of the example net has been performed for several sizes of the throughput density domain. These results can be found in Table 1.
Table 1. Computation time for example

<table>
<thead>
<tr>
<th>Bound (service time units)</th>
<th>64</th>
<th>128</th>
<th>256</th>
<th>512</th>
<th>1024</th>
<th>2048</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computation time (seconds)</td>
<td>13</td>
<td>28</td>
<td>64</td>
<td>152</td>
<td>377</td>
<td>990</td>
</tr>
</tbody>
</table>

As can be seen, the computation time increases somewhat faster than linearly in the bound dimension. It can be easily verified that the same relation exists between the number of transitions and the computation time.

3. Conclusion

In this chapter we have made a case for the application of formal analysis techniques during the redesign of business processes. We have identified the phases in a redesign project where formal techniques can be applied. On a more detailed level, we have shown how an analytical technique can be used to establish the throughput time of a business process model. This analysis technique is only one of the many possible quantitative analytical techniques that can offer support in this field. A redesign tool that incorporates these kinds of techniques, presenting relevant analytical characteristics of a business process can be a valuable asset to designers. In this way, redesign measures formerly only justified by “gut feeling” can be rationalised. Considering the money, time and stakes involved with BPR we would embrace an increased rationality of the redesign process that may be acquired with the use of a redesign tool.
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Abstract. Workflow management systems facilitate the everyday operation of business processes by taking care of the logistic control of work. In contrast to traditional information systems, they attempt to support frequent changes of the workflows at hand. Therefore, the need for analysis methods to verify the correctness of workflows is becoming more prominent. In this chapter we present a method based on Petri nets. This analysis method exploits the structure of the Petri net to find potential errors in the design of the workflow. Moreover, the analysis method allows for the compositional verification of workflows.

1 Introduction

Workflow management systems (WFMS) are used for the modeling, analysis, enactment, and coordination of structured business processes by groups of people. Business processes supported by a WFMS are case-driven, i.e., tasks are executed for specific cases. Approving loans, processing insurance claims, billing, processing tax declarations, handling traffic violations and mortgaging, are typical case-driven processes which are often supported by a WFMS. These case-driven processes, also called workflows, are marked by three dimensions: (1) the control-flow dimension, (2) the resource dimension, and (3) the case dimension (see Figure 1). The control-flow dimension is concerned with the partial ordering of tasks, i.e., the workflow process. The tasks which need to be executed are identified and the routing of cases along these tasks is determined. Conditional, sequential, parallel and iterative routing are typical structures specified in the control-flow dimension. Tasks are executed by resources. Resources are human (e.g., employee) and/or non-human (e.g., device, software, hardware). In the resource dimension these resources are classified by identifying roles (resource classes based on functional characteristics) and organizational units (groups, teams or departments). Both the control-flow dimension and the resource dimension are generic, i.e., they are not tailored towards a specific case. The third dimension of a workflow is concerned with individual cases which are executed according to the process definition (first dimension) by the proper resources (second dimension).

Managing workflows is not a new idea. Workflow control techniques have existed for decades and many management concepts originating from production and logistics are also applicable in a workflow context. However, just recently, commercially available generic WFMS’s have become a reality. Although these systems have been
applied successfully, contemporary WFMS’s have at least two important drawbacks. First of all, today’s systems do not scale well, have limited fault tolerance and are inflexible. Secondly, a solid theoretical foundation is missing. Most of the more than 250 commercially available WFMS’s use a vendor-specific ad-hoc modeling technique to design workflows. In spite of the efforts of the Workflow Management Coalition [25], real standards are missing. The absence of formalized standards hinders the development of tool-independent analysis techniques. As a result, contemporary WFMS’s do not facilitate advanced analysis methods to determine the correctness of a workflow.

As many researchers have indicated [11, 18, 26], Petri nets constitute a good starting point for a solid theoretical foundation of workflow management. In this chapter we focus on the control-flow dimension. We use Petri nets to specify the partial ordering of tasks. Based on a Petri-net-based representation of the workflow, we tackle the problem of verification. We will provide techniques to verify the so-called soundness property introduced in [2]. A workflow is sound if and only if, for any case, the process terminates properly, i.e., termination is guaranteed, there are no dangling references, and deadlock and livelock are absent.

This chapter extends the results presented in [2]. We will show that in most of the situations encountered in practice, the soundness property can be checked in polynomial time. Moreover, we identify suspicious constructs which may endanger the correctness of a workflow. We will also show that the approach presented in this chapter allows for the compositional verification of workflows, i.e., the correctness of a process can be decided by partitioning it into sound subprocesses. To support the application of the results presented in this chapter, we have developed a Petri-net-based workflow analyzer called Woflan [4, 5, 23, 24]. Woflan is a workflow management system independent analysis tool which interfaces with some of the leading products at the Dutch workflow market.

## 2 Workflow Perspectives

This chapter uses the soundness property as the criterion for correctness. It is clear that this property does not capture all possible errors because it primarily focuses on
the control flow. Before we focus on techniques to verify soundness, we discuss the usefulness of a control-flow-based criterion for correctness.

The primary task of a workflow management system is to enact case-driven business processes by joining several perspectives. The following perspectives are relevant for workflow modeling and workflow execution: (1) control flow (or process) perspective, (2) resource (or organization) perspective, (3) data (or information) perspective, (4) task (or function) perspective, (5) operation (or application) perspective. These perspectives are similar to the perspectives given in [16] and the control flow and resource perspectives correspond to the first two dimensions shown in Figure 1. The third dimension reflects the fact that workflows are case-driven.

In the control-flow perspective, workflow process definitions (workflow schemas) are defined to specify which tasks need to be executed and in what order (i.e., the routing or control flow). A task is an atomic piece of work. Workflow process definitions are instantiated for specific cases (i.e., workflow instances). Since a case is an instantiation of a process definition, it corresponds to the execution of concrete work according to the specified routing. In the resource perspective, the organizational structure and the population are specified. The organizational structure describes relations between roles (resource classes based on functional aspects) and groups (resource classes based on organizational aspects). Thus clarifying organizational issues such as responsibility, availability, and authorization. Resources, ranging from humans to devices, form the organizational population and are allocated to roles and groups. The data perspective deals with control and production data. Control data are data introduced solely for workflow management purposes, e.g., variables introduced for routing purposes. Production data are information objects (e.g., documents, forms, and tables) whose existence does not depend on workflow management. The task perspective describes the elementary operations performed by resources while executing a task for a specific case. In the operational perspective the elementary actions are described. These actions are often executed using applications ranging from a text editor to custom build applications to perform complex calculations. Typically, these applications create, read, or modify control and production data in the information perspective.

This chapter addresses the problem of workflow verification. Although each of the perspectives is relevant, we focus on the control flow perspective. In fact, we focus on the life cycle of one case in isolation. In the remainder of this section, we will motivate why it is reasonable to abstract from the other perspectives when verifying a workflow.

We abstract from the resource perspective because, given today’s workflow technology, at any time there is only one resource working on a task which is being executed for a specific case. In today’s workflow management systems it is not possible to specify that several resources are collaborating in executing a task. Note that even if multiple persons are executing one task, e.g., writing a report, only one person is allocated to that task from the perspective of the workflow management system: This is the person that selected the work item from the in-basket (i.e., the electronic worktray). Since a person is working on one task at a time and each task is eventually executed by one person (although it may be allocated to a group a people), it is sufficient to check whether all resources classes have at least one resource. In contrast to many other application domains such a flexible manufacturing systems, anomalies such as a deadlock resulting
from locking problems are not possible. Therefore, from the viewpoint of verification, i.e., analyzing the logical correctness of a workflow, it is reasonable to abstract from resources. However, if in the future collaborative features are explicitly supported by the workflow management system (i.e., a tight integration of groupware and workflow technology), then the resource perspective should be taken into account.

We partly abstract from the data perspective. The reason we abstract from production data is that these are outside the scope of the workflow management system. These data can be changed at any time without notifying the workflow management system. In fact, their existence does not even depend upon the workflow application and they may be shared among different workflows, e.g., the bill-of-material in manufacturing is shared by production, procurement, sales, and quality control processes. The control data used by the workflow management system to route cases are managed by the workflow management system. However, some of these data are set or updated by humans or applications. For example, a decision is made by a manager based on intuition or a case is classified based on a complex calculation involving production data. Clearly, the behavior of a human or a complex application cannot be modeled completely. Therefore, some abstraction is needed to incorporate the data perspective when verifying a given workflow. The abstraction used in this chapter is the following. Since control data (i.e., workflow attributes such as the age of a customer, the department responsible, or the registration date) are only used for the routing of a case, we incorporate the routing decisions but not the actual data. For example, the decision to accept or to reject an insurance claim is taken into account, but not the actual data where this decision is based on. Therefore, we consider each choice to be a non-deterministic one. There are other reasons for abstracting from the workflow attributes. If we are able to prove soundness (i.e., the correctness criterion used in this chapter) for the situation without workflow attributes, it will also hold for the situation with workflow attributes (assuming certain fairness properties). Last but not least, we abstract from triggers and workflow attributes because it allows us to use ordinary Petri nets (i.e., P/T nets) rather than high-level Petri nets. From an analysis point of view, this is preferable because of the availability of efficient algorithms and powerful analysis tools.

For similar reasons we (partly) abstract from the task and operation perspectives. We consider tasks to be atomic and abstract from the execution of operations inside tasks. The workflow management system can only launch applications or trigger people and monitor the results. It cannot control the actual execution of the task. Therefore, from the viewpoint of verification, it is reasonable to focus on the control-flow perspective. In fact, it suffices to consider the life cycle of one case in isolation. The only way cases interact directly is the competition for resources and the sharing of production data. (Note that control data are strictly separated.) Therefore, if we abstract from resources and data, it suffices to consider one case in isolation. The competition between cases for resources is only relevant for performance analysis.
3 Petri Nets

This section introduces the basic Petri net terminology and notations. Readers familiar with Petri nets can skip this section.\(^1\)

The classical Petri net is a directed bipartite graph with two node types called places and transitions. The nodes are connected via directed arcs. Connections between two nodes of the same type are not allowed. Places are represented by circles and transitions by rectangles.

**Definition 1 (Petri net).** A Petri net is a triple \((P, T, F)\):

- \(P\) is a finite set of places,
- \(T\) is a finite set of transitions \((P \cap T = \emptyset)\),
- \(F \subseteq (P \times T) \cup (T \times P)\) is a set of arcs (flow relation).

A place \(p\) is called an input place of a transition \(t\) iff there exists a directed arc from \(p\) to \(t\). Place \(p\) is called an output place of transition \(t\) iff there exists a directed arc from \(t\) to \(p\). We use \(\bullet t\) to denote the set of input places for a transition \(t\). The notations \(t\bullet\), \(\bullet p\) and \(p\bullet\) have similar meanings, e.g., \(p\bullet\) is the set of transitions sharing \(p\) as an input place. Note that we do not consider multiple arcs from one node to another. In the context of workflow procedures it makes no sense to have other weights, because places correspond to conditions.

At any time a place contains zero or more tokens, drawn as black dots. The state, often referred to as marking, is the distribution of tokens over places, i.e., \(M \in P \rightarrow \mathbb{N}\). We will represent a state as follows: \(M = \sum_{p \in P} m_p \cdot p\) where \(m_p\) is the number of tokens in place \(p\). We can also represent this state as follows: \(M = \sum_{t \in T} t \cdot \sum_{p \in \bullet t} m_p \cdot p\).

The number of tokens may change during the execution of the net. Transitions are the active components in a Petri net: they change the state of the net according to the following firing rule:

1. A transition \(t\) is said to be enabled iff each input place \(p\) of \(t\) contains at least one token.
2. An enabled transition may fire. If transition \(t\) fires, then \(t\) consumes one token from each input place \(p\) of \(t\) and produces one token for each output place \(p\) of \(t\).

Given a Petri net \((P, T, F)\) and a state \(M_1\), we have the following notations:

- \(M_1 \xrightarrow{t} M_2\): transition \(t\) is enabled in state \(M_1\) and firing \(t\) in \(M_1\) results in state \(M_2\)
- \(M_1 \rightarrow M_2\): there is a transition \(t\) such that \(M_1 \xrightarrow{t} M_2\)
- \(M_1 \xrightarrow{\sigma} M_n\): the firing sequence \(\sigma = \langle t_1t_2t_3\ldots t_{n-1} \rangle\) leads from state \(M_1\) to state \(M_n\) via a (possibly empty) set of intermediate states \(M_2, \ldots, M_{n-1}\), i.e., \(M_1 \xrightarrow{t_1} M_2 \xrightarrow{t_2} \ldots \xrightarrow{t_{n-1}} M_n\)

\(^1\) Note that states are represented by weighted sums and note the definition of (elementary) (conflict-free) paths.
A state \( M_n \) is called reachable from \( M_1 \) (notation \( M_1 \xrightarrow{\sigma} M_n \)) iff there is a firing sequence \( \sigma \) such that \( M_1 \xrightarrow{\sigma} M_n \). Note that the empty firing sequence is also allowed, i.e., \( M_1 \xrightarrow{\sigma} M_1 \).

We use \( (PN, M) \) to denote a Petri net \( PN \) with an initial state \( M \). A state \( M' \) is reachable from \( M \) iff \( M \xrightarrow{\sigma} M' \).

Let us define some standard properties for Petri nets. First, we define properties related to the dynamics of a Petri net, then we give some structural properties.

**Definition 2 (Live).** A Petri net \( (PN, M) \) is live iff, for every reachable state \( M' \) and every transition \( t \) there is a state \( M'' \) reachable from \( M' \) which enables \( t \).

A Petri net is structurally live if there exists an initial state such that the net is live.

**Definition 3 (Bounded, safe).** A Petri net \( (PN, M) \) is bounded iff for each place \( p \) there is a natural number \( n_p \) such that for every reachable state the number of tokens in \( p \) is less than \( n_p \). The net is safe iff for each place the maximum number of tokens does not exceed 1.

A Petri net is structurally bounded if the net is bounded for any initially state.

**Definition 4 (Well-formed).** A Petri net \( PN \) is well-formed iff there is a state \( M \) such that \( (PN, M) \) is live and bounded.

Paths connect nodes by a sequence of arcs.

**Definition 5 (Path, Elementary, Conflict-free).** Let \( PN \) be a Petri net. A path \( C \) from a node \( n_1 \) to a node \( n_k \) is a sequence \( \langle n_1, n_2, \ldots, n_k \rangle \) such that \( \langle n_i, n_{i+1} \rangle \in \mathcal{F} \) for \( 1 \leq i \leq k - 1 \). \( C \) is elementary iff, for any two nodes \( n_i \) and \( n_j \) on \( C \), \( i \neq j \) \( \Rightarrow \) \( n_i \neq n_j \). \( C \) is conflict-free iff, for any place \( n_j \) on \( C \) and any transition \( n_i \) on \( C \), \( j \neq i - 1 \) \( \Rightarrow \) \( n_j \notin \bullet n_i \).

For convenience, we introduce the alphabet operator \( \alpha \) on paths. If \( C = \langle n_1, n_2, \ldots, n_k \rangle \), then \( \alpha(C) = \{n_1, n_2, \ldots, n_k\} \).

**Definition 6 (Strongly connected).** A Petri net is strongly connected iff, for every pair of nodes (i.e., places and transitions) \( x \) and \( y \), there is a path leading from \( x \) to \( y \).

**Definition 7 (Free-choice).** A Petri net is a free-choice Petri net iff, for every two transitions \( t_1 \) and \( t_2 \), \( \bullet t_1 \cap \bullet t_2 \neq \emptyset \) implies \( \bullet t_1 = \bullet t_2 \).

**Definition 8 (State machine).** A Petri net is state machine iff each transition has exactly one input and one output place.

**Definition 9 (S-component).** A subnet \( PN_s = (P_s, T_s, F_s) \) is called an S-component of a Petri net \( PN = (P, T, F) \) if \( P_s \subseteq P \), \( T_s \subseteq T \), \( F_s \subseteq F \), \( PN_s \) is strongly connected, \( PN_s \) is a state machine, and for every \( q \in P_s \) and \( t \in T : (q, t) \in F \Rightarrow (q, t) \in F_s \) and \( (t, q) \in F \Rightarrow (t, q) \in F_s \).

**Definition 10 (S-coverable).** A Petri net is S-coverable iff for any node there exist an S-component which contains this node.

See [10, 20] for a more elaborate introduction to these standard notions.
4 WF-Nets

In Figure 1 we indicated that a workflow has (at least) three dimensions. The control-flow dimension is the most prominent one, because the core of any workflow system is formed by the processes it supports. In the control-flow dimension building blocks such as the AND-split, AND-join, OR-split, and OR-join are used to model sequential, conditional, parallel and iterative routing (WFMC [25]). Clearly, a Petri net can be used to specify the routing of cases. Tasks are modeled by transitions and causal dependencies are modeled by places and arcs. In fact, a place corresponds to a condition which can be used as pre- and/or post-condition for tasks. An AND-split corresponds to a transition with two or more output places, and an AND-join corresponds to a transition with two or more input places. OR-splits/OR-joins correspond to places with multiple outgoing/ingoing arcs. Moreover, in [1] it is shown that the Petri net approach also allows for useful routing constructs absent in many WFMS’s.

A Petri net which models the control-flow dimension of a workflow, is called a Workflow net (WF-net). It should be noted that a WF-net specifies the dynamic behavior of a single case in isolation.

Definition 11 (WF-net). A Petri net \( PN = (P, T, F) \) is a WF-net (Workflow net) if and only if:

(i) There is one source place \( i \in P \) such that \( \bullet i = \emptyset \).
(ii) There is one sink place \( o \in P \) such that \( o\bullet = \emptyset \).
(iii) Every node \( x \in P \cup T \) is on a path from \( i \) to \( o \).

A WF-net has one input place \( i \) and one output place \( o \) because any case handled by the procedure represented by the WF-net is created when it enters the WFMS and is deleted once it is completely handled by the WFMS, i.e., the WF-net specifies the life-cycle of a case. The third requirement in Definition 11 has been added to avoid ‘dangling tasks and/or conditions’, i.e., tasks and conditions which do not contribute to the processing of cases.

Given the definition of a WF-net it is easy derive the following properties.

Proposition 1 (Properties of WF-nets). Let \( PN = (P, T, F) \) be Petri net.

- If \( PN \) is WF-net with source place \( i \), then for any place \( p \in P: \bullet p \neq \emptyset \) or \( p = i \), i.e., \( i \) is the only source place.
- If \( PN \) is WF-net with sink place \( o \), then for any place \( p \in P: p\bullet \neq \emptyset \) or \( p = o \), i.e., \( o \) is the only sink place.
- If \( PN \) is a WF-net and we add a transition \( t^* \) to \( PN \) which connects sink place \( o \) with source place \( i \) (i.e., \( \bullet t^* = \{o\} \) and \( t^*\bullet = \{i\} \)), then the resulting Petri net is strongly connected.
- If \( PN \) has a source place \( i \) and a sink place \( o \) and adding a transition \( t^* \) which connects sink place \( o \) with source place \( i \) yields a strongly connected net, then every node \( x \in P \cup T \) is on a path from \( i \) to \( o \) in \( PN \) and \( PN \) is a WF-net.

Figure 2 shows a WF-net which models the processing of complaints. First the complaint is registered (task register), then in parallel a questionnaire is sent to the complainant (task send_questionnaire) and the complaint is evaluated (task evaluate). If the
complainant returns the questionnaire within two weeks, the task `process_questionnaire` is executed. If the questionnaire is not returned within two weeks, the result of the questionnaire is discarded (task `time_out`). Based on the result of the evaluation, the complaint is processed or not. The actual processing of the complaint (task `process_complaint`) is delayed until condition `c5` is satisfied, i.e., the questionnaire is processed or a time-out has occurred. The processing of the complaint is checked via task `check_processing`. Finally, task `archive` is executed. Note that sequential, conditional, parallel and iterative routing are present in this example.

The WF-net shown in Figure 2 clearly illustrates that we focus on the control-flow dimension. We abstract from resources, applications, and technical platforms. Moreover, we also abstract from case variables and triggers. Case variables are used to resolve choices (OR-split), i.e., the choice between `processing_required` and `no_processing` is (partially) based on case variables set during the execution of task `evaluate`. The choice between `processing_OK` and `processing_NOK` is resolved by testing case variables set by `check_processing`. In the WF-net we abstract from case variables by introducing non-deterministic choices in the Petri-net. If we don’t abstract from this information, we would have to model the (unknown) behavior of the applications used in each of the tasks and analysis would become intractable. In Figure 2 we have indicated that `time_out` and `process_questionnaire` require triggers. The clock symbol denotes a time trigger and the envelope symbol denotes an external trigger. Task `time_out` requires a time trigger (‘two weeks have passed’) and `process_questionnaire` requires a message trigger (‘the questionnaire has been returned’). A trigger can be seen as an additional condition which needs to be satisfied. In the remainder of this chapter we abstract from these trigger conditions. We assume that the environment behaves fairly, i.e., the liveness of a transition is not hindered by the continuous absence of a specific trigger. As a result, every trigger condition will be satisfied eventually.
5 Soundness

In this section we summarize some of the basic results for WF-nets presented in [2]. The remainder of this chapter will build on these results.

The three requirements stated in Definition 11 can be verified statically, i.e., they only relate to the structure of the Petri net. However, there is another requirement which should be satisfied:

*For any case, the procedure will terminate eventually and the moment the procedure terminates there is a token in place o and all the other places are empty.*

Moreover, there should be no dead tasks, i.e., it should be possible to execute an arbitrary task by following the appropriate route through the WF-net. These two additional requirements correspond to the so-called *soundness property*.

**Definition 12 (Sound).** A procedure modeled by a WF-net $PN = (P, T, F)$ is sound if and only if:

(i) For every state $M$ reachable from state $i$, there exists a firing sequence leading from state $M$ to state $o$. Formally:

$$\forall M(i \xrightarrow{\cdot} M) \Rightarrow (M \xrightarrow{\cdot} o)$$

(ii) State $o$ is the only state reachable from state $i$ with at least one token in place $o$. Formally:

$$\forall M(i \xrightarrow{\cdot} M \land M \geq o) \Rightarrow (M = o)$$

(iii) There are no dead transitions in $(PN, i)$. Formally:

$$\forall i \in T \exists M, M' \ xrightarrow{\cdot} M \xrightarrow{\cdot} M'$$

Note that the soundness property relates to the dynamics of a WF-net. The first requirement in Definition 12 states that starting from the initial state (state $i$), it is always possible to reach the state with one token in place $o$ (state $o$). If we assume a strong notion of fairness, then the first requirement implies that eventually state $o$ is reached. Strong fairness means in every infinite firing sequence, each transition fires infinitely often. The fairness assumption is reasonable in the context of workflow management: All choices are made (implicitly or explicitly) by applications, humans or external actors. Clearly, they should not introduce an infinite loop. Note that the traditional notions of fairness (i.e., weaker forms of fairness with just local conditions, e.g., if a transition is enabled infinitely often, it will fire eventually) are not sufficient. See [3, 17] for more details. The second requirement states that the moment a token is put in place $o$, all the other places should be empty. Sometimes the term *proper termination* is used to describe the first two requirements [14]. The last requirement states that there are no dead transitions (tasks) in the initial state $i$.

2 Note that there is an overloading of notation: the symbol $i$ is used to denote both the place $i$ and the state with only one token in place $i$ (see Section 3).
Figure 3 shows a WF-net which is not sound. There are several deficiencies. If \( \text{time\_out}_1 \) and \( \text{processing}_2 \) fire or \( \text{time\_out}_2 \) and \( \text{processing}_1 \) fire, the WF-net will not terminate properly because a token gets stuck in \( c4 \) or \( c5 \). If \( \text{time\_out}_1 \) and \( \text{time\_out}_2 \) fire, then the task \( \text{processing\_NOK} \) will be executed twice and because of the presence of two tokens in \( o \) the moment of termination is not clear.

Given a WF-net \( PN = (P, T, F) \), we want to decide whether \( PN \) is sound. In [2] we have shown that soundness corresponds to liveness and boundedness. To link soundness to liveness and boundedness, we define an extended net \( \overline{PN} = (\overline{P}, \overline{T}, \overline{F}) \). \( \overline{PN} \) is the Petri net obtained by adding an extra transition \( t^* \) which connects \( o \) and \( i \). The extended Petri net \( \overline{PN} = (\overline{P}, \overline{T}, \overline{F}) \) is defined as follows: \( \overline{P} = P, \overline{T} = T \cup \{t^*\} \), and \( \overline{F} = F \cup \{(o, t^*), (t^*, i)\} \). In the remainder we will call such an extended net the \( short\_circuited \) net of \( PN \). The short-circuited net allows for the formulation of the following theorem.

**Theorem 1.** A WF-net \( PN \) is sound if and only if \( (\overline{PN}, i) \) is live and bounded.

**Proof.** See [2]. \( \square \)

This theorem shows that standard Petri-net-based analysis techniques can be used to verify soundness.

### 6 Structural Characterization of Soundness

Theorem 1 gives a useful characterization of the quality of a workflow process definition. However, there are a number of problems:

- For a complex WF-net it may be intractable to decide soundness. (For arbitrary WF-nets liveness and boundedness are decidable but also EXPSPACE-hard, cf. Cheng, Esparza and Palsberg [8].)
- Soundness is a minimal requirement. Readability and maintainability issues are not addressed by Theorem 1.
- Theorem 1 does not show how a non-sound WF-net should be modified, i.e., it does not identify constructs which invalidate the soundness property.
These problems stem from the fact that the definition of soundness relates to the dynamics of a WF-net while the workflow designer is concerned with the static structure of the WF-net. Therefore, it is interesting to investigate structural characterizations of sound WF-nets. For this purpose we introduce three interesting subclasses of WF-nets: free-choice WF-nets, well-structured WF-nets, and S-coverable WF-nets.

6.1 Free-Choice WF-Nets

Most of the WFMS’s available at the moment, abstract from states between tasks, i.e., states are not represented explicitly. These WFMS’s use building blocks such as the AND-split, AND-join, OR-split and OR-join to specify workflow procedures. The AND-split and the AND-join are used for parallel routing. The OR-split and the OR-join are used for conditional routing. Because these systems abstract from states, every choice is made inside an OR-split building block. If we model an OR-split in terms of a Petri net, the OR-split corresponds to a number of transitions sharing the same set of input places. This means that for these WFMS’s, a workflow procedure corresponds to a free-choice Petri net (cf. Definition 7).

It is easy to see that a process definition composed of AND-splits, AND-joins, OR-splits and OR-joins is free-choice. If two transitions \( t_1 \) and \( t_2 \) share an input place \( \bullet t_1 \cap \bullet t_2 \neq \emptyset \), then they are part of an OR-split, i.e., a ‘free choice’ between a number of alternatives. Therefore, the sets of input places of \( t_1 \) and \( t_2 \) should match \( \bullet t_1 = \bullet t_2 \).

Figure 3 shows a free-choice WF-net. The WF-net shown in Figure 2 is not free-choice; archive and process_complaint share an input place but the two corresponding input sets differ.

We have evaluated many WFMS’s and just one of these systems (COSA [21]) allows for a construct which is comparable to a non-free choice WF-net. Therefore, it makes sense to consider free-choice Petri nets in more detail. Clearly, parallelism, sequential routing, conditional routing and iteration can be modeled without violating the free-choice property. Another reason for restricting WF-nets to free-choice Petri nets is the following. If we allow non-free-choice Petri nets, then the choice between conflicting tasks may be influenced by the order in which the preceding tasks are executed. The routing of a case should be independent of the order in which tasks are executed. A situation where the free-choice property is violated is often a mixture of parallelism and choice. Figure 4 shows such a situation. Firing transition \( t_1 \) introduces parallelism. Although there is no real choice between \( t_2 \) and \( t_5 \) (\( t_5 \) is not enabled), the parallel execution of \( t_2 \) and \( t_3 \) results in a situation where \( t_5 \) is not allowed to occur. However, if the execution of \( t_2 \) is delayed until \( t_3 \) has been executed, then there is a real choice between \( t_2 \) and \( t_5 \). In our opinion parallelism itself should be separated from the choice between two or more alternatives. Therefore, we consider the non-free-choice construct shown in Figure 4 to be improper. In literature, the term confusion is often used to refer to the situation shown in Figure 4.

Free-choice Petri nets have been studied extensively (cf. Best [7], Desel and Esparza [10, 9, 12], Hack [15]) because they seem to be a good compromise between expressive power and analyzability. It is a class of Petri nets for which strong theoretical results and efficient analysis techniques exist. For example, the well-known Rank Theorem (Desel and Esparza [10]) enables us to formulate the following corollary.
Corollary 1. The following problem can be solved in polynomial time. Given a free-choice WF-net, to decide if it is sound.

Proof. Let $PN$ be a free-choice WF-net. The short-circuited net $\overline{PN}$ is also free-choice. Therefore, the problem of deciding whether $(\overline{PN}, i)$ is live and bounded can be solved in polynomial time (Rank Theorem [10]). By Theorem 1, this corresponds to soundness.

Corollary 1 shows that, for free-choice nets, there are efficient algorithms to decide soundness. Moreover, a sound free-choice WF-net is guaranteed to be safe (given an initial state with just one token in $i$).

Lemma 1. A sound free-choice WF-net is safe.

Proof. Let $PN$ be a sound free-choice WF-net. $\overline{PN}$ is the Petri net $PN$ extended with a transition connecting $o$ and $i$. $\overline{PN}$ is free-choice and well-formed. Hence, $\overline{PN}$ is $S$-coverable [10], i.e., each place is part of an embedded strongly connected state-machine component. Since initially there is just one token $(\overline{PN}, i)$ is safe and so is $(PN, i)$.

Safeness is a desirable property, because it makes no sense to have multiple tokens in a place representing a condition. A condition is either true (1 token) or false (no tokens).

Although most WFMS’s only allow for free-choice workflows, free-choice WF-nets are not a completely satisfactory structural characterization of ‘good’ workflows. On the one hand, there are non-free-choice WF-nets which correspond to sensible workflows (cf. Figure 2). On the other hand there are sound free-choice WF-nets which make no sense. Nevertheless, the free-choice property is a desirable property. If a workflow can be modeled as a free-choice WF-net, one should do so. A workflow specification based on a free-choice WF-net can be enacted by most workflow systems. Moreover, a free-choice WF-net allows for efficient analysis techniques and is easier to understand. Non-free-choice constructs such as the construct shown in Figure 4 are a potential source of anomalous behavior (e.g., deadlock) which is difficult to trace.

6.2 Well-Structured WF-Nets

Another approach to obtain a structural characterization of ‘good’ workflows, is to balance AND/OR-splits and AND/OR-joins. Clearly, two parallel flows initiated by an AND-split, should not be joined by an OR-join. Two alternative flows created via an OR-split, should not be synchronized by an AND-join. As shown in Figure 5, an AND-split should be complemented by an AND-join and an OR-split should be complemented by an OR-join.
One of the deficiencies of the WF-net shown in Figure 3 is the fact that the AND-split register is complemented by the OR-join c3 or the OR-join o. To formalize the concept illustrated in Figure 5 we give the following definition.

**Definition 13 (Well-handled).** A Petri net $PN$ is well-handled iff, for any pair of nodes $x$ and $y$ such that one of the nodes is a place and the other a transition and for any pair of elementary paths $C_1$ and $C_2$ leading from $x$ to $y$, $\alpha(C_1) \cap \alpha(C_2) = \{x, y\} \Rightarrow C_1 = C_2$.

Note that the WF-net shown in Figure 3 is not well-handled. Well-handledness can be decided in polynomial time by applying a modified version of the max-flow min-cut technique described in [5]. A Petri net which is well-handled has a number of nice properties, e.g., strong connectedness and well-formedness coincide.

**Lemma 2.** A strongly connected well-handled Petri net is well-formed.

**Proof.** Let $PN$ be a strongly connected well-handled Petri net. Clearly, there are no circuits that have PT-handles nor TP-handles [13]. Therefore, the net is structurally bounded (See Theorem 3.1 in [13]) and structurally live (See Theorem 3.2 in [13]). Hence, $PN$ is well-formed. \( \square \)

Clearly, well-handledness is a desirable property for any WF-net $PN$. Moreover, we also require the short-circuited $\overline{PN}$ to be well-handled. We impose this additional requirement for the following reason. Suppose we want to use $PN$ as a part of a larger WF-net $PN'$. $PN'$ is the original WF-net extended with an ‘undo-task’. See Figure 6. Transition undo corresponds to the undo-task, transitions t1 and t2 have been added to make $PN'$ a WF-net. It is undesirable that transition undo violates the well-handledness property of the original net. However, $PN'$ is well-handled iff $\overline{PN'}$ is well-handled. Therefore, we require $\overline{PN'}$ to be well-handled. We use the term well-structured to refer to WF-nets whose extension is well-handled.

**Definition 14 (Well-structured).** A WF-net $PN$ is well-structured iff $\overline{PN}$ is well-handled.
Well-structured WF-nets have a number of desirable properties. Soundness can be verified in polynomial time and a sound well-structured WF-net is safe. To prove these properties we use some of the results obtained for elementary extended non-self controlling nets.

Definition 15 (Elementary extended non-self controlling). A Petri net $PN$ is elementary extended non-self controlling (ENSC) iff, for every pair of transitions $t_1$ and $t_2$ such that $\bullet t_1 \cap \bullet t_2 \neq \emptyset$, there does not exist an elementary path $C$ leading from $t_1$ to $t_2$ such that $\bullet t_1 \cap \alpha(C) = \emptyset$.

Theorem 2. Let $PN$ be a WF-net. If $PN$ is well-structured, then $\overline{PN}$ is elementary extended non-self controlling.

Proof. Assume that $\overline{PN}$ is not elementary extended non-self controlling. This means that there is a pair of transitions $t_1$ and $t_k$ such that $\bullet t_1 \cap \bullet t_k \neq \emptyset$ and there exist an elementary path $C = \langle t_1, p_2, t_2, \ldots, p_k, t_k \rangle$ leading from $t_1$ to $t_k$ and $\bullet t_1 \cap \alpha(C) = \emptyset$.

Let $p_1 \in \bullet t_1 \cap \bullet t_k$. $C_1 = \langle p_1, t_k \rangle$ and $C_2 = \langle p_1, t_1, p_2, t_2, \ldots, p_k, t_k \rangle$ are paths leading from $p_1$ to $t_k$. (Note that $C_2$ is the concatenation of $\langle p_1 \rangle$ and $C$.) Clearly, $C_1$ is elementary. We will also show that $C_2$ is elementary. $C$ is elementary, and $p_1 \not\in \alpha(C)$ because $p_1 \in \bullet t_1$. Hence, $C_2$ is also elementary. Since $C_1$ and $C_2$ are both elementary paths, $C_1 \neq C_2$ and $\alpha(C_1) \cap \alpha(C_2) = \{p_1, t_k\}$, we conclude that $\overline{PN}$ is not well-handled.

Fig. 6. The WF-net $PN'$ is well-handled iff $\overline{PN}$ is well-handled.

Fig. 7. A well-structured WF-net.
Consider for example the WF-net shown in Figure 7. The WF-net is well-structured and, therefore, also elementary extended non-self controlling. However, the net is not free-choice. Nevertheless, it is possible to verify soundness for such a WF-net very efficiently.

**Corollary 2.** The following problem can be solved in polynomial time.

Given a well-structured WF-net, to decide if it is sound.

**Proof.** Let $PN$ be a well-structured WF-net. The short-circuited net $\overline{PN}$ is elementary extended non-self controlling (Theorem 2) and structurally bounded (see proof of Lemma 2). For bounded elementary extended non-self controlling nets the problem of deciding whether a given marking is live, can be solved in polynomial time (See [6]). Therefore, the problem of deciding whether $(\overline{PN}, i)$ is live and bounded can be solved in polynomial time. By Theorem 1, this corresponds to soundness.

**Lemma 3.** A sound well-structured WF-net is safe.

**Proof.** Let $\overline{PN}$ be the net $PN$ extended with a transition connecting $o$ and $i$. $\overline{PN}$ is extended non-self controlling. $\overline{PN}$ is covered by state-machines (S-components), see Corollary 5.3 in [6]. Hence, $\overline{PN}$ is safe and so is $PN$ (see proof of Lemma 1).

Well-structured WF-nets and free-choice WF-nets have similar properties. In both cases soundness can be verified very efficiently and soundness implies safeness. In spite of these similarities, there are sound well-structured WF-nets which are not free-choice (Figure 7) and there are sound free-choice WF-nets which are not well-structured. In fact, it is possible to have a sound WF-net which is neither free-choice nor well-structured (Figures 2 and 4).

### 6.3 S-Coverable WF-Nets

What about the sound WF-nets shown in Figure 2 and Figure 4? The WF-net shown in Figure 4 can be transformed into a free-choice well-structured WF-net by separating choice and parallelism. The WF-net shown in Figure 2 cannot be transformed into a free-choice or well-structured WF-net without yielding a much more complex WF-net. Place $c5$ acts as some kind of milestone which is tested by the task process\_complaint. Traditional workflow management systems which do not make the state of the case explicit, are not able to handle the workflow specified by Figure 2. Only workflow management systems such as COSA [21] have the capability to enact such a state-based workflow. Nevertheless, it is interesting to consider generalizations of free-choice and well-structured WF-nets: S-coverable WF-nets can be seen as such a generalization.

**Definition 16 (S-coverable).** A WF-net $PN$ is S-coverable if the short-circuited net $\overline{PN}$ is S-coverable.

The WF-nets shown in Figure 2 and Figure 4 are S-coverable. The WF-net shown in Figure 3 is not S-coverable. The following two corollaries show that S-coverability is a generalization of the free-choice property and well-structuredness.
Corollary 3. A sound free-choice WF-net is $S$-coverable.

Proof. The short-circuited net $\overline{P N}$ is free-choice and well-formed. Hence, $\overline{P N}$ is $S$-coverable (cf. [10]). \hfill \Box

Corollary 4. A sound well-structured WF-net is $S$-coverable.

Proof. $\overline{P N}$ is extended non-self controlling (Theorem 2). Hence, $\overline{P N}$ is $S$-coverable (cf. Corollary 5.3 in [6]). \hfill \Box

All the sound WF-nets presented in this chapter are $S$-coverable. Every $S$-coverable WF-net is safe. The only WF-net which is not sound, i.e., the WF-net shown in Figure 3, is not $S$-coverable. These and other examples indicate that there is a high correlation between $S$-coverability and soundness. It seems that $S$-coverability is one of the basic requirements any workflow process definition should satisfy. From a formal point of view, it is possible to construct WF-nets which are sound but not $S$-coverable. Typically, these nets contain places which do not restrict the firing of a transition, but which are not in any $S$-component. (See for example Figure 65 in [19].) From a practical point of view, these WF-nets are to be avoided. WF-nets which are not $S$-coverable are difficult to interpret because the structural and dynamical properties do not match. For example, these nets can be live and bounded but not structurally bounded. There seems to be no practical need for using constructs which violate the $S$-coverability property. Therefore, we consider $S$-coverability to be a basic requirement any WF-net should satisfy.

Another way of looking at $S$-coverability is the following interpretation: $S$-components correspond to document flows. To handle a workflow several pieces of information are created, used, and updated. One can think of these pieces of information as physical documents, i.e., at any point in time the document is in one place in the WF-net. Naturally, the information in one document can be copied to another document while executing a task (i.e., transition) processing both documents. Initially, all documents are present but a document can be empty (i.e., corresponds to a blank piece paper). It is easy to see that the flow of one such document corresponds a state machine (assuming the existence of a transition $t^*$). These document flows synchronize via joint tasks. Therefore, the composition of these flows yields an $S$-coverable WF-net. One can think of the document flows as threads. Consider for example the short-circuited net of the WF-net shown in Figure 2. This net can be composed out of the following two threads: (1) a thread corresponding to the processing of the form (places $i$, $e1$, $c3$, $c5$ and $o$) and (2) a thread corresponding to the actual processing of the complaint (places $i$, $e2$, $e4$, $c6$, $c7$, $c8$, and $e9$). Note that the tasks register and archive are used in both threads.

Although a WF-net can, in principle, have exponentially many $S$-components, they are quite easy to compute for workflows encountered in practice (see also the above interpretation of $S$-component as document flows or threads). Note that $S$-coverability only depends on the structure and the degree of connectedness is generally low (i.e., the incidence matrix of a WF-net typically has few non-zero entries [5]). Unfortunately, in general, it is not possible to verify soundness of an $S$-coverable WF-net in polynomial time. The problem of deciding soundness for an $S$-coverable WF-net is PSPACE-complete. For most applications this is not a real problem. In most cases the number
of tasks in one workflow process definition is less than 100 and the number of states is less than 200,000. Tools using standard techniques such as the construction of the coverability graph have no problems in coping with these workflow process definitions.

6.4 Summary

The three structural characterizations (free-choice, well-structured and S-coverable) turn out to be very useful for the analysis of workflow process definitions. Based on our experience, we have good reasons to believe that S-coverability is a desirable property any workflow definition should satisfy. Constructs violating S-coverability can be detected easily and tools can be build to help the designer to construct an S-coverable WF-net. S-coverability is a generalization of well-structuredness and the free-choice property (Corollary 3 and 4). Both well-structuredness and the free-choice property also correspond to desirable properties of a workflow. A WF-net satisfying at least one of these two properties can be analyzed very efficiently. However, we have shown that there are workflows that are not free-choice and not well-structured. Consider for example Figure 2. The fact that task process complaint tests whether there is a token in c5, prevents the WF-net from being free-choice or well-structured. Although this is a very sensible workflow, most workflow management systems do not support such an advanced routing construct. Even if one is able to use state-based workflows (e.g., COSA) allowing for constructs which violate well-structuredness and the free-choice property, then the structural characterizations are still useful. If a WF-net is not free-choice or not well-structured, one should locate the source which violates one of these properties and check whether it is really necessary to use a non-free-choice or a non-well-structured construct. If the non-free-choice or non-well-structured construct is really necessary, then the correctness of the construct should be double-checked, because it is a potential source of errors. This way the readability and maintainability of a workflow process definition can be improved.

7 Composition of WF-Nets

The WF-nets in this chapter are very simple compared to the workflows encountered in practise. For example, in the Dutch Customs Department there are workflows consisting of more than 80 tasks with a very complex interaction structure (cf. [1]). For the designer of such a workflow the complexity is overwhelming and communication with end-users using one huge diagram is difficult. In most cases hierarchical (de)composition is used to tackle this problem. A complex workflow is decomposed into subflows and each of the subflows is decomposed into smaller subflows until the desired level of detail is reached. Many WFMS’s allow for such a hierarchical decomposition. In addition, this mechanism can be utilized for the reuse of existing workflows. Consider for example multiple workflows sharing a generic subflow. Some WFMS-vendors also supply reference models which correspond to typical workflows in insurance, banking, finance, marketing, purchase, procurement, logistics, and manufacturing.

Reference models, reuse and the structuring of complex workflows require a hierarchy concept. The most common hierarchy concept supported by many WFMS’s is task
refinement, i.e., a task can be refined into a subflow. This concept is illustrated in Figure 8. The WF-net $PN_1$ contains a task $t^+$ which is refined by another WF-net $PN_2$, i.e., $t^+$ is no longer a task but a reference to a subflow. A WF-net which represents a subflow should satisfy the same requirements as an ordinary WF-net (see Definition 11).

The semantics of the hierarchy concept are straightforward; simply replace the refined transition by the corresponding subnet. Figure 8 shows that the refinement of $D8/B7$ in $C8/C6/BD$ by $C8/C6/BE$ yields a WF-net $C8/C6/BF$.

The hierarchy concept can be exploited to establish the correctness of a workflow. Given a complex hierarchical workflow model, it is possible to verify soundness by analyzing each of the subflows separately. The following observation is important for compositionality.

**Lemma 4.** Let $PN = (P, T, F)$ be a sound WF-net. For any $t \in T$, (i) if $t \in i\bullet$, then $i\bullet t = \{i\}$, and (ii) if $t \in \bullet o$, then $o\bullet = \{o\}$.

**Proof.** We prove (i) by contradiction. If $t \in i\bullet$ and $i\bullet t \neq \{i\}$, then there exists a $p \in (\bullet t) \setminus \{i\}$. Clearly, $t$ is dead because $i$ and $p$ cannot be marked at the same time. The proof of (ii) is similar. □

The following theorem shows that the soundness property defined in this chapter allows for modular analysis.

**Theorem 3 (Compositionality).** Let $PN_1 = (P_1, T_1, F_1)$ and $PN_2 = (P_2, T_2, F_2)$ be two WF-nets such that $T_1 \cap T_2 = \emptyset$, $P_1 \cap P_2 = \{i, o\}$ and $t^+ \in T_1$. $PN_3 = (P_3, T_3, F_3)$ is the WF-net obtained by replacing transition $t^+$ in $PN_1$ by $PN_2$, i.e., $P_3 = P_1 \cup P_2$, $T_3 = (T_1 \setminus \{t^+\}) \cup T_2$ and

$$F_3 = \{(x, y) \in F_1 \mid x \neq t^+ \land y \neq t^+\} \cup \{(x, y) \in F_2 \mid \{x, y\} \cap \{i, o\} = \emptyset\} \cup$$

$$\{(x, y) \in P_1 \times T_2 \mid (x, t^+) \in F_1 \land (i, y) \in F_2\} \cup$$

$$\{(x, y) \in T_2 \times P_1 \mid (t^+, y) \in F_1 \land (x, o) \in F_2\}.$$ 

For $PN_1$, $PN_2$ and $PN_3$ the following statements hold:
1. If $PN_3$ is free-choice, then $PN_1$ and $PN_2$ are free-choice.
2. If $PN_3$ is well-structured, then $PN_1$ and $PN_2$ are well-structured.
3. If $(PN_1, i)$ is safe and $PN_1$ and $PN_2$ are sound, then $PN_3$ is sound.
4. $(PN_1, i)$ and $(PN_2, i)$ are safe and sound iff $(PN_3, i)$ is safe and sound.
5. $PN_1$ and $PN_2$ are free-choice and sound iff $PN_3$ is free-choice and sound.
6. If $PN_3$ is well-structured and sound, then $PN_1$ and $PN_2$ are well-structured and sound.
7. If $t^+$ and $t^+\bullet$ are both singletons, then $PN_1$ and $PN_2$ are well-structured and sound iff $PN_3$ is well-structured and sound.

Proof.

1. The only transitions that may violate the free-choice property are $t^+$ (in $PN_1$) and \{$t \in T_2 \mid (i, t) \in E_2$\} (in $PN_2$). Transition $t^+$ has the same input set as any of the transitions \{$t \in T_2 \mid (i, t) \in E_2$\} in $PN_3$ if we only consider the places in $P_3 \cap P_1$. Hence, $t^+$ does not violate the free-choice property in $PN_1$. All transitions $t$ in $PN_2$ such that $(i, t) \in E_2$ respect the free-choice property; the input places in $P_3 \setminus P_2$ are replaced by $i$.
2. $\overline{PN_1}(\overline{PN_2})$ is well-handled because any elementary path in $\overline{PN_1}(\overline{PN_2})$ corresponds to a path in $\overline{PN_3}$.
3. Let $(PN_1, i)$ be safe and let $PN_1$ and $PN_2$ be sound. We need to prove that $(PN_3, i)$ is live and bounded. The subnet in $\overline{PN_3}$ which corresponds to $t^+$ behaves like a transition which may postpone the production of tokens for $t^+\bullet$. It is essential that the input places of $t^+$ in $(PN_3, i)$ are safe. This way it is guaranteed that the states of the subnet correspond to the states of $(\overline{PN_2}, i)$. Hence, the transitions in $T_3 \cap T_2$ are live ($t^+$ is live) and the places in $P_3 \setminus P_1$ are bounded. Since the subnet behaves like $t^+$, the transitions in $T_3 \cap (T_1 \setminus \{t^+\})$ are live and the places in $P_3 \setminus P_1$ are bounded. Hence, $PN_3$ is sound.
4. Let $(PN_1, i)$ and $(PN_2, i)$ be safe and sound. Clearly, $PN_3$ is sound (see proof of 3.). $(PN_3, i)$ is also safe because every reachable state corresponds to a combination of a safe state of $(PN_1, i)$ and a safe state of $(PN_2, i)$. Let $(PN_3, i)$ be safe and sound. Consider the subnet in $PN_3$ which corresponds to $t^+$. $X$ is the set of transitions in $T_3 \cap T_2$ consuming from $t^+\bullet$ and $Y$ is the set of transitions in $T_3 \cap T_2$ producing tokens for $t^+\bullet$. If a transition in $X$ fires, then it should be possible to fire a transition in $Y$ because of the liveness of the original net. If a transition in $Y$ fires, the subnet should become empty. If the subnet is not empty after firing a transition in $Y$, then there are two possibilities: (1) it is possible to move the subnet to a state such that a transition in $Y$ can fire (without firing transitions in $T_3 \cap T_1$) or (2) it is not possible to move to such a state. In the first case, the places $t^+\bullet$ in $PN_3$ are not safe. In the second case, a token is trapped in the subnet or the subnet is not safe the moment a transition in $X$ fires. $(PN_2, i)$ corresponds to the subnet bordered by $X$ and $Y$ and is, as we have just shown, sound and safe. It remains to prove that $(PN_1, i)$ is safe and sound. Since the subnet which corresponds to $t^+$ behaves like a transition which may postpone the production of tokens, we can replace the subnet by $t^+$ without changing dynamic properties such as safeness and soundness.
5. Let $PN_1$ and $PN_2$ be free-choice and sound. Since $(PN_1, i)$ is safe (see Lemma 1), $PN_3$ is sound (see proof of 3.). It remains to prove that $PN_3$ is free-choice. The only transitions in $PN_3$ which may violate the free-choice property are the transitions in $T_3 \cap T_2$ consuming tokens from $t^+$. Because $PN_2$ is sound, these transitions need to have an input set identical to $t^+$ in $PN_1$ (cf. Lemma 4). Since $PN_1$ is free-choice, $PN_3$ is also free-choice.

Let $PN_3$ be free-choice and sound. $PN_1$ and $PN_2$ are also free-choice (see proof of 1.). Since $(PN_3, i)$ is safe (see Lemma 1), $PN_1$ and $PN_2$ are sound (see proof of 4.).

6. Let $PN_3$ be well-structured and sound. $PN_1$ and $PN_2$ are also well-structured (see proof of 2.). Since $(PN_3, i)$ is safe (see Lemma 3), $PN_1$ and $PN_2$ are sound (see proof of 4.).

7. It remains to prove that if $PN_1$ and $PN_2$ are well-structured, then $PN_3$ is also well-structured. Suppose that $PN_3$ is not well-structured. In this case, there is a pair of nodes $x$ and $y$ such that one of the nodes is a place and the other a transition and such that there are two disjoint elementary paths leading from $x$ to $y$ in $PN_3$ (cf. Definitions 13 and 14). Since $PN_1$ is well-structured, at least one of these paths runs via the refinement of $t^+$. However, because $t^+$ has precisely one input and one output place and $PN_2$ is also well-structured, this is not possible.
Theorem 3 is a generalization of Theorem 3 in [22]. It extends the concept of a block with multiple entry and exit transitions and gives stronger results for specific subclasses.

Figure 9 shows a hierarchical WF-net. Both of the subflows (handle, questionnaire and processing) and the main flow are safe and sound. Therefore, the overall workflow represented by the hierarchical WF-net is also safe and sound. Moreover, the free-choice property and well-structuredness are also preserved by the hierarchical composition. Theorem 3 is of particular importance for the reuse of subflows. For the analysis of a complex workflow, every safe and sound subflow can be considered to be a single task. This allows for an efficient modular analysis of the soundness property. Moreover, the statements embedded in Theorem 3 can help a workflow designer to construct correct workflow process definitions.

8 Conclusion

In this chapter we have investigated a basic property that any workflow process definition should satisfy: the soundness property. For WF-nets, this property coincides with liveness and boundedness. In our quest for a structural characterization of WF-nets satisfying the soundness property, we have identified three important subclasses: free-choice, well-structured, and S-coverable WF-nets. The identification of these subclasses is useful for the detection of design errors.

If a workflow is specified by a hierarchical WF-net, then modular analysis of the soundness property is often possible. A workflow composed of correct subflows can be verified without incorporating the specification of each subflow.

The results presented in this chapter give workflow designers a handle to construct correct workflows. Although it is possible to use standard Petri-net-based analysis tools, we have developed a workflow analyzer which can be used by people not familiar with Petri-net theory [4, 5, 23, 24]. This workflow analyzer interfaces with existing workflow products such as Staffware, COSA, METEOR, and Protos.
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Abstract. Workflow processes are represented as Petri nets with special entry and exit places and labeled transitions. The transition labels represent actions. We give a semantics for such nets in terms of transition systems. This allows us to describe and verify properties like termination: the guaranteed option to terminate successfully. We describe the composition of complex WF nets from simpler ones by means of certain operators. The simple operators preserve termination, giving correctness by design. Only the advanced communication operators are potentially dangerous. A strategy for verification of other properties is described.

1 Introduction

Workflow management is an important new development in the computerized support of human work. As such, it is an emerging market with scores of commercially available products, not to mention research prototypes at universities. A workflow management system (WFMS) focuses on cases flowing through the organization, while tasks are executed for them. We assume the reader to be familiar with these notions (c.f. [11], [1]).

In this chapter we limit ourselves to the process of a single case. Such a process has a large number of states and actions move the process from state to state. For this aspect of workflow, Petri net models are often used. Petri nets (c.f. [7]) combine expressive power (to a degree) with a formal semantics that allows analysis. Although it is focused towards actions, there is a clear notion of state, which is essential as argued by [1].

A WF net is a Petri net describing the flow of a single case. A source place marks its initial state and a sink place its terminal state. The transitions are labeled; labels correspond to tasks.

In Figure 1, such a net is shown, modeling the process of travel arrangement. A travel request initially enters the process and three parallel activities are started. A budget check is performed and the hotel and travel requirements are studied. If necessary, hotel and travel information is obtained. After obtaining enough information and receiving a budget approval, travel and hotel accommodation
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is booked, the travel documents and budget approval are assembled and sent to the client.

![Diagram of WF net: travel department](image)

**Fig. 1. A WF net: travel department**

Models such as the one in Figure 1 can be built intuitively, as illustrated above. However, in order to analyze and discuss these models, we need a formal notion of workflow processes and the way in which they are modeled by nets. Assume that two different WF nets have been presented based on an informal description of one and the same process. One immediately asks whether these WF nets represent the same process, and, if not, in which respect they differ. Such questions need an answer; if not, one cannot be sure whether one’s intentions are modeled correctly.

Such a formal semantics of WF nets allows verification. Every WF net should be terminating, i.e. from every state that can be reached (by executing tasks) from the initial state, it is possible to reach the terminal state. In [1] the soundness property of WF nets is introduced; one of the properties that a sound WF net should satisfy is that it is terminating. More specific properties can be formulated and subjected to verification; e.g. that before termination a certain task $t$ should be executed.

It is a good thing to be able to make models, more or less intuitively, and verifying them afterwards. The verification should point out which parts of the model contain erroneous or dangerous constructions and hint at possible improvements. The tool Woflan (WOrkFLo w A Analyzer, c.f. [8]) assesses the net’s soundness and even supports the modeler by indicating dangerous constructs.

It is even better to create models in an organized way, by combining predefined building blocks in certain prescribed ways. Such models can be verified compo-
tionally, leading to correctness by construction. Often, intuitive and rigorous modeling approaches are combined.

In the sections to come, we introduce transition systems as our basic process model for workflow systems. Then, we define WF nets. We define two ways, called firing rules that convert a WF net into a transition system. Next, we introduce operators to compose WF nets, starting with some predefined building blocks. Finally, we treat verification and present some consequences of both our semantics and the compositional approach.

The results presented in this chapter are far from conclusive. Our presentation focuses on the ideas behind them, which we hope the reader will appreciate.

2 Definitions

This section starts with introducing processes and the bisimilarity equivalence relation. Then we define the class of Petri nets we call WF nets. Finally, we treat two firing rules that generate a process from a net.

2.1 Processes

A process consists of states and events. There are two special states: the initial and terminal state. To each state corresponds a set of events that can occur in it. When an event has occurred in some state, another state is reached. The reached state depends on both the old state and the event that has occurred. No events can occur in the terminal state; other states in which no events can occur are called deadlocks.

A process (or transition system) can be depicted as a directed graph with labeled edges. The nodes are states and the edges connect the old state to the new one, where the edge labels denote the events. Two special nodes indicate the initial and terminal states. In Figure 2, such a process is shown. The thick incoming/outgoing arrow indicates the initial/terminal state, the edges are indicated by solid lines.

We say that a state $s'$ can be reached from another state $s$ if there is a sequence of events leading from $s$ to $s'$. In the graph, this corresponds to a directed path as indicated by the dashed line in Figure 2. In a process, we assume that all states are reachable from the initial state, so the state $\sigma$ and edge $g$ in the figure must be removed.

The internal states (neither initial nor terminal) can only be distinguished from one another by the events that they allow and the states that are reached by them. This means that we can divide the states into groups (e.g. by coloring them) of indistinguishable (or bisimilar) states. This coloring algorithm starts with three colors (initial, terminal and internal). If a pair of states having the same color can be distinguished (i.e. one state has an $\alpha$-labeled edge leading to a $d$-colored state and the other not), one of the two receives a new color. This
is repeated until all states have different colors or states having the same color cannot be distinguished.

In Figure 3, the coloring result is shown for four processes. Processes like II and III, that can be colored with exactly the same set of colors are called equivalent or bisimilar. Bisimilarity is an equivalence relation. Processes that cannot be colored the same, like I and IV can be distinguished by describing their states; IV has a state in which event b followed by d is possible, but b followed by c is impossible (the state with color 6), but I does not have such a state. Similarly, II and III have a state (with color 5) that IV and I do not possess.

In some cases, we distinguish visible and invisible events and we want to call processes equivalent if their visible behavior is the same. We represent invisible events by unlabeled edges (often the label τ is used instead). One cannot tell the difference between a real α-labeled edge and a virtual one, i.e., a sequence of zero or more unlabeled edges, an α-labeled one and then again unlabeled ones. Neither can one tell the difference between a sequence of unlabeled edges and no edge at all.

Our coloring algorithm then must be adapted: if an α-labeled edge leads from one e-colored state to a d-colored state and no real or virtual α-labeled edge exists from another e-colored state to a d-colored state, one of the e-colored edges must be recolored. Processes that can be colored with the same colors

\footnote{This definition of bisimilarity induces the same equivalence relation as in process algebra literature (see e.g. \cite{6}). The above presentation highlights its essence.
are called weakly bisimilar. The previous notion is called “strong” bisimilarity in contrast. If all events are visible, the two notions coincide.

Given a process, one can formulate and verify properties it is supposed to have. The logic HML (c.f. [5]) can be used to this end. Bisimilar processes are characterized by the fact that any HML formula that holds for one process also holds for the other and vice versa. If processes are not bisimilar, there is a HML formula that holds for one process but not for the other. Compare the statement we used to distinguish between I and IV in Figure 3.

We want all workflow processes to be terminating. This means that every state of the process (that is reachable from the initial state) can reach the terminal state. A terminating process thus cannot reach a deadlock. Termination can be formulated in HML, so if a process is terminating, all (weakly) bisimilar processes are terminating too.

2.2 WF Nets

Simple workflow processes can be modeled directly as transition systems. However, more advanced processes with a lot of parallelism do not allow such an approach, due to an enormous number of states. Petri nets (c.f. [7]) allow a more concise representation.

A net consists of nodes, connected by directed edges. Nodes are divided into places, depicted as circles and transitions, depicted as squares. The transitions are labeled; a transition label corresponds to a task in the workflow system. Edges connect places to transitions and vice versa. No edges are allowed between two places or two transitions.

A WF net has an entry place without incoming edges and an exit place without outgoing edges. Each node must lie on at least one directed path from the entry place to the exit place. For technical reasons, we will allow several entry and exit places. In this general case, we require that every node lies on a directed path between some entry and exit place. An example WF net is depicted in Figure 1.

Given a transition \( t \), the set of edges leading to \( t \) are called input arcs of \( t \) and the places these arcs lead from are called input places of \( t \). Similarly, the set of edges leaving \( t \) are called output arcs of \( t \) and the places these arcs lead to are called output places of \( t \).

A Petri net is a natural and concise way of representing a process. The key idea behind Petri nets is that tasks can occur whenever certain objects (materials, resources or permissions) are present. When a task starts, these objects are consumed. Upon termination, new objects are produced, that may allow new tasks to start.

Each place of a net contains certain objects (called tokens). Transitions correspond to certain tasks. The required objects for this tasks reside in its input places, and the result objects in its output places. The execution of an task corresponds to the firing of a corresponding transition, consuming tokens for its input places and producing tokens for its output places.
For the sake of simplicity, we assume that only one token per place is consumed or produced when a transition fires. This assumption is not unreasonable for modeling workflow. Without it, the definition of a Petri net and the descriptions below get slightly more complicated. However, this complication is only technical.

2.3 Firing Rules

The conversion of a Petri net into a process is formalized by so-called firing rules. These firing rules thus define the behavior of a net. There exist algorithms that allow us to decide whether the process of a WF net is terminating, and, if so, compute this process. However, a combinatorial explosion may occur that makes this decision and computation infeasible. So the firing rules given below are not meant to be a guideline for computing a process but rather serve as a means to derive properties (like termination) of a WF net’s process without having to compute it.

The simplest firing rule is the interleaving rule. We assume a net $N$ and derive from it a process $I_N$. A state $s$ of $I_N$ corresponds to a marking of $N$, a function that assigns to every place $p$ of $N$ a nonnegative integer $s(p)$. The events of $I_N$ correspond to the transition labels of $N$. We denote by $i_t(p)$ the number of input arcs (zero or one) leading from place $p$ to transition $t$ and by $o_t(p)$ the number of output arcs leading from $t$ to $p$. Given a transition $t$ of $N$ with label $a$ and a state $s$ of $I_N$, there is an edge with label $a$ connecting $s$ to a state $s'$ whenever $s(p) > i_t(p)$ and $s'(p) = s(p) - i_t(p) + o_t(p)$ for every place $p$.

The initial state of $I_N$ is the marking where the (each) entry place of $N$ contains one token and the other places none. Similarly, the terminal state of $I_N$ is the marking where the (each) exit place of $N$ contains one token and the other places none.

![Fig. 4. The interleaving process of a net](image)
In Figure 4, the derivation of a process from a Petri net by the interleaving rule is shown. The tokens are indicated by dots; counting the dots in each place yields the state of the net.

The interleaving rule allows us to study most properties of a WF net. In some cases, however, this rule is not completely adequate. Consider the nets in Figure 5 for instance. Each net is mapped to the same process by the interleaving rule, but there is an intuitive difference between e.g. nets I and IV. In net I, tasks \( b \) and \( c \) can be executed simultaneously (or concurrently) after \( a \). In net IV, \( b \) and \( c \) can both be executed after \( a \), but if one is busy, the other must wait (this behavior is called sequential). As a consequence, the flow modeled by net I is more efficient and will show e.g. lower resource idle times than net IV.

A slightly more subtle difference exists between nets I and III. In net III it is possible to start task \( b \) (the transition in the middle) such that task \( c \) must wait, although this need not be the case due to the other \( b \)-labeled transition. This phenomenon cannot happen in I. However, there is no clear difference between nets I and II. If task \( b \) has terminated and \( c \) not yet started, a second possibility for executing \( c \) becomes manifest in net II, but one cannot distinguish between the \( c \) transitions firing.\(^2\)

\(^2\) A difference arises when examining the causal dependencies between tasks. It seems that we can neglect causality when modeling and verifying workflow processes.
The events of $S_N$ are the starting of a transition and the termination of a busy transition. The labels of these events are $a^+$ for starting an $a$-labeled transition and $a_n^-$ for termination of the $n$-th transition of the busy list, where $a$ is its label. The initial (terminal) state of $S_N$ is composed of the initial (terminal) marking of $I_N$ and the empty busy list. A state $s$ of $S_N$ with marking $m_s$ and busy list $b_s$ is connected to state $s'$ with marking $m_{s'}$ and busy list $b_{s'}$ by an edge with label $a^+$ if and only if there exists a transition $t$ with label $a$ such that $m_{s'}(p) = m_s(p) - t_p(p)$ for every place $p$ and $b_{s'}$ is $b_s$ with $t$ added to its tail. $s$ is connected to $s'$ by an edge with label $a_n^-$ if and only if $b_s$ contains at its $n$-th position a transition $t$ with label $a$ such that $m_{s'}(p) = m_s(p) + a(p)$ for every place $p$.

In Figure 6, the derivation of a process from a Petri net by the ST firing rule is shown. Markings are shown by dots as in Figure 4 and the busy list is depicted by adding numbers to busy transitions.

![Diagram](image)

**Fig. 6.** The ST process of a net

We conclude this section by pointing out the correspondences between the two processes of a net $N$. The states of $I_N$ correspond to the set $E$ of states of $S_N$ with an empty busy list and an $a$-labeled edge connects two states of $I_N$ if and only if the corresponding states in $S_N$ are connected via $a^+$ and then $a_n^-$. From each state of $S_N$ a state in $E$ can be reached by terminating all busy transitions. States in $E$ can reach one another in $S_N$ if and only if the corresponding states in $I_N$ can reach one another. Hence $S_N$ is terminating if and only if $I_N$ is terminating.
We call two WF nets \( N, M \) \( I\)-equivalent if \( I_N \) and \( I_M \) are bisimilar processes and \( ST\)-equivalent if \( S_N \) and \( S_M \) are bisimilar. It is easy to show that \( ST\)-equivalence implies \( I\)-equivalence, but not vice versa.

We recommend the use of the \( ST \) firing rule and \( ST\)-equivalence as equivalence relation between WF nets. The above correspondence indicates that many properties of the \( ST \) process can be deduced from the interleaving process. Adopting the \( ST \) approach does not rule out the use of interleaving-based analysis tools.

3 Construction and Verification

Having defined the semantics of WF nets, we investigate the ways in which to construct them. We advocate a compositional approach that allows for both top-down and bottom-up modeling. We then turn to verification, showing how it can profit from the compositional approach. We conclude by presenting the construction of our travel example.

3.1 Construction

It is perfectly possible to construct WF nets from intuition, guided by some ad-hoc principles. In fact, the example in Figure 1 has been presented in this vein. However, for large nets more rigor is needed in the net's construction process. We propose here an approach based on building blocks that can be combined in certain prescribed ways into larger nets. The building blocks are themselves WF nets that are well understood and thoroughly verified and validated.

It is of great importance for organizations to create and maintain a set of standard procedures to be applied in specific situations. Such a "procedure base" is one of the main assets of an organization. The process part of such procedures can be modeled as WF nets and used as building blocks.

We will not further investigate the way to obtain an adequate set of building blocks. Instead, we stress the ways in which WF nets can be combined, i.e. the WF net operators. These operators have one or more nets as operands; the application of an operator to its operand(s) gives a result net. This result then can serve as operand to a new operator. In this way we can build expressions that represent nets. This approach is inspired by PBC, the Petri Box Calculus [3].

Most operators are based upon the notion of place fusion. Fusing a set \( A \) of places to another set \( B \) of places means adding a new place for every pair \( (a, b) \) of places from \( A \times B \), adding an edge to the place corresponding to \( (a, b) \) iff there exists a similar edge to \( a \) or \( b \) and then removing the places in \( A \) and \( B \) and edges from or to them. If \( A \) and \( B \) are singleton sets, this is equivalent to "gluing" the places onto one another. If \( A \) or \( B \) is empty, it becomes removal of places and edges. In other cases a kind of "weaving" occurs, as illustrated in Figure 7. In the figure, place identifiers are added to illustrate the correspondence between the original and the new places.
We will fuse entry and/or exit places and strive for singleton such places, so fusion of singleton places will occur most often. The complicated weaving of the figure (where both sets have cardinality greater than one) is not likely to occur. The operators we propose are sequencing, choice, iteration, free merge, synchronous communication, asynchronous communication and refinement. We describe the intended processes, followed by a net-based explanation. These net-based definitions are similar to [4] and [10].

The sequencing and choice operators have two operands. Putting two processes in sequence means that the first one is executed and upon termination of the first the second one. A choice between two processes means that either process can be executed; the first event determines which one. Graphically, sequencing fuses the exit places of the first operand net to the entry places of the second. Choice fuses the entry and exit places of its operands so that they only share the initial and terminal marking.

Iteration has three operands. The first process is executed; upon termination either the second one or third one can be executed. If the second one is chosen and it terminates, the iterated process has the same state as when the first one terminated, so the choice between the second and third recurs. If the third is chosen and terminates, the iterated process terminates. Graphically, the exit places of the first are fused with the entry and exit places of the second and the entry places of the third, thus creating a loop.

The free merge operator has two operands. Both operand processes can execute independently. Graphically, the two nets are juxtaposed. Since the result of the free merge has more than one entry and exit place, the sequencing operator is
often used to add an initial task (the and-split of a case into two or more parallel streams) and a terminal one (the and-join).

In Figure 8, the above operators are given when applied to the simplest processes, i.e. isolated tasks \((a, b \text{ and } c)\).

![Workflow net operators](image)

Fig. 8. Workflow net operators

Refinement has one operand and a parameter function \(f\) that maps tasks onto processes. In the operand, any transition denoting a task \(t\) in the domain of \(f\) is replaced by the process \(f(t)\). Graphically, another place fusion occurs: the entry places of \(f(t)\) are fused with the input places of \(t\). Likewise, the output places of the \(t\) are fused to the exit places of \(f(t)\). A special case is relabeling, where \(f(t)\) is a single transition.

We can use refinement to formally define the result of the operators in Figure 8 when applied to arbitrary WF nets. For example, the choice \(A+B\) between WF nets \(A\) and \(B\) is obtained by consecutively refining task \(a\) and \(b\) in the net \(a+b\) with \(A\) and \(B\) respectively. From this observation it is clear that the place fusions from the descriptions above are related. In Figure 9, the net \(a(d||e)*b\) is shown that is obtained by refining \(c\) with \(d||e\) in \(ab*c\) from Figure 8. This is a case where weaving cannot be avoided.

![Iterated merge](image)

Fig. 9. Iterated merge

The above operators are the “neat” ones. They are however not sufficient to model all possible processes. Subprocesses that run more or less independently in different parts in an organization (initially modeled by means of the free merge operator) may influence one another at some points: tasks at one side may need information or await decisions from the other side and vice versa. For this phenomenon, “dirty” communication operators are needed. We define synchronous (two-way) and asynchronous (one-way) communication.
Tasks that communicate synchronously must be executed together. This simultaneous execution of these tasks can be seen as a single one. The synchronous communication operator has one operand net and a parameter function \( f \) that maps task sets onto tasks. The simultaneous execution of a set \( A \) of tasks in the domain of \( f \) amounts to executing \( f(A) \).

Graphically, synchronous communication amounts to transition fusion and relabeling the transitions thus synchronized. Note that one and the same transition might communicate with several other transitions. If this is the case, another “weaving” (this time with transitions instead of places) will occur.

Asynchronous communication means that a task has to wait until another task has occurred in another stream. There is one operand and a parameter set \( R \) that consists of pairs of task sets. If a pair \((A, B)\) is in \( R \), then any task from \( B \) has to wait until a task from \( A \) occurred. Graphically, this amounts to adding a place for every pair \((A, B)\) in \( R \), that serves as an output place for the transition(s) in \( A \) and as input place for the transition(s) in \( B \).

![Communication operators](image)

In Figure 10, the communication operators are illustrated. The process \( X = a.(b.e\|c).d \) is shown in the middle. To its left is \( \alpha_R(X) \), where the task \( c \) must wait for \( b \) or \( e \). The set \( R = \{(\{b\}, \{e\})\} \) is a singleton pair. To its right is \( \sigma_f(X) \), where the task pairs \( b, c \) and \( e, c \) communicate synchronously and the communication results are \( u \) and \( v \) respectively. So the domain of \( f \) is the set of sets \( \{(b,c), (e,c)\} \), whereas \( f(\{b,c\}) = u \) and \( f(\{e,c\}) = v \).

### 3.2 Properties of Operators

We like our operators to have the property that combining equivalent operand nets leads to an equivalent result. This means that if nets \( N \) and \( N' \) are equivalent then replacing \( N \) by \( N' \) in an expression leads to an equivalent result net. Such a property allows us to prove that two nets are equivalent without having to compute their processes. An operator is called an *ST-congruence* if the above property holds for ST-equivalence and an *I-congruence* if it holds for
I-equivalence. Another desirable property is termination preservation, i.e. that the result is terminating if and only if the operands are terminating.

The table in Figure 1 shows a list of properties of the operators. Figure 10 shows that the communication operators are not termination preserving. The original process is clearly terminating, whereas the derived processes are not. The right-hand process cannot reach the terminal state (a deadlock occurs), whereas the left-hand process can produce a token in the exit place, but in doing so an extra is token left behind, so it also cannot reach the terminal state. It seems interesting to investigate conditions that are sufficient or necessary for termination preservation of the communication operators.

<table>
<thead>
<tr>
<th>operator</th>
<th>I-congruence</th>
<th>ST-congruence</th>
<th>termination preserving</th>
</tr>
</thead>
<tbody>
<tr>
<td>sequencing</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>choice</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>iteration</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>free merge</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>refinement</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>sync. comm.</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>async. comm.</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
</tr>
</tbody>
</table>

The fact that all operators but the synchronizations are termination (and even soundness) preserving can be used when checking the termination of nets resulting from expressions. The refinement operator is very important, as it allows a hierarchical approach to net construction. The fact that the refinement operator is an ST-congruence and not an I-congruence is one of the main reasons for embracing the ST firing rule.

The construction operators can be incorporated in an editor for workflow processes. This editor could contain a soundness checker that can be invoked for suspect processes that result from the application of dirty operators.

### 3.3 Verification and Reduction

The primary reason for modeling workflow is the possibility to control and monitor the work by means of a WFMS. These models will be tested (validated) to create confidence in them. The existence of a formal model also allows for verification. As models become more complex, the need for verification will grow.

There are various properties that need verification. Soundness is a property that all processes must have, but other, more specific properties come to mind, like the need for approval of specific tasks, or protocol conformance. Verification of a large process may become computationally infeasible. The compositional construction of processes allows for compositional verification: defining properties for the operand processes in a certain construct, verifying them and proving that these properties and the given construction yield the desired property of the complete process.
Another property that can be verified is that a certain WF net represents the same process as another given WF net, i.e. their processes are equivalent. As indicated, the congruence properties of the operators allow this to be done compositionally, and even calculationally, using laws from process calculi (or algebra’s) like CCS [6] or ACP [2]. Here, we present the reduction of a WF net by removing places and/or transitions.
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**Fig. 11.** Redundant places

The simplest reduction is achieved by removing redundant places. A place \( p \) is redundant iff every transition \( t \) with \( p \) as input place has other input places and whenever these other places contain a token, then \( p \) contains a token too. Figure 11 shows a few (grey) redundant places. The black net (with the grey arcs and places removed) is the reduced net. The original and reduced nets are ST-equivalent (and thus I-equivalent).

Another reduction consists of removing inert transitions. A transition is inert if it does not represent a real task (i.e. it is unlabeled) and its firing does not remove any options for continuation. This will be the case when the transition does not share any of its its input places with another transition. Removing the inert transition implies fusing its input and output places. Again, the nets are equivalent, this time by weak bisimilarity.

An inert transition can also be added in order to simplify complicated place weavings. In Figure 12, this unweaving by adding an inert transition is depicted.

![Diagram](image_url)

**Fig. 12.** Adding and removing an inert transition
Fig. 13. Top-down net composition
3.4 Example Construction

As an example, we show the construction of our trip planning example, illustrated in Figure 13. By sequential composition of three actions, the first net is arrived at. Now the middle action doWork is refined into the parallel composition (merge) of administration, travel and hotel actions. These actions on their turn are refined into nets involving sequencing and iteration. Asynchronous communication causes the hotel and travel booking to wait for budget approval. The hotel and travel booking is performed synchronously (as they influence one another). By removing a redundant place, we obtain the net in Figure 1.

4 Conclusions and Further Work

This chapter treats the semantics of processes in a workflow context. We combine theoretical notions from Petri nets and process algebra. We hope that we have shown to the non-expert that it is worthwhile to investigate the meaning of the diagrams that represent workflow processes. Backed-up by these investigations, we can construct, discuss, verify and simplify our process models.

It seems worthwhile to further investigate the ST firing rule, since it can be used to assess the net models in terms of efficiency without the need to quantify task durations. The rule also supports refinement, which is important for structured modeling.

Conditions that allow the “dirty” operators to become “cleaner” are an interesting subject. Also, many WFMS systems allow the “rollback” of tasks that are being executed. Incorporating this notion in the firing rules will give yet another process equivalence. The difference between such equivalence notions may be marginal and of theoretical interest only, but it has to be investigated before one can be really sure.
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Abstract. Organizations that are geared for success within today's business environments must be capable of rapid and continuous change. This business reality is boosting the popularity of various types of workflow systems. However, current workflow systems are not yet capable of facing the ever-changing nature of their business environment. Part of the answer to the challenge, in our view, lies in change understanding, communication, implementation, and analysis. In this chapter, we present an overview of our work on modeling dynamic change within workflow systems. This work was recently completed by the introduction of \textit{ML-DEVES}, a Modeling Language to support Dynamic Evolution within Workflow Systems. We firmly believe the thesis put forth in this chapter that a change is a process that can be modeled, enacted, analyzed, simulated and monitored as any process.

1 Introduction

A 1998 issue of Information Systems News featured an article headlined "Organizations Which Cannot Dynamically Change Cannot Survive." This is now a well-known theme in the business literature. The article notes that there are many kinds of change (e.g. organizational, social, ...) and that change is often done in an ad hoc manner. Thus, the ramifications of change, particularly complex changes within large organizations, are frequently not well understood, sometimes resulting in surprising negative side effects.

Organizations must frequently make changes such as consolidating systems and procedures, improving business processes, complying with new regulations and restructuring their work forces. To accommodate such changes, the specification and execution modules of a workflow system must be tightly interwoven. For example, it should be possible to edit the workflow model of a procedure and thereby dynamically and safely change how the steps of the procedure are being executed.

In the context of this work, the emphasis is put on dynamic procedural change, simply referred to herein as \textit{process change}. Other types of change such as
change of organizational structures, change of social structures, albeit important, are beyond the scope of this work. The term dynamic means that we are making the change “on the fly” in the midst of continuous execution of the changing procedure. Dynamic procedural change is challenging, and sometimes produces “dynamic bugs” which can be very obscure and elusive in large workflows.

A process change has two facets; namely schema change and instance change. A schema change occurs when a process definition is modified. An instance change occurs when a process execution changes. For example, an exception represents a form of instance change; it occurs when a case deviates from its specification as the result of an enactment error (e.g. a constraints violation) or an unexpected situation (e.g. a workers strike).

The underlying philosophy of our work on workflow change is based on the following key observations:

1. A process change is a process that can be modeled, enacted, analyzed, coordinated and monitored as any other process.
2. Change specification is a, albeit complex, process specification which describes the steps of the change, the flow of data and control among these steps, the participants involved in the change, and the change rules.
3. Schema changes, in general, yield to some form of instance changes.
4. Instance changes such as exceptions, frequently, may be assimilated to temporary schema changes.

The Collaboration Technology Research Group (CTRG) at the University of Colorado has been performing research in the groupware and workflow areas for the last eight years. Our prior work has considered issues of correctness and consistency of process change [9, 10] in workflow systems, and has been recently complemented by the introduction of \( ML-DCWS \) [11], a modeling language for the specification of change. \( ML-DCWS \) facilitates the examination and change of workflow schemas. It represents a structure within which a modeler can analyze notions of temporal evolution, dynamic change, and exceptions.

The rest of this chapter is organized as follows: First, a short overview of related work is given in the next section. Followed by a discussion on the various change modalities. Then, we illustrate some of the features of \( ML-DCWS \) using a simple example. The reader is referred to [11] for a detailed description of the modeling language and more complex examples of change. We assume that the reader has a basic understanding of the workflow concepts and terminology.

2 Related Work

There has been a large volume of work addressing workflow systems, but until recently, very little work concerned with the rigorous specification of dynamic change within workflows. There are many workflow products currently on the market, as well as research prototypes systems reported in the literature [15]. A
lot of good work has been done in the areas of workflow architectures, workflow models, and pragmatic workflow studies [14].

The first work in the literature which carefully motivated and mathematically articulated the issues of dynamic workflow change was a 1996 paper by Ellis, Keedara and Rozenberg at the Organizational Computing Conference [9]. This paper began with justification for the investigation of dynamic change via examples of “dynamic bugs” which can yield surprising chaotic results if the change is done without care and precision. It presented a Petri net abstraction for modelling dynamic change. It showed that change to workflow procedures can be accomplished dynamically without shutting down the system, and without aborting or restarting work in progress. The paper rigorously defined the notion of dynamic change, and the notion of change correctness.

Recent follow-up has included work by van der Aalst [1, 2], by Agostini and DeMichelis [4], and by Ellis, Keedara and Wainer [10]. Other highly related recent work includes the work reported in [15], in [19], in [16], and in [7]. Some workflow prototype efforts have recently emerged to deal with flexibility in workflow systems including ADEPT [16] and Milano [4].

Ellis, Keedara, and Wainer improve on gradual case migration using flow jumpers and hybrid flow nets. The authors also introduce timed flow nets as a model for analysis of workflow change which incorporates specification of temporal constraints. A similar approach to case migration has been independently introduced by Agostini and DeMichelis in [4] based on linear jumps.

A formal foundation to support the dynamic structural change of workflow processes is presented by Reichert and Dadam in [16]. The workflow model, referred to therein as ADEPT, supports a graph-based representation of workflow processes. Based on ADEPT, a set of modification primitives which preserve a restricted form of control flow consistency similar to the soundness property of van der Aalst, and a newly introduced data flow consistency. The authors also deal with another change modality; namely the change lifetime, and provide a framework to support permanent and temporary change with the possibility of undoing temporary changes only and change composition.

In [7], Casati et al. present systematic approach to management of dynamic workflow evolution and case migration. In particular, various policies to support progressive case migration are discussed. For example, migration to final workflow is a policy which requires a case to be compliant with the new workflow, or to be brought to compliance (using rollback mechanism) before the case migration to the new workflow proceeds. The authors discuss also a strategy for managing case migration which uses case segmentation based on the selected migration policy.

Most of current workflow systems have some support for process versioning whereby multiple versions of a process may be active at the same time. A few workflow products (e.g. Inconcert [13] and Ensemble [12]) provide a basic support for dynamic change on a single case basis. Each case keeps a private copy of
its definition that may be modified independently. This approach is suitable to
deal with punctual changes (e.g. workflow exceptions), but fails to address the
issue of case migration from one process definition to another. A number of com-
mercial products incorporate support for flexibility through ad-hoc workflows.
For example, Inconcert supports ad hoc workflows by using Process Design by
Discovery, a method which allows customers to deploy workflow without a pre-
liminary design phase. The process is built by doing the tasks, may be changed
on the fly by users, and saved as a template when completed.

As a final note concerning related work, we emphasize that dynamic process
change is an important issue within numerous other domains such as software
engineering [5, 8].

3 Modalities of Change

When one specifies a change, there are many factors which must be taken into
account. Many of these factors can be considered as pre-conditions and post-
conditions for change to happen. These pre- and post-conditions may be
expressed as functions of time, application data, organizational context, process
data, history, personnel data, state of the work-case, state of the total system,
resource availability, and other exogenous information.

The concept of “change specification roll-out time” denotes the date and
time when the change begins. This time specification acts as an anchor for other
times which can be specified in absolute time, or in relative time. Relative is
always with respect to the change specification roll-out time.

We next identify and explain several modalities of change that are impor-
tant elements in any change specification. The lack of specification of these
elements frequently leads to ambiguity - the manager distributes a statement of
change, and the employees misinterpret the statement, and the change is mis-
implemented.

3.1 Change Duration: Instantaneous vs Time Interval vs Indefinite

One factor is the specification of whether the change is to happen quickly (in-
stantaneously) or over a noticeably long (but finite and well specified) time
period or an unspecified amount of time (“as long as it takes for the old stuff to
change”). Frequently change that is immediate and instantaneous is desired by
management, but sometimes an indefinite time period for change is preferred.
An example of the latter (ongoing, indefinite time) is a change by introducing a
new version of a software package. Some customers will immediately switch to
the new version, and others may switch at a later time. Frequently there is an
expressed commitment to maintain the old version for as long as customers are
using the old version. Thus, the amount of time for all customers to switch from
the old to the new version may be indefinitely long.
3.2 Change Lifetime: Permanent vs Temporary

Another factor is the amount of time that the change is in effect (with respect to the change specification roll-out time). If this time is specified as forever, then the lifetime is permanent. However, many changes are put in place for a specific and finite period of time. For example, a new set of procedures may be in effect for the next two weeks while the head manager is away on vacation only. Of course the nature of the temporary lifetime can be conditioned upon many factors such as customer satisfaction or time of new employee hire.

We believe that the notion of exception handling can fruitfully be considered as a special case of dynamic change whose lifetime is temporary, and whose filters may select one and only one work-case. Thus if it is decided that one particular customer must skip the time consuming credit approval activity, then we make a dynamic change to the procedure by omitting the credit approval step. This change is not permanent, but temporary; and we specify a filter which enables the change to be applicable only to this one customer.

3.3 Change Medium: Manual vs Automatic vs Mixture

Most changes require different data and/or routing to occur for some number of customers (or work-cases). When the number of work-cases that must change is small, it is frequently done by a human who uses a medium such as pen and paper to make changes (and perhaps explanatory notes). On the other hand, if there are thousands or millions of work-cases which are affected by the change, then a computer program is typically written to allow the work-cases which fit within the filter to be automatically updated. There are other media which have been used for change, and the media possibilities will continue to grow in the future.

3.4 Change Time-frame: Past vs Present vs Future

In considering the work-cases to which a change is applicable, one typically restricts consideration to work-cases which are currently in progress (where current typically refers to the change specification roll-out time). This is an aspect in which ordinary English language specifications of change are sometimes unclear. It must be remembered that there are situations in which one must specifically exclude work-cases which have not yet begun, or specifically include work-cases which have already terminated. Thus we find change notifications which are retroactively applicable to old work-cases - e.g.: “this ruling applies to all jobs completed in 1908 and after”. This type of change may require that certain old work-cases be updated.

3.5 Change Continuity: Preemptive vs Integrative

Every change requires some planning and some implementation work. Every change thus embodies a migration strategy. In the case of exception handling,
the planning may necessarily be short in duration, and it may be highly intertwined with implementation at workflow enactment time. Nevertheless, we always must decide the various modalities, including whether we will somehow disrupt (or preempt) currently running work-cases, or whether we will somehow allow the current work-cases to continue for some time in a smooth fashion. Preemptive strategies include abort schemes, rollback schemes, restart schemes, checkpoint schemes, and flush schemes. Non-preemptive strategies, which we define as integrative strategies, include versioning, SCOC [9], and other gradual work-case migration schemes. In general, the specific requirements and desires and capabilities of an organization, and of a specific change dictate the choice between preemptive versus integrative continuity.

3.6 Change Agents

This is a specification of which participants play which organizational roles within the change process. For example, it specifies who has the right to specify, enact, and authorize what types of changes. This is an important vehicle for participatory change.

Every change requires someone to specify and do it. The change agents specification details which participants play which roles within the change process. Note that activities may involve multiple roles and/or multiple agents. Besides agents who perform the activities, there are customers of the activity, overseers, responsible, clients, and other stakeholders. These should all be explicitly declared. For example, manager may have privilege to see ALL data, and responsibility to be held accountable for its timeliness and accuracy, although he does not actually do the detailed data processing work. Notions of change agent are frequently implemented by an organizational model which specifies which people play which roles.

Especially within change processes, it is important to identify who will play which roles, and who has which responsibilities. Questions which must be answered within the change process specification include the following. Who has final authority to say that a change MUST be done? Once it is authorized, who actually disseminates and implements the change? Who is the "blamee" that takes responsibility for correct timely implementation (getting the praise for success, and the blame for failure of the change)? Who are the actors who must do their jobs differently after the change?

3.7 Change Rules

Every change comes to life to achieve a set of business goals. The change rules guide a change process in its pursuit of meeting these goals. There are various kinds of rules: Participatory rules define the participation aspect of a change process. Integrity rules define the various constraints of a change including temporal
constraints (e.g., scheduling), data integrity constraints, and flow constraints. Situated rules define how to react in the face of exceptional situations such as constraint violation, or a system failure, or the occurrence of an external condition such as delays in a software release.

Every change is also based on a set of assumptions and predictions that are typically validated based on past behavior or forecasting analysis. However, a business environment may be highly volatile and unpredictable. Thus, a change design must clearly identify these assumptions, incorporate checkpoints to verify their validity, and offer course of actions in case of violations. We believe that situated rules may be used to provide such support.

3.8 Change Migration

A procedure may have a large number of work-cases in progress at any given time. When a change is specified, it is also necessary to specify the subset of the work-cases to which the change is applicable. Filtering refers to the ability to specify this subset. For example, a change of top management approval may be instituted for all work-cases involving more than 10,000 dollars. In general, subset selection may be a complex function.

Migration refers to the ability to bring the filtered-in cases into compliance with the new procedure in accordance with the migration policies agreed upon by the change designers. Frequently, these cases, by the end of migration, barely resemble the new procedure. Any aspect of a migrating case may change because of the migration, including its state, data, flow, rules, and participants.

Frequently, the migration modalities (i.e., which, what, how, when, who) are complex enough that a migration process is warranted. In essence, the migration process realizes case migration. Note that the migration process is different from the change process. Migration is one aspect of the change. Other aspects include change analysis, change monitoring, change simulation, change coordination, etc.

Finally, a side note to conclude our discussion on change modalities. Sometimes, the change modalities are not known ahead of time or the actual change circumstances make it impractical to spend the extra effort to plan for a change. Ad hoc changes fit into the former description and exceptions fit into the latter description. 

This topic will be further developed later.

4 Change Specification Using ML-D\textsc{ews}

ML-D\textsc{ews} is a special purpose meta-language geared toward the specification of workflow changes. In order to specify a change, there must be an existing specification of the workflow before the change. As mentioned in the introduction, a change is a process that is specified and enacted as any other process in
a workflow system. This reflective view entails that MC-DEWS is also used for process specification.

MC-DEWS is a visual modeling language designed to specify, visualize, and construct the artifacts of a process. MC-DEWS is an extension of the Unified Modeling Language (abbreviated to UML) [6]. MC-DEWS is simple, powerful and extendible. The language is based on a small number of core concepts as proposed by the Workflow Management Coalition (WFMC) [18], that most workflow modelers in general, and object oriented modelers in particular, can easily apply. All workflow model elements such as processes, activities, rules, events and flow are modeled as classes. Object oriented behavioral and structural modeling artifacts such as attributes, operations, association, and generalization are thusly supported. In particular, we take the view that a process is an object whose behavior is partly described by its control and data flow.

4.1 The Process Meta Model

A process class describes a process. It includes the process medium that indicates if the process is manual or automated, the process category that indicates if the process is structured or ad hoc, the process pre-conditions that define when the process may start, the process parameters that describe the process input/output data, and the process signals that define the process-specific events that may be triggered within the process including its exceptions.

An activity class describes a step within a process. The activity category indicates if the activity is a macro or an elemental activity. A macro activity refers to another process that is executed when the activity starts. The priority of the activity is used in conflict resolution. The activity parameters define the input/output data.

The MC-DEWS event model is similar to the UML event model. Several kinds of events are thusly supported: A time event indicates the passage of time. It is specified using the keyword After followed by a time expression; e.g. After(3 * Day), or After(startTime + 2 * Hour). A change event represents a change in an object attribute value or the satisfaction of some condition. It is specified using the keyword when followed by some condition; e.g. When(Clock = '11:59'), or When(state = Completed) (here, Clock is a macro which is expanded to reflect the current system time). A call event represents the invocation of an operation on an object. A signal event represents a named object that is sent asynchronously by one object and then received by other objects. For example, CaseCompleted is a predefined signal that is triggered when a work-case is completed and TaskCompleted is a predefined signal that is triggered when a task is completed. Both call and signal events are specified using the keyword on followed by the name of an operation or a signal; e.g. on TaskCompleted or on setBalance. Optionally, a parameter binding may be specified; e.g. on evt: TaskCompleted.
Events are mainly used in the specification of guards (e.g., the pre- or post-conditions of a process or an activity). A modeler may use active guards. An active guard has an event-part and a condition-part. When an event as specified by the event part occurs, the condition part is evaluated. The condition part is written using the Object Constraint Language (OCL), a standard language used in UML modeling. For example, the expression: on \texttt{evt:TaskCompleted}(\texttt{evt.sender}\.\texttt{isInstanceOf(Shipping)}) may be used to flag the completion of a Shipping activity.

A rule \textbf{class} models a process rule. In particular, \textit{active rules} may be defined using a simple textual representation of the form:

\begin{quote}
[\textbf{Rule Name Prior}ity \textbf{Guard Body}]
\end{quote}

the optional priority is used by the rule manager to determine the next rule to be triggered. For example, the following process rule causes an exception to be raised 3 days after the process has started:

\begin{quote}
[ \textbf{Rule Rule_72H} \\
\texttt{When (Clock = (startTime + 72 \times \texttt{Hour}))} \\
\texttt{Exception::instantiate(Constraint\_Violation).throw()} \\
]
\end{quote}

A \textbf{flow net class} models the control and data flow of a process. Flow nets are a class of high level Petri Nets with a single entry place, a single exit place, and extra connectivity properties. Each transition in the flow net represents an activity of the process that is executed whenever the transition fires. Tokens flowing through the flow net are either control or data tokens. Data tokens carry the information exchanged between activities. Control tokens are used for synchronization purposes; to indicate when an activity starts and completes.

\textit{Example 1.} Consider the flow of the order processing procedure depicted in Figure 1. When a customer requests by mail, or in person, an electronic part, this is the beginning of a work-case. An order form is filled out by the clerical staff (Entry activity). The order form is routed in parallel to the finance department for customer credit check (Credit activity), and to the inventory department (Inventory activity). The finance agent files a customer credit report with the collection agency, records its findings in the order form and sends the order form to the sales department. The inventory agent checks the availability of the goods, and records the availability status in the order form.

After evaluating the reports (Evaluation activity), the order may be either sent to a manager for approval (Approval activity), or the order is rejected and a rejection letter is sent to the customer (Rejection activity). Upon approval, the order is sent to the billing department, and then to the shipping department. The shipping department will actually cause the parts to be sent to the customer (Shipping activity), the billing department will see that the customer is sent a bill, and that it is paid (Billing activity). Finally, a log with a description of the order processing is created by the system (Archiving activity).
4.2 The Process Change Meta Model

A process change means that a process definition, referred to as the old process, is transformed into another process definition, referred to as the new process. A process change, frequently, may require some cases to migrate to the new process. Such cases are either enactments of the old process, and in a more general setting, they may be cases which have migrated, or are in the midst of migration, to the old process (change composition). In the context of change, an old case is either an execution of, has migrated to, or is migrating to, the old process.

A change process class describes a process change in a form which can be understood and used by all parties involved in the change, to communicate, and carry out their responsibilities. change process definition includes change roll-out time to indicate when the change begins, and the change expiration time that indicates when the change ends (indefinite by default). Unless specified otherwise, all in-progress case migrations are allowed to proceed as planned after the expiration time is reached, however, no new case migration is initiated afterwards. The change filter specifies the subset of old cases that are allowed to migrate to the new process. The migration process (yet another process) encapsulates the migration modalities of the filtered in old cases. For the purpose of this work, we assume that each change process may be associated with one migration process at the most.

The change filter is an OCL expression that is used to specify the old cases that are allowed to migrate to the new procedure. Filtering varies from one change to another. For example, in some situations, it may be desirable to filter-in the old cases which are already completed (e.g., recalling defective parts). In other situations, it may be necessary to filter-out the old cases to which a previous change has been applied (e.g., irreconcilable changes). Complex filtering policies may be defined based on the state, the data, the (execution and the change) history and the participatory aspects of the old case.

Example 2. In the context of our running example, the manager decides to speed up the order processing by introducing new billing and shipping systems. The
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shipping and the billing activities must be done in parallel. Also, all current orders with a value of 1000 dollars and which have not been yet shipped must switch to the new system.

The new version of the procedure is depicted in Figure 2. The change filter is expressed as follows:

\[(isOpen() \text{ and } (balance \geq 1000) \text{ and } \neg(isCompleted(Shipping))]\]

Fig. 2. The new version of the procedure for order processing

The migration process specifies how the filtered-in old cases migrate to the new process. Each enactment of the migration process, also called a migration case, refers to a single old case; this reference is noted \textit{oldCase}. The migration policies, as specified in the migration process, may express the various properties that a migration case ought to fulfill in the course of its lifetime; including constraints. Yet, in other situations, a migration policy may modify the rules of the old case; e.g. scheduling or integrity constraints may need to be readjusted.

Example 3. In the context of our running example, the goal of the change is to achieve a three-fold processing time improvement. Therefore, the temporal constraint of the old case is adjusted as follows:

\[
\text{Rule MigRule}
\]

\text{On Case Started}

\{  
  \text{ddCase.remove(Rule_{72H});}
  \text{ddCase.insert(Rule_{24H});}
\}
Rule Rule_24H
  When (Clock = (startTime + 24 * Hour))
  Exception::instantiate(ConstraintViolation), throw()
}

The definition of the migration process may specify a migration flow. The migration activities reflect the steps to be carried out during the migration; these steps may be out-of-band, in the sense that they are part of neither the old process nor the new process.

A migration activity may be a meta-activity that includes one or more actions, each action represents a non-interruptible operation to be performed on the old case. These operations may alter various aspects of an old case, including its state, data, flow, rules, history, participants, rules and business goals. Of particular interest are the flow operations which may change the marking of the old case; e.g. a token may be moved from one place to another, a new token may be injected into a place, or an existing token may be removed from a place. Flow operations may also change the flow of the old case; e.g. a flow element (i.e. a place, transition or a connector) or a region (i.e. a sub-net) may be added or deleted.

Example 4. The migration process for our example of change is depicted in Figure 3. First, the migration case undergoes a registration phase for book-keeping purposes (MigrationRegistry activity). Then, the old case is momentarily suspended (SuspendOldCase activity). Next, a test is performed to check if the old case is being shipped. If no, the flow of the old case is changed on the fly by the AutoEdit activity, and then resumed by the ResumeOldCase activity. If yes, then billing is blocked within the old case by the BlockBillingOldCase activity, then the old case is resumed. Upon completion of shipping within the old case, and billing within the migration case, the old case skips billing and proceeds to archiving (SkipBillingOldCase activity). Finally, the migration case is archived (MigrationArchiving activity).

The change process is also a process, and as such it has its own structure with a change flow, change activities, change rules and change agents. The enactment of a change process, also called a change case, may have at any time many migration cases which are in progress. Every change requires some preliminary preparation before deployment: A change notification may be sent to all parties concerned with the change (e.g. agents or customers), a Request For Comment or Request For Proposal may be issued to get various inputs on change policies and change implementation, or new systems and procedures must be put in place to support the change. Every change also necessitates some post-change planning; for temporary change, the modalities to revert back to the old process must also be defined. Close monitoring is also an essential step, at least at early stage of deployment, to ensure a smooth transition and readiness to react to any unexpected situation.

Example 5. For our example of change, the change manager opts for a gradual and smooth transition. The change steps are as follows: A change notification is
sent to all employees, the notification reads as follows: "Notice to all employees - Effective at the beginning of the work day on November 1st, 1999: Our company will do shipping and billing in parallel (concurrently). Also, a new computer system has been installed. The new shipping and billing software will be up and working soon. All employees of shipping and billing should try out the new system on a few of your orders before October 15, 1999. The transition to the new process should complete before the beginning of the Christmas shopping period - 11/28/1999." On November 1st, the old process is deactivated and the new process is activated, this also marks the beginning of the migration of "big-dollar" orders.

The change roll-out time is assumed to be October 1st, 1999 (the date at which it is specified). The change expiration time is November 28, 1999. The change process is depicted in Figure 4. The activity NotifyAllEmployees sends the notification to all employees. The activity CheckFew checks if all employees have successfully tried the new system before October 15th. The activity ActivateNewProc is used to activate the new process definition. The activity MigrateOldCases sees that the old cases migrate in accordance with the change filter and the migration process described earlier.

4.3 The Predefined Change Schemes

ML-DEWS supports a variety of pre-defined change schemes: including the Synthetic Cut Over Change (SCOC) scheme, the Abort scheme, the Defers scheme, the Edit scheme, and the Ad-hoc scheme.

SCOC applies to changes in the flow of a process. It is based on the principle of change locality: The set of changes that a flow net undergoes may be localized
within a region of the flow net, referred to as the change old region. The change is viewed as a net-replacement; the change old region is replaced with another region, referred to as the change new region.

The specification of SCOC consists of the selection of the change regions and the definition of flow jumpers, a class of Petri Net transitions, that are used to connect old region to the new region. The basic functions of the migration process in the context of SCOC is to change the flow of the old case as follows:

- sever the old region from the flow so that no new tokens are allowed in the old region.
- insert a copy of the new change region in place of the old change region.
- maintain the old change region part of (but separate from) the flow of the old case as long as it is active.
- set up the specified jumpers.

The idea here is that work evolving outside the change regions is not disrupted by the change. Work inside of the old change region is allowed to proceed as if the change did not take place yet, however, flow jumpers are used to gradually migrate this work to the new change region. In addition to its role as a token migrator, a flow jumpers may be used to support corrective migration whereby a sub-process attached to the jumper is started when the jumper is initiated.

The selection of the change regions and the definition of the jumpers may be done manually, or computed by the system based on a set of correctness criteria. For example, Agostini and De Micheli propose an automated method based on minimal critical specification [4]. Whereas Voorhoeve and van der Aalst [17] propose a set of rules based on Petri Nets branching semantics.

Example 6. Figure 5 depicts the selection of the change regions and the flow jumpers for our running case.
The *Abort* Scheme is a disruptive migration strategy in which the old case is simply aborted. The tasks which have already been carried out may or may not be *undone*. The old case may or may not be *resubmitted* for execution according to the new process.

The *Defer* scheme allows an old case to proceed according to the old process, and at completion a set of corrective steps may be executed to bring the old case into compliance with the new process.

In many situations such as exceptions, the migration modalities of an old case are not known ahead of time. The *Edit* Scheme may be used to allow a modeler to define the migration modalities using a *case editor*. The case editor is invoked by the migration process on the old case.

The *Ad-hoc* scheme is introduced to support ad-hoc changes whose components are not all fully specified in advance. The idea here is to precisely complete the change specification at run time when the change process is enacted. For example, a collaborative sub-process may be started by the change process. The participants in the collaborative sub-process define the missing change components, and then the change process resumes its execution fully specified. One may also imagine a scenario in which the change design is an ongoing incremental effort; the change design and enactment either alternate or are done in parallel.

5 Conclusions

We have presented a modeling language for the specification of dynamic process change. A process change is viewed as a process that can be modeled and enacted as a process. Various change modalities, change composition, ad hoc
change, participatory change and exception are conveniently handled within the framework presented in this chapter.

\textit{MCL-DEWS} is an on-going research effort dedicated to bring practical solutions to the problem of dynamic change within workflow systems. Currently we are investigating the issue of change enactment to support our reflexive view. In particular, gradual case migration is a challenging proposition, and requires some innovative workflow architectural design to deal with concurrency control, scalability, coordination, replication, security, recovery and interoperability. Yet another appropriate question is: How can we model workflows that may be easily and dynamically changed? The organizational and the social aspects of (change in) workflow systems are increasingly important. For example: How do workflow change and the social fabrics of an organization affect each other? is a crucial question to address.
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Abstract. In order to support both the redesign of a Business Process and its continuous improvement, the technology supporting it must be as flexible as possible. Since workflow management systems are the main technology for supporting Business Processes, they and, in particular, their modeling framework must satisfy a long list of apparently conflicting requirements: the models must be both cognitive artifacts and executable programs; they must be simple and yet able to support exceptions; they must support both static and dynamic changes. In this chapter, after briefly discussing the above requirements, we present the formal aspects of the modeling framework of the MILANO workflow management system. Its flexibility is based on a net-theoretical modeling framework which lets simple process models deliver a large class of services to its users.

1 Introduction

A turbulent market and social context as well as technological innovation force any organization to change the rules defining and/or governing its Business Processes (BPs) ever more frequently. These changes regard every dimension of a BP:

- its objectives and/or outcomes;
- the activities performed within it;
- the roles played by its actors and their professional skills;
- its data flow and integration with the corporate information system;
- its control flow;
- the way exceptions are handled;
- the technologies supporting it.

Designing a change generally impacts several of the above dimensions. Moreover, implementing a change is a complex process in itself requiring time and resources. In fact, implementing a change in a BP is a learning process within which its team continuously improves its performance, exploiting advantages while overcoming both constraints and obstacles introduced by the change [10, 12, 31]. The intertwining between designed changes and continuous improvements is bi-directional: on the one hand, as asserted above, designed changes
create new conditions for the learning process (the change has to be learned, i.e. internalized [21] by the team); on the other hand, the improvements introduced in a BP’s performance by its team need sooner or later to be reflected by the rules defining and/or governing it (it has to be transformed into new rules, i.e. externalized [21] by the team).

Therefore, while the design from scratch of a new BP is a rare and nonrepeatable event in the life of an organization, changing existing BPs becomes ever more frequent. Moreover, the rules defining a BP must be light and open enough to leave room for the improvements its team can introduce through its learning process.

If we restrict our attention to the main technology supporting Business Processes, i.e. workflow management systems [19, 26, 34], the above observations translate into a quest for flexibility. The lack of adequate flexibility can be considered the main reason why for many years workflow management systems have been announced as the next best-selling computer application [19] but up to now have not matched the success of other packages such as productivity tools, e-mail systems, web-browsers and even groupware platforms [3].

Given that the main components of a workflow management system architecture are its modeling framework and run-time engine [37], flexibility depends primarily on the features characterizing the former. Flexibility means in fact many interrelated things: easy design and change; easy enactment of changes in the running workflow instances; good support of exceptions handling; support of all interested actors (process team, process owner, process managers/supervisors, process designers). Therefore, a workflow management system is flexible if its modeling framework offers a balanced combination of the following features:

- its models are both maps—cognitive artifacts [22] helping users to situate themselves in the process instance they are executing—and scripts—programs executable by the workflow engine to automate the flow, control and execution of routines allowing users to concentrate on sense-making tasks [27];
- it clearly separates data and control flow, the description of articulation and production work as well [28];
- it supports representing the process from the various viewpoints of the different actors participating to it;
- it supports both static and dynamic changes, respectively verifying their consistency and/or correctness and safely enacting them on the already ongoing instances [18];
- it supports exception handling, providing its users with the paths they must use for recovering them [9].

The above list is quite demanding since it contains apparently conflicting requirements: multiple views need multiple representations, but the latter may make the design of changes particularly heavy; exception handling mechanisms may render the process model very complicated; and so forth.

Over the last years, in response to the quest for flexibility, several proposals have appeared. Let us review some of them. The list is not complete, in fact,
its aim is to highlight the approaches that from our viewpoint are most relevant to the creation of flexible workflow management systems. The interested reader can find an interesting and more comprehensive overview in [2].

A first group of proposals aims to support a flexible execution of the workflow: its focus is on exception handling through local changes. Some of them weaken, when it does not eliminate, the organizational control of workflows [17, 32], allowing the initiator/performer of a workflow to change it when she needs it, while other aim to anticipate exceptions trying to structure and encapsulate the run-time emergencies within "static"—i.e. definable at design time only—mechanisms [11]. An interesting alternative solution is presented in [9]. In this approach—exploiting the main object-oriented principles—"deviations, anticipated or unanticipated" (page 67, [9]) are handled in a structured and elegant way.

A second group aims to support the design of adaptable workflows—i.e. evolving workflows granting the correctness of the static/dynamic changes of their model. Many researchers—coming from various areas—are contributing with various relevant proposals to face the complexity of the problems. Without commenting two promising related areas—machine learning and schema evolution in database—let us recall two general solutions for the change of workflow models which are based on transformation rules granting the desired consistency relation between the two models [30, 33], even if they do not take into account the dynamicity of changes. Focussing on the treatment of dynamic changes (that is, the application of the change to the model during the execution of the model itself), the proposal by [18], which has deeply influenced our work, is the most representative solution to the problem. In fact, both the consistency of the new model is preserved and the changes are automatically enacted in the running instances.

In conclusion, we think that the above recalled solutions to the flexibility problem, even if they contain original ideas, are still inadequate because each one of them has some limits. In fact, either they are easy to manage by end users but they do not grant the correctness of exception handling processes and/or static and dynamic changes, or they offer effective means to grant their correctness but they are based on complex modeling formalisms (they have complicated graphs and/or they are based on higher order theories). On the contrary, flexibility requires both easy management techniques and powerful correctness verification methods and therefore it needs to escape from the above polarization.

We argue in this chapter that, contrary to what appears as commonsense, formal theory-based models can contribute to bridge the gap between easiness and correctness if they are conceived from a different perspective. Good algebra, in fact, offers effective tools for creating a process modeling environment exhibiting the following properties:

- it allows us to simulate the process before its execution;
- it allows formal verification of some workflow properties;
- it supports an unambiguous graphical representation of the workflow;
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- it allows us to use a minimal input for redundant outputs, through the algorithmic completion of the model;
- it supports multiple views of the process, through synthesis algorithms and model conversions;
- it allows the automatic derivation of exceptional paths from the acyclic normal flow of the process, when needed;
- it automatically enacts model changes on the running instances of a workflow, protecting them from undesired outcomes.

What is needed in order to get all these services from algebraic theory is to keep workflow models as simple as possible, i.e. to use a *divide et impera* approach to the workflow. This means treating the following in a distinct way: the execution of the tasks embedded in the workflow steps, the data flow, the control flow, the latter being the only issue to be handled directly by the workflow management system.

In this chapter we present the prototype of the workflow management system we are developing within the Milano system—a groupware platform which supports its users while concurrently performing various cooperative processes. In particular, we discuss how the theory it embodies provides the above services to its users. Throughout the chapter we illustrate our approach with a simple example of order processing procedure [18].

2 The Workflow Management System of Milano

In 1994 at the Cooperation Technology Laboratory the authors together with Maria Antonietta Grasso and several students initiated development of the prototype of a new CSCW system called Milano [4, 6, 15]. Milano is a CSCW platform supporting its users while performing in cooperative processes [13, 14]. Milano is based on a situated language-action perspective [31, 35, 36] supporting the users so that they can keep on to the history they share with the actors they are cooperating with. It offers them a set of strictly integrated tools designed expressly for experiencing that history: in particular, a multimedia conversation handler and a workflow management system. Without adding more details about Milano’s other components (for a fuller account the interested reader can refer to [4, 6]), let us spend some more words on its workflow management system and in particular on its specification module.

The Milano workflow management system is a new generation workflow management system [3]: its aim is to support its users not only while performing in accordance with the procedure described in its model, but also when needing either to follow an exceptional path or to change the workflow model. Within Milano the workflow model is therefore not only an executable code but also a cognitive artifact. It is in fact an important part of the knowledge its different users (the initiator of a workflow instance, the performer of an activity within it, the supervisor of the process where it is enacted and, finally, the designer of the workflow model) share while performing within a cooperative process.
Thus the model must support not only the execution of several workflow instances but also the enactment of any model change on all the ongoing instances (dynamic changes). On the other hand, its cognitive nature requires that a workflow model supports all its users so that they can understand their situation, make decisions, perform effectively. The workflow model is not merely a program to be executed and/or simulated by the execution module with a graphical interface making it readable by its users. Rather, it is a formal model whose properties allow the user to get different representations of the workflow, to compute exceptional paths from the standard behavior, to verify if a change in the model is correct with respect to a given criterion and to safely enact a change on the ongoing instances.

Widely used in process modeling for over twenty years, Petri Nets offer moreover the kind of theoretical framework we are looking for [16]. Both High Level and Basic (Elementary, 1-Safe, etc.) Petri Nets have been used to model workflows respectively focusing on their expressiveness and on their simplicity. As we will better explain in the Conclusion, we think that simple models are preferable because they induce a clear separation between the control and the data flow. For this reason the specification module of the Milano workflow management system is based on the theory of Elementary Net Systems (ENS) [25]. In fact ENS has some nice mathematical properties that appear suitable for providing the above services. For instance, using ENS, we can compute and classify forward- and backward-jumps linking their states; there is a synthesis algorithm from Elementary Transition Systems (ETS) to ENS [20]; the morphisms in ENS (ETS) preserve some important behavioral properties. Moreover, since Milano is based on the idea that workflows must be as simple as possible, its workflow models constitute a small subcategory of ENS: namely, Free-Choice Acyclic Elementary Net Systems, whose main properties are computable in polynomial time, allowing an efficient realization of the specification module.

3 Modeling Workflows in Milano

Let us introduce in the following the main definitions and facts about modeling workflows in Milano. We will illustrate them using an hypothetical order procedure; for more complete and concrete examples of the use of our modeling framework please refer to [6]. To avoid repetitions, for the main definitions on Elementary Net Systems and Elementary Transition Systems we refer to [8, 20, 25]. As mentioned above, the specification module offers two different representations of a workflow model: the first, called Workflow Net Model, is based on Elementary Net Systems; the second, called Workflow Sequential Model, is based on Elementary Transition Systems.

Definition 1 (Workflow Net Model). A Workflow Net Model is a contact-free Elementary Net System, \( \Sigma = (B, E, F, c_{in}) \), such that the following hold:

a) \( \Sigma \) is structurally acyclic (there are no cycles in the graph);

b) \( \Sigma \) is extended Free-Choice (all conflicts are free).
The class of Workflow Net Models is called WNM.

**Definition 2 (Workflow Sequential Model).** A Workflow Sequential Model is an Elementary Transition System $A = (S, E, T, s_i)$, such that the following hold:

a) $A$ is acyclic (there are no cycles in the graph);
b) $A$ is well structured (all diamonds have no holes and the transitions with the same name are parallel lines in a diamond).

The class of Workflow Sequential Models is called WSM.

Figure 1 shows the Workflow Net Model (on the left) and the Workflow Sequential Model (right) of a hypothetical order procedure (for a real example please refer to [6]). While the Workflow Net Model (Fig. 1, left) is a local state representation making explicit, for example, the independence between the actions of Inventory Check and Compile Reference, the Workflow Sequential Model (Fig. 1, right) is a global state representation where the path followed during the execution of an instance is made immediately visible.
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**Fig. 1.** The Workflow Net Model (left) and the Workflow Sequential Model (right) representing a hypothetical order procedure.
It is well known that the sequential behavior of an ENS can be represented as an ETS; and, conversely, given an ETS it is possible to synthesize an ENS whose sequential behavior is equivalent to the source ETS [20]. It is easy to show that the above relation between ENS and ETS restricts itself to a relation between WNM and WSM.

The algorithm to build the ENS corresponding to ETS is based on the computation of Regions (subsets of $S$ uniformly traversed by action names). While the algorithm presented in [20] generates a saturated ENS, having a place for each region of the source ETS, Luca Bernardinello [8] introduced a synthesis algorithm generating an ENS having a place for each Minimal Region of the source ETS, that is not a minimal representation of an ENS having the behavior described in the source ETS. The latter has some nice properties (e.g. it is contact-free and state-machine decomposable) making it very readable and well structured. We have therefore decided to normalize each WNM to its Minimal Regional representation and to associate to each WSM its Minimal Regional representation.

**Proposition 1.** The sequential behavior of a WNM can be represented as a WSM; and conversely, given a WSM there is a WNM whose sequential behavior is equivalent to it.

**Proof (outline).** The proof is based on the fact that the sequential behavior of an acyclic extended free-choice Elementary Net System is acyclic and well structured and, conversely, the (Minimal) Regions of an acyclic well structured Elementary Transition System are such that the corresponding Elementary Net System is both acyclic and extended free-choice.

The synthesis algorithm for ENS has been proved to be NP-complete [7], making its use in real applications impossible. The strong constraints imposed to WNM allow a rather efficient computation of Minimal Regions, so that it is usable in the specification module of the Milano Workflow Management System. Let us sketch the algorithm for the computation of the Minimal Regions of a WNM. Let $A = (S, E, T, s_i)$ be a Workflow Sequential Model. The following algorithm computes the Minimal Regions of $A$.

\[
\text{begin} \\
C := \{(S - \{s_i\}, \{s_i\})\}; \\
R := \emptyset; \\
\text{while } C \neq \emptyset \text{ do} \\
\quad C := C - (S', r) \text{ with } S' \text{ maximal; } \\
\quad E_r := \{e | e \text{ exits } r\}; \\
\quad E'_r := \{e | e \in E_r \text{ and } \exists s \in S'; e \text{ exits } s\}; \\
\quad \text{if } E'_r = \emptyset \text{ then} \\
\qquad R := R \cup \{r\}; \\
\quad \text{else} \\
\qquad \text{if } E'_r = \emptyset \text{ then} \\
\qquad \quad R := R \cup \{r\};
\]
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\[ C := C \cup \{(S''', r') \mid \exists e \in E_r, r' = \{s \mid e \text{ enters } s\} \text{ and } S''' = \{s \mid s \in S' - r' \text{ and } s \text{ reachable from a state of } r'\}\}; \]

\text{else}
\[ C := C \cup \{(S'', r') \mid \exists e \in E'_r, r' = r \cup \{s \mid e \text{ exits } s\} \text{ and } S'' = S' - r'\}; \]
\text{fi}
\text{od}
\text{end.}

Figure 2 labels each state of the WSM in Fig. 1 (right) with the Minimal Regions containing it. It is not difficult to see that the WNM in Fig. 1 (left) has a place for each of its Regions (it is therefore the result of the synthesis algorithm applied to the WSM in Fig. 2) and that the WSM in Fig. 1 is isomorphic to it.

![Diagram](image)

**Fig. 2.**

**Proposition 2.** The algorithm given above is polynomial in the size of \(A\) (of its set of states, \(S\)).

**Proof (outline).** The number of elements we can put in \(C\) lies between \(|S|\) and \(2\sqrt{|S|}\). Moreover, each step of the algorithm requires at most one observation of each element of \(S\). \(\Box\)
The efficiency of the algorithm shown before grants that the switch between the two representations of a workflow model (namely WNM and WSM) can be computed whenever necessary, so that there are no constraints imposing a particular representation on the user. The problems related to the graphical visualization of the two representations (e.g. multi-dimensional diamonds will appear as intricate and difficult to read graphs) are not considered in this context.

The reader may object that the constraints imposed on WNM (WSM) are so strong that the actors are forced to follow very rigid prescriptions. This is not true, since whenever they cannot act in accordance with the model the actors can jump (either forward or backward) to another state from which execution can progress again. The freedom in the choice of the states that may be reached through jumps is not constrained by the model. But it can be constrained in accordance with the rules of the organization where the workflow is modeled. The actors are supported in the choice of an authorized jump by the possibility of computing and classifying composed paths in the graph.

Let us assume that the organization allows two different classes of jumps: strongly linear jumps (moving in the WNM only one token) not requiring any type of authorization, and weakly linear jumps (canceling two or more tokens and writing one token in the WNM) requiring authorization of the process initiator, i.e. of the person responsible for the execution of the procedure.

Let an instance of the order procedure presented in Figures 1 and 2 be in the state \( \{b_2, b_5\} \). The available linear jumps from this state are represented in Fig. 3 (dashed lines). The allowed strongly linear jumps can either move the process back to the state \( \{b_2, b_3\} \) or move the process forward to the states \( \{b_4, b_5\} \) or \( \{b_5, b_6\} \). In practice, from the state \( \{b_2, b_5\} \) the backward strongly linear jump allows the employees to refine or redo the check of the inventory. In other words, when an employee needs additional information, which might have been produced previously in the process, she can directly jump backward and ask her colleague in charge for one of the previous activities. From the same state \( \{b_2, b_5\} \) weakly linear jumps may either move the process back to the states \( \{b_1\} \) or move forward to all possible states between \( \{b_7\} \) and \( \{b_{10}\} \). For instance, if an experienced manager intends to reject an order of a particular client, all she has to do is jump forward at the state \( \{b_7\} \) and execute the Processing Rejection activity.

Here is an additional simple example of the potentiality of these jumps: every time a well-known client issues a new order, the sales manager would like to jump to the Shipping activity as soon as possible and avoid the client evaluation phase; therefore a weakly linear jump from state \( \{b_2, b_6\} \) to state \( \{b_7\} \) will be used. Of course, while strongly linear jumps can be applied directly by the employees, weakly linear jumps (like the one described above) involve the approval of a manager in charge, such as the sales manager.

The modeling framework constituted by the couple (WNM, WSM) therefore offers various services to its various categories of users. Actors, initiators, admin-
Fig. 3. The available linear jumps (dashed lines) from the state \( \{b_2, b_5\} \)

Administrators and designers can choose between WNM and WSM to have the most effective visualization of the workflow model with respect to their current interest; actors and initiators can analyze the context in which a breakdown occurs and choose how to solve it.

From the above modeling framework administrators and/or designers also receive some services that are relevant with respect to their responsibility in regard to the model and its changes. We can assume that they are free to design the most efficient and/or effective workflow to execute a routine—provided that they satisfy those constraints characterizing what, anyhow, the procedure must do. However, they must be able to check any change with respect to those constraints.

Our modeling framework provides them with some services supporting both design change and its verification with respect to the constraints imposed on the procedure. They can in fact define a Minimal Critical Specification (see Definition 3, below) that must be satisfied by the adopted workflow model and all its changes, using it as a reference to guide changes. The theory embedded in the framework (i.e., the properties of the morphisms between WNMs and/or WSMs) allows it to support them with the automatic verification of the correctness of changes. Moreover, they can enact the change on all the already ongoing instances of the workflow, moving to the new model all the instances that are in a safe state while postponing the enactment of the change in those instances that
are in an unsafe state until they reach a safe one (for the definition of safe and
unsafe states see Definition 4, below). These services are based on the following:

- the class constituted by a minimal critical specification together with all the
  workflows that are correct with respect to it is closed under the morphisms
  induced by the action-labels;
- the composition of morphisms and inverse morphisms (morphisms always
  admit inverse, since they are injective and total) allows us to distinguish
  between safe and unsafe states with respect to a given change.

Let us explain the above claim with some simple examples, assuming that any
workflow model must have the same set of action labels as its Minimal Critical
Specification and that only changes not modifying the set of action labels are
allowed.

**Definition 3 (Minimal Critical Specification).** A WSM, \(A = (S, E, T, s_{in})\),
is correct with respect to a minimal critical specification \(MCS = (S', E, T', s'_{in})\)
if and only if the morphism induced by \(E\), \(g : S \rightarrow S'\), is injective and total.

As its name suggests and its definition grants, a minimal critical specification is
less constraining than any workflow model correct with respect to it, i.e. it admits
a larger class of behaviors. Whenever no minimal critical specification is given,
it can be assumed that the n-dimensional diamond representing the sequential
behaviors of the workflow where all the n actions labels are concurrent is the
implicit minimal critical specification to be taken into account.

**Definition 4 (Unsafe states with respect to a change).** Let \(A = (S, E, T,
\ s_{in})\) be a WSM and \(A' = (S', E, T', s'_{in})\) be a WSM being the effect of a change
on it. Let both, \(A\) and \(A'\), be correct with respect to the minimal critical specifi-
cation, \(MCS = (S'', E, T'', s''_{in})\). Let, finally, \(g : S \rightarrow S''\) and \(g' : S' \rightarrow S''\) be,
respectively, their morphisms on \(MCS\) induced by \(E\); then \(S' \setminus g^{-1}(g'(S'))\) is the
set of unsafe states of \(A\) with respect to the given change. If a state is not unsafe
with respect to a change, then it is safe with respect to it.

\(S' \setminus g^{-1}(g'(S'))\) contains all the states of \(A\) not having an image in \(S'\) (the new
changed model); therefore it is impossible to move an instance being in one of
them to the changed model since we cannot find univocally the state in which
it will be after the change. Moreover, any choice we do for it does not allow a
correct completion of the process.

Let the WSM in Fig. 4 be the effect of a change to the WSM in Fig. 2.
This change makes the procedure more efficient, allowing us to perform the
activities Shipping and Billing concurrently. All states of the original procedure
are safe states with respect to this change; that is, all running instances can be
safely moved in the new model. Let the WSM in Fig. 5, right, be the effect of
a change of the WSM in Fig. 5, left. In this case the organization decided that
the Billing of an order should be done before Shipping the goods to the client.
Then the shaded state of the original WSM (Fig. 5, left) is its only unsafe state
with respect to this change. Figure 6 summarizes the three patterns of change.
**Fig. 4.** A new version of the order procedure allowing a concurrent execution of the *Shipping* and *Billing* activities

**Fig. 5.** A further version of the order procedure (right) with the swap between the *Shipping* and *Billing* activities
allowed by our theoretical framework: parallelization, making two sequential action labels concurrent (Fig. 6, left); sequentialization, creating a sequence with two concurrent action labels (Fig. 6, center); swapping, inverting the order of two sequential action labels (Fig. 6, right). The shaded states represent the unsafe states. The class of changes introduced above is quite small. In fact,

Fig. 6. The three possible category of changes allowed by the MILANO theoretical framework

originally, the minimal critical specification must contain all the action labels of any workflow model correct with respect to it. We can relax this constraint and only impose that the action labels of the minimal critical specification are contained in the set of action labels of any workflow model correct with respect to it. This would enlarge the class of allowed changes. Finally, a precise definition of action-label refinement within the above theoretical framework will further extend the class of changes supported by the specification module of the MILANO workflow management system.

4 Conclusion

It may appear paradoxical that we propose a stronger use of formal process models to increase the flexibility of workflow management systems, but we hope to have shown that what characterizes our proposal is mainly a different way of conceiving formal models of processes. While formal theories have been applied up to now mainly to get a non ambiguous semantics of the model and to attain an executable model, we apply net-theoretical concepts to obtain different (and partial, if necessary) representations of the model without requesting extra work by the model designer. If in the traditional approach formal theories could be used to claim for the objectivity of a model, for its truth, we apply net-theoretical concepts to grant mutual consistency of the different views of a model and to provide users with a fragment of a process model that can be extended as needed without losing any necessary information. Even the automatic verification of properties changes its meaning in our approach since it wants to prove not the objective correctness of the model but the correctness of a change with respect to a given minimal critical specification.

It is not by chance, therefore, that we apply net-theoretical concepts which have not been taken into consideration in process modeling up to now: Synthesis

One common criticism of our approach is that the models we can create are too simple to characterize real complex Business Processes. We respond to this recalling three important points.

- First, we separate the model of the control flow from both the data flow and the characterization of the activities constituting the nodes of the model. Therefore we do not need to use High Level Nets for modelling the workflow, because we model its control flow per se. That way users can deal with the articulation work separating it from the production work in accordance with the suggestions of various scholars who have studied coordination problems, e.g. [28]. We are convinced that even an object oriented approach to concurrency cannot be usable if it does not allow us to use this simple divide et impera rule.

- Second, our models are acyclic but our modeling framework allows us to add any backward (and forward) jump to them. From this point of view we can generate a very complex model, taking into account any exception handling path, from a very simple model without any loss of generality and making model changes very simple, since designers are not forced to re-trace backward jumps. Jumps are computed by the modeling framework, when necessary.

- Third, our models are free-choice, because we think that well-designed business processes are so in order to have a clear responsibility distribution and well-identified decision makers. If a business process cannot be modeled as a free-choice net system, then more than a more powerful modeling framework it needs redesigning.

If we shift our attention from business processes to other types of processes like production processes and/or system protocols, then it may be necessary to handle more complex processes. But still our approach can be applied since it has already been shown that other larger classes of net systems exist whose synthesis algorithms are polynomial time computable.
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Abstract. Automatic analysis techniques for business processes are crucial for today's workflow applications. Since business processes are rapidly changing, only fully automatic techniques can detect processes which might cause deadlocks or congestion. Analyzing a complete workflow application, however, is much too complex to be performed fully automatically. Therefore, techniques for analyzing single processes in isolation and corresponding soundness criteria have been proposed. Though these techniques may detect errors such as deadlocks or congestion, problems arising from an incorrect inter-operation with other processes are completely ignored. The situation becomes even worse for cross-organizational workflow applications, where some processes are not even available for analysis due to confidentiality reasons.

We propose a technique which allows to detect but a few errors of workflow applications which arise from incorrect inter-operation of workflows. To this end, the dynamics of the inter-operation of different workflows must be specified by the help of sequence diagrams. Then, each single workflow can be checked for local soundness with respect to this specification. If each single workflow is locally sound, a composition theorem guarantees global soundness of the complete workflow application. This way, each organization can check its own workflows without knowing the workflows of other organizations—still global soundness is guaranteed.

Introduction

Automatic analysis techniques for business processes are crucial for today's workflow applications. Since business processes are rapidly changing (sometimes even at runtime), only automatic techniques can detect processes which might cause deadlocks or congestion.

Van der Aalst [8, 9] has proposed simple but powerful soundness criteria for a single workflow. These criteria can be checked fully automatically. In [10], these criteria have been extended to global soundness of a system of loosely coupled workflows. To check global soundness, one needs a model of the complete workflow application. This model, however, is often not available for cross-organizational workflow applications because organizations are not willing to
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disclose their workflows. Therefore we need a technique which allows to argue locally on global soundness.

This paper is a first step towards such a technique. We present a local criterion for single workflows which can be checked without knowing the other workflows. Of course, we need some information on the interaction with the other workflows, which will be captured by scenarios. The local criterion consists of two parts: local correctness guarantees that the interactions of the workflow under consideration is allowed by a scenario; local soundness guarantees proper termination of the workflow. According to our main theorem a workflow application is globally sound if each involved workflow is locally sound and locally correct.

As mentioned above, we use scenarios for specifying the interaction between different workflows. A single scenario shows one possible interaction between the workflows by sending and receiving messages; a scenario abstracts from internal behavior of each workflow. A set of scenarios specifies all legal interactions. Syntactically, a possibly infinite set of scenarios can be represented by high-level Message Sequence Charts [3] or Sequence Diagrams in UML [7]. In this paper we concentrate on the semantical foundations and, therefore, we do not fix a particular representation of scenarios.

The paper is structured as follows: In Sect. 1 we present the basic concepts and the basic idea by the help of an example. In Sect. 2 we give formal definitions. In Sect. 3 we present the local conditions for global soundness. At last, we indicate how the techniques presented in this paper can be mechanized—which is subject to further research.

1 Example

In this section, we introduce the basic concepts by the help of an example.

1.1 Scenarios

We choose a simple workflow application as an example. The workflow application consists of three workflows concerning three different parties (resp. organizations): A Customer, a Support department, and a Production department. The Customer may ask the Support department a question (e.g. about a particular product). Then, the Support department either answers the question directly and terminates, or the Support department requests some more detailed information from the Production department. In order to make matters more interesting, we allow the Support department may request more details several times. The Support department eventually acknowledges the receipt of all details to the Production department and compiles an answer which is sent to the Customer.

The interaction defined above is formally represented by the scenarios shown in Fig. 1. Figure 1(a) shows the scenario where the Production department is not involved at all; Fig. 1(b) represents all other scenarios. In fact, Fig. 1(b)
represents infinitely many scenarios—one for each number of requests. A set of scenarios is called a specification.

Note that we explicitly represent termination of a workflow by a cross at the bottom of the corresponding workflow. In the scenario of Fig. 1(a), workflow Production is never initiated and, therefore, never (explicitly) terminated.

1.2 Workflow application

Figure 2 shows an operational model of a workflow application which satisfies the specification of Fig. 1. The application consists of three workflow modules Customer, Support, and Production. Each workflow module is modeled by a Petri net with distinguished input and output places which correspond to the message channels of the scenarios. Moreover, each workflow has a distinguished start place (indicated by a token) and an end place (indicated by a cross).

In order to reason about the behavior of a workflow application, we can transform it to a conventional system net by identifying input and output places which carry the same name. A run of a workflow application basically is a non-sequential process of this system net. Figure 3 shows the one and only run of the workflow application of Fig. 2. Figure 4 shows a representation of the run of Fig. 3 where all internal details are omitted and only the interaction between the different workflow modules is represented. We call this abstract version of a run an abstract run of the workflow application. This abstract run immediately corresponds to the scenario of Fig. 1(b) (with exactly one request to Production). Since all abstract runs of the workflow application correspond to a scenario of
Fig. 2. A workflow application

Fig. 3. A run of the workflow application
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![Diagram of workflow application interaction]

**Fig. 4. The corresponding abstract run**

the specification, we say that the workflow application satisfies the specification. In general, we say that a workflow application is *globally correct* with respect to a specification if each abstract run of the workflow application corresponds to a scenario of the specification. We do not require that each scenario of the specification has a corresponding abstract run in the workflow application. Our example from Fig. 2 has only one abstract run though we have infinitely many scenarios. In particular, there is no abstract run of the workflow application corresponding to the scenario from Fig. 1(a).

One might expect that even a prefix of the run shown in Fig. 4 represents an abstract runs of the workflow application too (i.e. Support department stops before sending an answer). This, however, is not true since we assume *progress* of all transitions: An abstract run must not stop when further transitions are activated.

1.3 Global and local soundness

Van der Aalst [8, 9] proposes a simple *soundness* criterion for a single workflow which is modeled by a Petri net. Basically, this criterion requires that each workflow terminates and that, upon termination, the workflow net carries one token only, located at the end place. This criterion can be easily formalized and verified by the help of typical Petri net properties such as *liveness* and *boundedness*.

In [10], this idea is carried over to complete workflow applications and is called *global soundness*. This definition, however, has a subtle problem: It requires that each workflow module terminates with a token on its end place. Our example shows that there are reasonable scenarios, where one workflow module (*Production* in our example) is never started. In that case, it cannot and should

---

1 Indeed, we only require progress for distinguished *progress transitions*. In our example, all transitions are progress transitions.
not terminate with a token on its end place. Therefore, we introduce a slightly modified definition of global soundness. Technically, it is different from the definition in [10]—but, it is still in its spirit. Our definition of global soundness basically says that each workflow module which was invoked (i.e. the token has been removed from the start place) will eventually terminate with a token on the end place. Upon termination, all other places including communication channels are unmarked. In combination, we call this condition proper termination of the workflow application. Workflow modules which never have been invoked, however, need not terminate. The workflow application in Fig. 2 is globally sound because the above conditions are met by its only run shown in Fig. 3. In this particular case, all workflow modules do terminate and no place except for the end places remains marked.

When checking global soundness, we are faced with the following problems:

1. Global soundness can only be checked if there is a model of the complete workflow application. In the context of cross-organizational workflow applications, however, different organizations might be involved which do not want to disclose their workflow modules to the other organizations. Therefore, a complete model of a workflow application is not achievable.

2. Even if we can obtain a complete model of the workflow application, this model will be too large for formal analysis.

In order to deal with these problems, we define a criterion for each workflow module separately, which is called a local criterion. This way, a cross-organizational workflow can be checked by each organization separately without disclosing its workflow modules.

However, we cannot expect to find a sufficiently powerful local criterion for a workflow module without knowing anything about its interaction with other workflow modules of the workflow application. This was the reason for introducing scenarios. By the help of scenarios, we are able to define the local criterion. On one hand we require each workflow module to behave according to the scenarios as long as the other workflow modules do. We call this requirement local correctness. On the other hand we require the workflow module to terminate properly in a correct environment. We call this requirement local soundness. Both requirements are necessary to guarantee global soundness. But they do ever more. We will see that local correctness implies global correctness. So, we pay more to prove global soundness, but global correctness comes for free.

1.4 Fairness

The definition of global soundness requires that each run of a workflow application terminates. In order to guarantee proper termination, we sometimes need a fairness assumption in the operational model of a workflow module. For example, consider the workflow module Support shown in Fig. 5.
If this workflow module is replaced for the workflow module Support in the workflow application from Fig. 2, the following infinite behavior is possible: After a question, the module Support infinitely often sends a request to the module Production and receives details—it never sends a thanks to the module Production and never terminates. This behavior is outlined by the abstract run shown in Fig. 6.
Clearly, this behavior is not desirable and is not allowed by the specification of Fig. 1. In practice, this infinite behavior will not occur because the number of check-backs with the production is limited by some business rule. In our model, we abstract from a concrete business rule by introducing a fairness assumption in the model of the workflow module. The recurrent conflict between the transition sending requests and transition exit should eventually be resolved in favor of transition exit. We denote this assumption by a distinguished arc with a white arrowhead from place loop to transition exit in the workflow module (cf. Fig. 5): a so-called fair arc [5].

1.5 Summary of concepts

Figure 7 shows an Entity-Relationship-Diagram of the notions defined above. It illustrates the relations among the concepts which were used for the formalization of a local criterion for global soundness. On the one hand there is the workflow application which consists of several workflow modules; on the other hand there is the specification of the interaction between the workflow modules—represented by a set of scenarios. Both sides use the same naming conventions which are fixed in the communication structure. According to our main theorem, a workflow application is globally sound and globally correct if each involved workflow module is locally sound and locally correct. Global correctness means that each run—represented in its abstract form—is isomorphic to a scenario of the specification (the rightmost path in Fig. 7). This property can locally be checked by local correctness with respect to the specification which is defined for each abstract run (the leftmost path in Fig. 7). Local soundness in combination with local correctness of each workflow module guarantees global soundness.
2 Formal model

In this section, we formalize scenarios, workflow modules, workflow applications, as well as global soundness and global correctness.

2.1 Basic definitions

We start with a brief summary of concepts and notations from Petri net theory and concurrency theory (cf. [1]).

The basic concept of this paper are partial orders. For some set $Q$, a binary relation $<$ on $Q$ is a partial order if $<$ is irreflexive and transitive. Throughout this paper, we only consider partial orders $(Q, <)$ such that, for each $q \in Q$, the set of the predecessors of $q$ is finite. For $q \in Q$, the set $q^*$ represents the immediate predecessors and the set $q^*$ represents the immediate successors of $q$ with respect to $<$. For a partial order $(Q, <)$, we denote the set of minimal elements (elements without predecessors) by $Q^-$ and we denotes the set of maximal elements (elements without successors) by $Q^+$.

A Petri net $N = (P, T, F)$ consists of a set of places $P$, a set of transitions $T$, and a set of arcs $F \subseteq (P \times T) \cup (T \times P)$. The sets $P$ and $T$ must be disjoint. Since the transitive closure of $F$ can be considered as a partial order relation (the flow relation), we also use the notation $x^*$ and $x^*$ for elements $x \in P \cup T$. Then, $x^*$ is called preset and $x^*$ is called postset of $x$. Throughout this paper, we only consider Petri nets with $t^* \neq \emptyset$ and $t^* \neq \emptyset$ for each transition $t \in T$.

An occurrence net $K = (B, E, <)$ is a special Petri net such that the transitive closure of $<$ (denoted by $<$) is a partial order and for each place $b \in B$ we have $|b| \leq 1$ and $|b^*| \leq 1$. The set of minimal elements of this order is denoted by $K^-$ and the set of maximal elements of this order is denoted by $K^+$—by slight abuse of the above notation.

Moreover, for a mapping $f : A \rightarrow B$ and some set $X \subseteq A$, we denote the restriction of $f$ to $X$ by $f|_X$.

2.2 Scenarios

Basically, a scenario is a partial order of events which send and receive messages via distinguished channels. Each event is executed by some agent. Before defining scenarios, we fix the underlying communication structure. The communication structure represents the set of the involved agents $I$ as well as the connection of the agents along communication channels $C$. Each communication channel $ch \in C$ has a fixed sender agent $s(ch)$ and a fixed receiver agent $r(ch)$. In order to describe explicit termination, we introduce one termination channel for each agent. The set of termination channels is denoted by $X$. We assume that an agent sends a message on its termination channel upon termination. This message is not received by any agent.

Definition 1 (Communication structure). A communication structure $C = (I, C, X, s, r)$ consists of a finite set of agents $I$, a finite set of channels $C$ and
termination channels \( X \subseteq C \), and two mappings \( s : C \to I \) and \( r : C \setminus X \to I \)
such that \( s\vert_X \) is bijective and \( s(ch) \neq r(ch) \) for each \( ch \in C \setminus X \).

A scenario for some communication structure \( \mathcal{C} \) is a partial order \( \prec \) of events
\( E \) and messages \( M \). Each event \( e \in E \) is associated with an agent \( l(e) \) and
each message \( m \in M \) is associated with a channel \( c(m) \). These associations
must respect the communication structure. Moreover, events of different agents
must not be immediate successors because events of different agents may only
synchronize by sending and receiving messages.

In the context of workflow applications, we additionally assume that each
scenario is finite.

**Definition 2 (Scenario).** Let \( \mathcal{C} = (I, C, X, s, r) \) be a communication structure.
A scenario \( S = (E, M, \prec, l, c) \) consists of two finite and disjoint sets \( E \) and \( M \),
a partial order \( \prec \) on \( E \cup M \) and two mappings \( l : E \to I \) and \( c : M \to C \) such
that:

1. For each event \( e \in E \), we have \(|\{e \cup e'\} \cap M| = 1 \) and for each event
   \( e' \in \{e \cap E \) we have \( l(e) = l(e') \) (i.e. each event sends or receives exactly one
   message and immediate predecessor events belong to the same agent).
2. For each message \( m \in M \), we have \( m^* = \{e\} \) for some \( e \in E \) with \( l(e) = s(c(m)) \) and
   for each \( m \in M \) with \( c(m) \in C \setminus X \) we have \( m^* = \{e\} \) for some
   \( e \in E \) with \( l(e) = r(c(m)) \) (i.e. the sending event belongs to the sending
   agent and the receiving agent belongs to the receiving agent of the channel).
3. For each event \( e \in E \), we have a termination message \( m \in M \) with \( c(m) \in X \)
   and \( s(c(m)) = l(e) \) (i.e. each agent which ever executes an event terminates
   explicitly).
4. For each message \( m \in M \) with \( c(m) \in X \), we have:
   \( (a) \) \( m^* = \emptyset \) (i.e. a termination message is not received by any agent).
   \( (b) \) For each event \( e \in E \) with \( l(e) = s(c(m)) \), we have \( e \prec m \) (i.e. each
   event of an agent happens before its termination).

A set of scenarios \( S \) for a given communication structure \( \mathcal{C} \) is called a specification
for \( \mathcal{C} \).

In Sect. 3.3, we will impose a further restriction on specifications.

### 2.3 Workflow modules and applications

In this section, we define workflow modules and workflow applications and their
(non-sequential) runs. A workflow module for some agent of a communication
structure \( \mathcal{C} \) is modeled by a Petri net with a distinguished start place and a
distinguished end place as proposed in [9]. We use a slightly refined version of
Place/Transition-Systems which are equipped with external transitions and
fairs. We call this version system net. For technical reasons, we fix a set \( P \) of
possible places for all workflow modules.
Definition 3 (System net). A system net \( \Sigma = (P, T, \mathbf{T'}, F', \mu) \) consists of a set of places \( P \subseteq \mathcal{P} \), a set of transitions \( T \) disjoint from \( \mathcal{P} \), and a set of arcs \( F \subseteq (P \times T) \cup (T \times P) \). Moreover, \( \mathbf{T'} \subseteq T \) is a distinguished set of external transitions, \( F' \subseteq F \cap (P \times T) \) is a set of distinguished fair arcs, and \( \mu : P \rightarrow \mathbb{N} \) is the initial marking.

A transition \( t \in T \setminus \mathbf{T'} \) is called progress transition. In a workflow module for some agent \( i \in I \) of some communication structure, we additionally distinguish one start and one end place, and input and output places which correspond to the channels of agent \( i \) in the communication structure.

Definition 4 (Workflow module). Let \( \mathcal{C} = (I, C, X, s, r) \) be a communication structure and let \( i \in I \) be an agent. A workflow module \( L = (\Sigma, \alpha, \omega, P^I, P^O) \) for agent \( i \) consists of

1. \( \Sigma = (P, T, \mathbf{T'}, F', \mu) \), a system net
2. \( \alpha \in P \), a distinguished start place, such that \( \alpha_s = \emptyset \) and \( \mu(\alpha) = 1 \) and \( \mu(p) = 0 \) for all \( p \in P \) with \( p \neq \alpha \),
3. \( \omega \in P \cap X \), a distinguished end place, such that \( \omega_s = \emptyset \) and \( s(\omega) = i \),
4. \( P^I = \{ p \in P \cap C \mid r(p) = i \} \), a distinguished set of input places, such that \( p_s = \emptyset \) for each \( p \in P^I \), and
5. \( P^O = \{ p \in P \cap C \mid s(p) = i \} \), a distinguished set of output places, such that \( p_s = \emptyset \) for each \( p \in P^O \).

A workflow application for some communication structure \( \mathcal{C} \) consists of one workflow module for each agent of the communication structure.

Definition 5 (Workflow application). Let \( \mathcal{C} = (I, C, X, s, r) \) be a communication structure. A family \( \mathcal{A} = (L_i)_{i \in I} \) of workflow modules \( L_i \) for each agent \( i \in I \) is a workflow application if, for each two agents \( j \neq k \) of \( \mathcal{C} \), we have \( T_j \cap T_k = \emptyset \) and \( P_j \cap P_k \subseteq C \), where \( T_i \) and \( P_i \) denote the transitions and places of workflow module \( L_i \).

The corresponding system net \( \Sigma_A \) is defined as the union of all system nets:

\[
\Sigma_A = \bigcup_{i \in I} P_i \cup \bigcup_{i \in I} T_i \cup \bigcup_{i \in I} F_i \cup \bigcup_{i \in I} T'_i \cup \bigcup_{i \in I} F'_i, \mu
\]

where \( \mu(p) = \mu_i(p) \) for each agent \( i \in I \) and each place \( p \in P_i \).

Basically, a run of a workflow application \( \mathcal{A} \) is a non-sequential process \([1]\) of the system net \( \Sigma_A \) with some additional requirements concerning progress transitions and fair arcs. A non-sequential process is a labeled occurrence net \( K \). A labeling \( \rho \) of places of the occurrence net establishes the correspondence to the places of the system net. A labeling \( \lambda \) of the transitions of the occurrence net establishes the correspondence to the agents of the workflow application. Figure 3 shows an example of a run of the workflow application of Fig. 2.

We additionally require a run not to terminate with an enabled progress transition \( t \in T \setminus \mathbf{T'} \), conflicts are to be resolved in a fair way with respect to fair arcs (see \([5]\) for details).
Definition 6 (Run of a workflow application).
Let $\mathcal{A} = (L|_{i \in I}$ be a workflow application for some communication structure $C$ and let $\Sigma_{\mathcal{A}} = (P, T, F, T^*, F^I, \mu)$ be the corresponding system net. An occurrence net $K = (B, E, <)$ along with two mappings $\rho : B \rightarrow P$ and $\lambda : E \rightarrow I$ is a run of $\mathcal{A}$, if the following conditions are satisfied:

1. $\rho|_e$ and $\rho|_e$ are injective for each $e \in E$.
2. For each $e \in E$, there exists a transition $t \in T_{\lambda(e)}$ of the workflow module for agent $\lambda(e)$ such that $\rho(e) = t$ and $\rho(e^*) = t^*$ (i.e., each event has a corresponding transition in the corresponding workflow module).
3. For each $p \in P$, we have $\mu(p) = |\{b \in B \mid \rho(b) = p\}|$ (i.e., the initial marking of the system net corresponds to the initial state of the labeled occurrence net).
4. For each $t \in T \setminus T^*$, we have $\ast t \not\subseteq \rho(K^c)$ (Progress).
5. For each fair arc $(p, t) \in F^I$, we have: If $\rho(K^c) \supseteq \ast t \setminus \{p\}$ and $\{b \in B \mid \rho(b) = p\}$ is infinite, then $\{e \in E \mid \rho(e) = \ast t \wedge \rho(e^*) = t^*\}$ is also infinite (Fairness).

A run of a workflow module for some agent $i \in I$ can be defined analogously to a run of a workflow application. Since we do not know the behavior of the other workflow modules of the application, we allow unrestricted behavior for all agents $j \neq i$. We only require that the other agents respect the direction of the communication channels of the underlying communication structure. Since we do not even know the places of the other workflow modules, the labeling is now into our fixed domain $P$ of places. Altogether, the runs of a workflow module represent the behavior of a workflow module in an arbitrary environment.

Definition 7 (Run of a workflow module).
Let $L = (\Sigma, \alpha, \omega, P^I, P^O)$ be a workflow module for some agent $i \in I$ of some communication structure $C = (I, C, X, s, r)$ as defined in Def. 4.

An occurrence net $K = (B, E, <)$ along with two labelings $\rho : B \rightarrow P$ and $\lambda : E \rightarrow I$ is called a run of $L$ for module $i$ if the following conditions are satisfied:

1. $\rho|_e$ and $\rho|_e$ are injective for each $e \in E$.
2. For each $e \in E$ with $\lambda(e) = i$, there exists a transition $t \in T$ of the workflow module $L$ such that $\rho(e) = t$ and $\rho(e^*) = t^*$ (i.e., each event corresponding to agent $i$ has a corresponding transition in the workflow module).
3. For each $e \in E$ with $\lambda(e) \neq i$, we have $\rho(e) \cap P \subseteq P^O$ and $\rho(e^*) \cap P \subseteq P^I$ (i.e., events corresponding to other workflow modules respect the communication structure).
4. For each $p \in P$, we have $\mu(p) = |\{b \in B \mid \rho(b) = p\}|$
5. For each fair arc $(p, t) \in F^I$, we have: If $\rho(K^c) \supseteq \ast t \setminus \{p\}$ and $\{b \in B \mid \rho(b) = p\}$ is infinite, then $\{e \in E \mid \rho(e) = \ast t \wedge \rho(e^*) = t^*\}$ is also infinite.

There is a simple relation between the runs of a workflow application and the runs of its workflow modules. The set of runs of a workflow application is the intersection of sets of runs of all its workflow modules.
Theorem 1 (Compositionality). Let \( A = (L_i)_{i \in I} \) be a workflow application and let \( \Sigma_A = (P, T, F, T^f, F^f, \mu) \) be the corresponding system net. Let \( K = (B, E, \prec) \) be an occurrence net, and let \( \rho : B \to P \) and \( \lambda : E \to I \) be labelings. Then, \( (K, \rho, \lambda) \) is a run of the workflow application \( A \) if and only if \( (K, \rho, \lambda) \) is a run of each workflow module \( L_i \) for agent \( i \in I \) and \( \rho(B) \subseteq P \).

This result guarantees that the set of runs of a workflow application can be deduced from the set of runs of its workflow modules—this is one of the key arguments in the forthcoming Theorem 2. The proof of Theorem 1 is similar to the proof given in [6].

In order to relate runs of a workflow application or a workflow module to a specification, we define the abstract version of a run—abstract run for short. In an abstract run, we omit all internal details and only keep the events which send or receive messages, the messages themselves, and the partial order on the elements. Thus, an abstract run lives in the same mathematical domain as scenarios: It only represents the interaction between workflow modules and no internal behavior.

**Definition 8 (Abstract run).** Let \( (K, \rho, \lambda) \) be a run with occurrence net \( K = (B, E, \prec) \). The corresponding abstract run \( \sigma = (E', M, e, l, c) \) consists of \( M = \{ b \in B \mid \rho(b) \in C \} \), \( E' = \{ e \in E \mid (e \cup e^*) \cap M \neq \emptyset \} \), \( l = \lambda|_{E'} \), \( e = \rho|_M \), and \( \prec = \prec|_{E' \cup M} \).

From a mathematical point of view, abstract runs and scenarios are the same. This allows to relate the behavior of a workflow application (a set of abstract runs) to the specification (a set of scenarios). For a clear separation of the specified behavior from the system’s behavior, we use different names for scenarios and abstract runs.

### 2.4 Global soundness

Based on the runs of a workflow application, we define *global soundness* of a workflow application.

**Definition 9 (Global soundness).** Let \( A \) be a workflow application for some communication structure, and let \( \alpha_i \) and \( \omega_i \) be the start place resp. end place of the workflow module for each agent \( i \in I \). The workflow application \( A \) is globally sound if for each run \( (K, \rho, \lambda) \) of \( A \) the following conditions hold:

1. \( K \) is finite.
2. For each \( i \in I \), we have \( |\{ b \in K^\circ \mid \rho(b) = \alpha_i \lor \rho(b) = \omega_i \}| = 1 \).
3. \( \rho(K^\circ) \subseteq \bigcup_{i \in I} \{ \alpha_i, \omega_i \} \).

Soundness states that each started workflow module properly terminates with all its places unmarked—including its message channels. Therefore, soundness of a workflow application does not involve a particular specification. It is a minimal requirement which should hold true for each workflow application. In contrast, correctness requires a specification.
Definition 10 (Global correctness). Let \( C \) be a communication structure, let \( S \) be a specification for \( C \), and let \( A \) be a workflow application for \( C \). The application \( A \) is globally correct with respect to specification \( S \) if each abstract run of \( A \) is isomorphic\(^2\) to a scenario of \( S \).

Note again that global correctness does not require that there is an abstract run of the workflow application for each scenario of the specification. The specification may have more runs. The requirement that something must happen in a workflow application is expressed by the fact that the specification is not prefix-closed. Therefore, the workflow application must continue a run until it reaches a scenario of the specification. This is the usual way to specify liveness in linear-time semantics.

3 Local criteria

Up to now, we have a soundness and a correctness condition for a complete workflow application. Since these conditions can only be applied if all workflow modules of the workflow application are known, we call these conditions global.

In this section, we present local criteria for soundness and correctness. These criteria can be applied to a single workflow module without knowing the other workflow modules of the application. Moreover, if all workflow modules satisfy the local criteria, the complete workflow application satisfies the global criteria.

3.1 Informal presentation

Before formalizing the local criteria in Sect. 3.2 and Sect. 3.3, we informally introduce the employed concepts.

As mentioned before, we cannot expect to have a local criterion for soundness without any information on the interaction with other workflow modules. This information is captured in the specification. Basically, a workflow module is locally sound with respect to a specification if, in each run of the workflow module which corresponds to a scenario of the specification, the workflow module properly terminates (if started at all).

Unfortunately, local soundness for each workflow module does not guarantee global soundness. The reason is that local soundness guarantees proper termination only if the complete workflow application behaves according to the specification (i.e. if it is globally correct). Fortunately, we can give a local criterion for correctness, too.

The basic idea of local correctness for a workflow module is the following: First, each workflow module behaves according to the specification as long as its environment does. Second, the workflow module does not indefinitely ignore a message in its mailbox (i.e. in its input places) and does not indefinitely defer a message which could be sent according to the specification over and over again.

\(^2\) Isomorphisms between runs and scenarios will be formally defined in Def. 11.
The first condition can be formalized by the help of prefixes of an abstract run. We say a prefix of an abstract run satisfies a specification if there exists a scenario of the specification with the same prefix. Otherwise we say that the prefix violates the specification. Now, the first condition can be expressed in the following way: Let $\sigma$ be an abstract run of the workflow module and let $Q$ be some prefix of $\sigma$ which satisfies the specification. Then, each prefix $Q'$ of $\sigma$ which only adds events of the workflow module under consideration to the prefix $Q$ must also satisfy the specification.

The second condition can be formalized by a fairness requirement: If we can find infinitely many prefixes of an abstract run at which some message could be sent or received by the workflow module, then this message must be sent or received eventually.

With these definitions, we basically get the following results:

1. If each workflow module of a workflow application is locally correct, the workflow application is globally correct.
2. If each workflow module of a workflow application is locally sound and locally correct, then the workflow application is globally sound (and correct).

### 3.2 Prerequisites

In this section, we define the prerequisites for the definition of local soundness and local correctness. First, we define the prefix of an abstract run and we define when a prefix satisfies a specification. This is formalized by the help of prefix homomorphisms from abstract runs to scenarios.

**Definition 11 (Prefix).** Let $C$ be a communication structure, and let $\sigma = (E, M, s, t, e)$ be an abstract run.

1. A set $Q \subseteq E \cup M$ is a prefix of $\sigma$ if, for each $q \in Q$, we have $\cdot q \subseteq Q$ and, for each $e \in Q \cap E$, we have $e \cdot M \subseteq Q$.
2. Let $S = (E', M', s', t', e')$ be a scenario for $C$, and let $Q \subseteq E \cup M$ and $h : Q \to E' \cup M'$ be an injective mapping such that the following conditions are satisfied:
   (a) $Q$ and $h(Q)$ are prefixes of $\sigma$ and $S$, respectively.
   (b) For each $m \in Q \cap M$, it holds $h(m) \in M'$ and $e(m) = e'(h(m))$.
   (c) For each $e \in Q \cap E$, it holds $h(e) \in E'$, $t'(h(e)) = t'(h(e))$, $h(e) = h(e)$, and $e(e) = e(h(e)) \cap M'$.

   Then, $Q$ is also called a prefix of $S$, and $h$ is called a prefix homomorphism from $Q$ to $S$. If $Q = E \cup M$ and $h$ is bijective, we call $\sigma$ and $S$ isomorphic.
3. Let $S$ be a specification for $C$. A prefix $Q$ of $\sigma$ satisfies $S$ if it is a prefix of some scenario $S \in S$. Otherwise, we say that $Q$ violates $S$.

Next we define fairness of a run with respect to some specification. We distinguish two cases: fairness with respect to sending messages and fairness with respect to receiving messages. For simplicity we rather define unfairness. Basically, an abstract run is not send fair with respect to some channel if a message
on this channel could be sent with respect to the specification at infinitely many positions of the run, but is not. Similarly, a run is not receive fair if a message on a channel could be received at infinitely many positions but it is never received.

**Definition 12 (Fairness with respect to a specification).** Let $S$ be a specification for some communication structure $C = (I, C, X, s, r)$, let $ch \in C$ be some channel, and let $\sigma = (E, M, \prec, I, c)$ be an abstract run.

1. $\sigma$ is not send fair with respect to channel $ch$ and specification $S$ if $\sigma$ is not isomorphic to a scenario of $S$ and the following two condition are satisfied:
   a. For each finite prefix $Q$ of $\sigma$, there exists a finite prefix $Q' \supseteq Q$ of $\sigma$ which is also a prefix of some scenario $S = (E', M', \prec', I', c') \in S$ with a prefix homomorphism $h : Q' \to E' \cup M'$, and there exists an event $e \in E' \setminus h(Q')$, and a message $m \in e^* \cap M'$ such that $e^* \subseteq h(Q')$ and $c'(m) = ch$.
   b. The set of messages $\{m \in M \mid c(m) = ch\}$ is finite.

2. $\sigma$ is not receive fair with respect to channel $ch$ and specification $S$ if $\sigma$ is not isomorphic to a scenario of $S$ and the following two condition are satisfied:
   a. For each finite prefix $Q$ of $\sigma$, there exists a finite prefix $Q' \supseteq Q$ of $\sigma$ which is also a prefix of some scenario $S = (E', M', \prec', I', c') \in S$ with prefix homomorphism $h : Q' \to E' \cup M'$, and there exists an event $e \in E' \setminus h(Q')$ and a message $m \in e^* \cap M'$ such that $e^* \subseteq h(Q')$ and $c'(m) = ch$.
   b. There exists a message $m \in M$ with $c(m) = ch$ and $m^* = \emptyset$.

3. Let $i \in I$ be some agent. The abstract run $\sigma$ is $i$-fair (fair for agent $i$) with respect to $S$ if $\sigma$ is send fair for each channel $ch \in C$ with $s(ch) = i$ and $\sigma$ is receive fair for each channel $ch \in C$ with $r(ch) = i$.

4. $\sigma$ is fair with respect to $S$ if $\sigma$ is $i$-fair with respect to $S$ for each agent $i \in I$.

In this paper, we restrict ourselves to fairness-closed specifications. This restriction allows us to give simple local arguments for global liveness properties— in particular for termination. Without this restriction, a sophisticated mechanism for specifying liveness properties in a rely/guarantee-style [4] would be necessary.

**Definition 13 (Fairness-closed specification).** A specification $S$ is called fairness-closed if for each abstract run $\sigma$ one of the following conditions is satisfied:

1. $\sigma$ has a finite prefix which violates $S$.
2. $\sigma$ is not fair with respect to $S$.
3. $\sigma$ is isomorphic to some scenario $S \in S$.

### 3.3 Local correctness and soundness

Basically, an abstract run is locally correct for some agent $i \in I$ with respect to some specification if each event of agent $i$ corresponds to some scenario as long as the events of the environment do. Moreover, the run must be $i$-fair.
Definition 14 (Local correctness). An abstract run \( \sigma = (E, M, \prec, I, c) \) of a workflow module for agent \( i \in I \) is correct with respect to some specification \( S \) if the following two conditions are satisfied:

1. For each prefix \( Q \) of \( \sigma \) which satisfies \( S \), each prefix \( Q' \supseteq Q \) of \( \sigma \) with \( \ell(Q' \setminus Q) = \{i\} \) also satisfies \( S \).
2. \( \sigma \) is \( i \)-fair with respect to \( S \).

A workflow module \( L \) for some agent \( i \in I \) is correct with respect to a specification \( S \) if each abstract run of \( L \) is correct for \( i \) with respect to \( S \).

In contrast to global soundness, local soundness must be defined with respect to some specification. Local soundness requires proper termination for all correct runs.

Definition 15 (Local soundness). A workflow module \( L = (\Sigma, \alpha, \omega, P^I, P^O) \) for some agent \( i \in I \) and with places \( P \) is locally sound with respect to some specification \( S \) if, for each run \( (K, \rho, \lambda) \) with an abstract run isomorphic to some scenario in \( S \), it holds: \( \rho(K^\omega) \cap P \subseteq \{\alpha, \omega\} \) and \(|\{b \in K^\omega \mid \rho(b) = \alpha \lor \rho(b) = \omega\}| = 1\).

Now, we can formalize the relation between local and global correctness and local and global soundness.

Theorem 2. Let \( S \) be a fairness-closed specification for some communication structure \( C \), and let \( \mathcal{A} = (L_i)_{i \in I} \) be a workflow application for \( C \).

1. \( \mathcal{A} \) is globally correct if each workflow module \( L_i \) is locally correct for agent \( i \in I \) and specification \( S \).
2. \( \mathcal{A} \) is globally sound if each workflow module \( L_i \) is locally sound and locally correct for agent \( i \in I \) and specification \( S \).

In a nutshell, this theorem guarantees that a cross-organizational workflow application is sound and correct if each organization checks soundness and correctness locally. It is not necessary to know the workflow modules of the other organizations—it is only necessary to agree on the specification of their interaction.

4 Outlook

In the previous sections, we defined global soundness and global correctness for a (cross-organizational) workflow application. Then, we have shown that global soundness and global correctness can be checked by a local condition for each workflow separately.

Up to now, the local soundness and the local correctness conditions are defined purely semantically. An automatic checker for these conditions is subject to future research. Here, we can only present a first idea. First of all, an automatic checker requires a syntactical representation of specifications, e.g., in terms of high-level Message Sequence Charts [3]. Given a specification, a checker can proceed in two steps for checking the local conditions for an agent \( i \):
1. Reducing the set of scenarios to the ones which are relevant for agent $i$. For example, for checking soundness of agent Customer for the specification of Fig. 1, it is sufficient to consider scenario 1(a); from the Customer's point of view all other scenarios reduce to this scenario.

2. Constructing a workflow module which exhibits all the behavior of the environment which is allowed by the remaining scenarios. We call this net the environment net for agent $i$. The composition of the workflow module and this environment net can be checked for local correctness and soundness by automatic techniques: either model checking or standard techniques from Petri net theory as used in [8, 9]. The construction of the environment net is similar to the construction of [2]—but only those parts which belong to the environment are constructed.

Conclusion

This paper is a first step towards an automatic technique for checking soundness of a workflow application locally. Even when the steps discussed in Sect. 4 are taken, the techniques presented in this paper need further refinement, subject to further research.

1. Up to now, the communication structure is static. We do not yet know how to deal with dynamically changing communication structures and dynamic creation and deletion of workflows.

2. Up to now, workflow modules only communicate asynchronously by sending and receiving messages. Synchronous communication (as well as other constructs from Message Sequence Charts) can be incorporated into the formalism—but the formal definitions will become more involved.

3. Moreover, some constructs of Message Sequence Charts such as lost and found messages, FIFO-channels, gates, and timers are still missing in scenarios.
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Abstract. Business systems have to adapt to changing requirements coming from their environment. The rate is continuously increasing and leads to massive use of computer based systems. To specify the systems in a way that allows for adaptability and flexibility adequate techniques are necessary.

The disadvantages using traditional modeling techniques are partially overcome by Business Process Petri nets (BPP-nets) which are informally introduced in this contribution. The key concepts are an object oriented structure of the net models, allowing to partition the model according to an application and also to follow a process centered approach. Workflows within the system can be modeled in separate objects and thus allow the dynamic adaptation of the system if the environment requires a behavioral change.

1 Introduction

The modeling of business systems becomes increasingly difficult, due to the growing demands on the flexibility of the implemented business processes and also due to the wide use of the Internet and intranets. Especially the problem of distributed and concurrent execution is of interest when modeling the business processes.

From the numerous concepts and tools used for business process engineering, object oriented modeling and Petri nets are of particular importance. Comparing statements concerning the goals and advantages of both techniques, similar and occasionally identical assertions are found: software development by abstraction of objects, building a language independent design, better understanding of requirements, clearer design and better maintainable systems. Furthermore, there are also complementary benefits: while research in object oriented modeling has concentrated more on structuring objects and their relations, little has been done with respect to process description and dynamic behavior, which is the traditional domain of Petri nets. In this contribution we will focus our work on combining the fields in order to profit from both.

We will describe an object oriented static structure with a process oriented behavior which is again encapsulated within objects. This allows to introduce physical and logical functional units which may be nested and which execute objects, agents or workflows in a flexible way.
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The following sections introduce the Object Oriented Coloured Petri Net formalism, the Object Petri Net formalism, the informal integration of them, a small case study to illustrate the modeling approach, and the conclusions.

2 Object Oriented Coloured Petri Nets

The approach to Object Oriented Coloured Petri Nets (OOCP-nets) (see [BM93], [Mol96] and [MW97]) has introduced objects, classes and methods known from object oriented programming to Coloured Petri nets. Structural building blocks in this methodology are class nets that communicate with the environment by a specific interface and contain methods to perform different actions. The formalism has been used to translate object oriented notions into the field of Petri nets. Though in [MW97] an extension to multi-agent systems was proposed, contrary to the object systems from [Val98] no mobility was included.

The general structure of an Object Oriented Coloured Petri net of [Mol96] can be seen in Figure 1. The figure shows the central aspects of the structure of a net which represents an object. It has a place for incoming messages (eventually shared with other objects). The input transition filters all messages according to the object identifier id. Internally the methods again pick up the right message according to their names. No complex action is shown in the example. A refinement for more complex actions is possible e.g. by the refinement of the method transitions. Internal states are represented by the place inst_var. The transition output then puts the outgoing messages into the place out_pool which can be the pool for incoming messages of other objects.

![Figure 1. The object oriented net structure from [Mol96]]
In general objects can be folded to classes by keeping the structure and adding relevant functionality for classes. The methods, attributes (\texttt{inst\_var}), and the identifiers (\texttt{own\_id}) are easily introduced by the net inscriptions. The main idea is to fold similar structures of nets, what actually is one of the central ideas of coloured Petri nets. The given net in Figure 1 can be seen as a folding to coloured places with respect to the traditional Place/Transition-nets (see e.g. [Rei92]). Classes again can be seen as foldings of objects, however, keeping the net structure by introducing tuples to allow the selection of single objects within the class net.

In the following all systems, functional units, business processes, workflows, and agents are considered to be special objects each represented by an OOCP-net with specific properties.

An extension of the usual Coloured Petri nets has been developed by [CH92]. For the adoption of the original definitions to object oriented nets see [MM99], [Ren] [Kum98] or [Kum99]. Synchronous channels can be seen as a shorthand notation of a protocol which is based on message passing. However, some semantics allow a more powerful abstraction that can not be reached with message passing, due to the synchronization aspect. For more details see e.g. [Kum99]. The net structure of an OOCP-net changes when using only synchronous channels (see Figure 2). Incoming and outgoing places for messages are no more neces-
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\textbf{Fig. 2.} The object oriented net structure with synchronous channels

sary. The notation for the naming of the synchronous channels used here are brackets around a string, e.g. \texttt{<method 1>}. In Figure 2 only the pure version of called methods via synchronous channels is shown. This means that even the object identifier is not needed here and the net gets a very simple structure. The calling object must know the object and then calls one of the methods via the synchronous channels. In this contribution we use the traditional message passing of OOCP-nets in addition with synchronous channels as it seems appropriate to support a direct modeling of synchronous and asynchronous communication between objects. This implies that the net structure from Figure 1 and Figure 2
are merged. Some of the transitions are not connected to other nets via the places but by synchronous channels.

3 Object Petri Nets

In the approach to Object Systems (see [JV87], [Val91] and [Val98]) structure has been added to tokens of Petri nets in order to consider them as dynamic objects. Being subject to migration and interaction in a surrounding system called system net, they are modeled as Petri nets themselves. To better distinguish both types of nets, the former are usually called object nets. In this contribution we are using the notion of token nets to emphasize the character of the net being a token in the context of a system net. The original motivation was to model workflow in a system of functional units, thus adding resources to traditional workflow models. Token nets can be seen as specifications of workflow processes that are executed in a system of human beings, machines, software systems, or organizational units. In Figure 3 an Elementary Object Net [Val98] is given, containing the system

\[ \text{Fig. 3. Object System from [Val98]} \]

net on the right hand side and the token net (object net) on the left. The token net can be thought of to lie in place \( p_1 \) of the system net and is moved like a standard token. When being displaced, however, it can reach different internal states by changing its marking. Such internal changes are synchronized with transitions of the system net by common labels (e.g. \( t_1 \) in Figure 3). For more details see [Val98], where also a more realistic example from workflow modeling is contained. The resulting formal model is used for investigating basic properties, the design of graphical representations (e.g. graphic tools) or for analysis in general (e.g. performance analysis for a given workload). Various case studies
have shown that object systems are capable of integrating two different sights on business process models, i.e. the more static sight of system structure with the more dynamic sight of processes in such a system.

4 Business Process Petri Nets

The Petri nets introduced in the following will provide modelers with the means to structure a business system specification in a modular way. A set of well adjusted Petri net classes is presented and called Business Process Petri nets (BPP-nets). Each of them has specific features which allow to cover a certain kind of information, relevant for a specific view on a whole system. The integration of all views results in the overall system specification.

4.1 Some basic notions and assumptions

The goal for us is to provide a set of adequate techniques to allow an intuitive way of modeling of business applications. There are some basic assumptions for the following techniques:

- The notion of system here is that a system is something which is mainly determined by its kind of input and output and the kind of function it performs on the input. It has an internal state and a set of operations it can perform on the input. The system can either be fixed in its static structure or can be flexible. For the following we assume a static structure. However, as will be discussed in the Section 5, there is a very natural way to extend the given set of techniques to allow a flexible structure.
- A system consists of a set of functional units (see Section 4.3). These are the execution engines.
- By the functional units objects can be executed. These objects can be functional units, again.
- A trigger is a kind of external event that reaches the system border and contains the request to fulfill a certain system function, meaning i.e. a business process.
- Business processes describe the control and object flow for a set of objects to handle one single specific trigger.
- Objects can be seen as concrete parts, that can be represented separately using their own identity. This is very useful for business processes, since it allows to use the metaphor of splitting objects into object (parts) and gluing object parts together to objects.
- System specifications should be executable. Petri nets with an appropriate semantics are therefore a good candidate for the modeling technique.
- There is some kind of communication or transportation mechanism that connects the functional units. In terms of Object Oriented Coloured Petri nets one can think of fusion places for the input and output places. Each two fusion places can be seen as two graphical representations of the same place. There can be different sets of fusion places with different scopes.
The idea of our Petri net models is that objects flow through our system model. Each object itself can be a system again, therefore it can be active while moving inside a system. Therefore, we do not restrict the level of nesting systems.

The set of net classes allows to structure a system in a modular way, one could also say in components (see [Szy98]). The system modeler can build the models in an object oriented style using a technique for which the models can be executed: Petri nets. At the same time the concepts of mobility and process orientation are integrated. Each mobile part of a system can be modeled as a separate net model. This allows to encapsulate the local information. In order to make the nets readable the nets should be structured in an uniform way. Each net model represents one object and can have the net structure as shown in Figure 1, described in Section 2.

4.2 Objects

In the context of programming languages, e.g. Smalltalk, there is the view “Everything is an object”. This allows to have an uniform view on a system. The same is applied here, therefore we say “Everything is an object oriented Petri net”. The main question is how to map application objects to object oriented Petri nets. To keep it simple: each application object is modeled as an object in OOCP-nets. In Section 2 the net structure has been shown.

Not only functional units can be seen as objects, but also the resources and services or workflows within a system. Processes are special objects, hence they can be assigned all characteristics of an object: identification, behavior, and attributes.

Each specialized object fulfills its determined purposes. Therefore, they have to be described separately in different classes. In the context of Business Process Management especially business processes (see Subsection 4.4) are of interest. One main difficulty can be seen in the integration of all models or views (see Subsection 4.5).

This very specific view leads to a distinction into passive and active objects. The active objects are nets which represent nets as tokens and show dynamic behavior, while passive objects do not have a dynamic behavior on their own, like simple data structures including black tokens. Objects (and classes) represent the basic structure in our approach.

4.3 Systems and functional units

Systems, as seen in this contribution, consist of a certain number of physical functional units (FUs). These FUs build the basic set of processors for the system. Each FU may be connected somehow to the other FUs. Here it can be assumed that there is a global transportation system for “things” flowing in the system. Things that can flow are materials or data. On a more abstract level one could say objects or information. FUs can again be seen as systems, the
notion is more or less a matter of abstraction and of the context. This allows a homogeneous description of both.

It is important to notice that the notion of functional units can also be used for logical functional units. This allows to look at basic software programs of a system e.g. operating systems as functional units. Therefore, in the following we consider also logical FUs, which is mainly a matter of perspective and level of abstraction, hence operating systems are often counted to the environment of a program even if they consist of software. Virtual machines running on this operating system again can be seen as the environment for programs running on these virtual machines. Therefore, we model those objects as FUs which are some kind of execution engine for other objects.¹

In Figure 4 the FUs of a system are represented by transitions. This kind of
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**Fig. 4.** The system seen as a channel/agency-net.

nets from the Figure 4 is called channel/agency nets in [ Rei92]. The communication media are represented as channels. The communication is asynchronous. Synchronous communication would require a transition fusion as defined in [CH92]. This implies that only within the FUs activities take place. Whereas refinements of transitions are considered, places are not refined here. The channel/agency nets are extended in two ways. First we extend them to Coloured Petri nets (see [Jen92]) and more precisely to OOCP-nets with synchronous channels. Second we introduce dynamic behavior by adding tokens and furthermore we use also active tokens, which are again (Coloured) Petri nets (see Figure 3 in

¹ When two objects synchronize, this does not mean that one has to be the execution engine for the other. However, even when they are logically on the same level they need at least one FU and a communication channel to be executed.
Section 3). If tokens are nets they can be active (occur) if there is no restriction to synchronize the activity to a functional unit on this level of abstraction.\footnote{Otherwise we need to refine also the channels and map them to some FUs or the tokens are physical FUs themselves. This is not considered here for the sake of simplicity.}

By FUs some functions or tasks are performed. More abstract: methods are executed. The executed objects must conform to the interface of the FUs, otherwise objects cannot be executed correctly. In terms of nets this means that the synchronous channels or the transitions of the token net must be matched with the necessary resources from the FU net. In terms of objects the methods that can be accessed from the outside can be seen as the interface. For asynchronous communication the messages that match a method inside of a net and for synchronous communication the synchronous channels of the nets can be considered to be the interface of the net (or object or FU).

To make the description and the understanding more easy, each FU can be seen as an object. A FU can have methods, attributes, and identifiers. Resources are modeled as attributes of FUs. These attributes can be any kind of object, passive and active ones. This allows to represent physical or logical discrete resources as well as references to resources and to encapsulate the behavior of the resources.

When modeling a FU, a single Object Oriented Coloured Petri Net model (see Section 2) is used for the specification. Of course, complex object models can be refined or split into several models. Transition refinement is an adequate means for this.

Objects have, according to [EMNW00], an interface. The behavior of a FU can be characterized by its interface(s). When implemented as active tokens the interfaces of a FU (or any other object) can again be active. This means that the interface does not only represent the static interface (list of methods and parameters), but also some kind of behavior. Explicitly applied in the OOCP-net models it is used to allow for polymorphism and code reuse (reuse of model components).

From the explanations above some properties of a system or a functional unit in combination with Petri nets can be derived:

- The active parts are methods. The parameters of the methods are control values, data values and active / passive objects or references to them.
- There is an object pool which contains objects or references to objects. These objects can again be seen as data or as control algorithms. The data pool contains local values or resources. The control algorithm pool contains those descriptions which are used to control the actual behavior of the system or functional unit.
- There is a communication interface which represents the externally visible behavior. The static interface can be seen as a list of the methods which can be called from the environment. An interface for the dynamic behavior also represents when a method can be called. Communication can be synchronous by synchronous channels or asynchronous by message passing
(with or without waiting at the caller side). The interface instance(s) can be
seen as the sensors to the environment.

- A part of the system or functional unit can be active without external re-
  sources from the environment under the assumption that there is some kind
  of physical or logical processor inside the system of functional unit. This is
  only possible for active tokens (active objects).

4.4 Business Processes

A business process (BP) is a holistic view on that set of activities that is nec-
ecessary and sufficient to fulfill one specific request concerning the system under
observation. Activities are methods of objects. A business process starts as soon
as a physical FU connected to the environment receives an input (trigger). Trig-
gers can be any kind of objects, depending on the kind of system and FU. The
trigger is directly forwarded to an object running on that FU. The object then
classifies the input and one of the methods of the object related to that event is
called.

Concerning the control structure a business process can be seen as a partially
ordered set of activities, represented by an occurrence net. The causal order
of the activities is represented by an object that just covers the control (structure)
of this BP. Different kinds of such partial ordered sets for similar cases can be
folded to coloured occurrence nets. In [Mol96] refinement and (finite) loops
are added as a shorthand for a finite set of different occurrence nets. This family
of nets is called Scenario nets. These nets are very similar to the Workflow
nets by van der Aalst (see [Aal97]). However, the Scenario nets are specially
designed to support the incremental building of whole system models and are
not restricted to workflows.

To view business processes (BPs) just as partially ordered sets is too simple.
Additional dependencies between the different activities not directly related to
the causal order come from resource sharing. This can even be true within one
BP, when there are two or more branches competing for the same resource.
Therefore, means to model these dependencies are necessary and if possible
means to investigate the properties of the system. In this chapter we concentrate
on the modeling and the informal inscription of the technique itself.

4.5 Method and Integration

The basis for our approach is that all application objects are mapped to objects of
an OOCP-net. Objects can be either systems, functional units, business proces-
ses, or any kind of application object which can be identified in the application.
Each object is represented by an object of an OOCP-net with synchronous chan-
nels, while they are based on the Coloured Petri net definition of Kurt Jensen
(see [Jen92]). The uniform background allows to use an uniform communication
architecture and mechanism. By this, different parts of a system can be inte-
grated in a reasonable manner. All objects must be assigned to FUs. Finally all
FUs must be mapped onto physical FUs. Activities are mapped to methods of
objects. Business processes represent the abstract behavior of abstract objects. Each single BP can be represented as a single object (class). This is the kind of protocol that is used in the example (see especially Figure 13 in scenario 3). A protocol can be included by another object to represent the behavior of this other object\(^3\). The use of active tokens, like protocols, is one of the special aspects of our approach.

The way to proceed when building the models is quite complex. Roughly speaking, without implying any strict order on the different tasks, the method is as follows:

- The boundary between system and environment is determined.
- The main FUs and objects are characterized.
- The containment relationship between systems, FUs, workflows, and objects is modeled.
- Each object (system, FU, etc.) is modeled with an OOCP-net with synchronous channels with the specific restrictions for BPP-nets. The communication is modeled by message passing or with synchronous channels.
- The activities within an object are checked. Either they can be static, which means that they can not be changed at the execution phase of the system. Or otherwise, the dynamic parts of the control of the object are distilled and modeled in a separate object, called protocol. Between the object and its protocol exists a special aggregation relationship. This allows to restrict the specific elements that are needed to draw the models, and hence makes the models easier to read.
- Each model can be tested separately by direct execution. The integration happens according to the application specific scenarios. A problem, not covered here, is to avoid further possible behaviors which are not specified. This requires to check the models formally, hence this can not be ensured by tests.
- A business process is the integrating object for a related set of activities.
- New objects can be introduced as appropriate at each level of abstraction.

The strict separation into separated systems allows to use an object oriented structure for the model but also allows to follow a process centered approach. Further business processes can easily be added. If they require new FUs, these have to be added. Otherwise they are assigned to already existing ones. If necessary, new object instances can be introduced with respect to resource restrictions. If an object needs additional new behavior or attributes (incl. resources), then these can be added. The nets allow an executable specification model and provide therefore the necessary means for software engineers.

\(^3\) This is some kind of aggregation. There is a local instance of such a protocol which is strictly bound to the object using the protocol. If protocol instances are shared then it is an object of itself and represents a shared resource between the using objects. Formally, there is no restriction of the usage, however, a good application architecture makes this sharing of resources explicit by providing a specific object for each resource.
4.6 Example

The example chosen here is used to demonstrate the essential new features of our formalism. General ideas for object oriented modeling are assumed to be present to the readers. UML (Unified Modeling Language) as the standardized version of the Object Management Group (OMG) (see [UML]) is a good background for this (see [BRJ99], [JRB99], and [RJB99] which are the three standard books for UML).

The system for which we demonstrate our approach is a shop which sells technical goods. There are people to handle customer requests and people to test and configure a technical system. The goods can be passive like cable or can be active like a walkman\textsuperscript{4}. The system resources are money, cables, and walkman. Paper e.g. for receipts, tools to configure the goods, rooms, tables, electricity etc. are explicitly not modeled.

Now we describe some scenarios and how to model the system. These scenarios represent some specific processes that can happen in a system. All scenarios here should be seen in isolation, since it is not intended that they should be integrated. Furthermore, they can be seen as isolated possibilities which show the different kinds of processes and the proposed solutions.

![Diagram](image)

**Fig. 5.** Customer purchases a cable (asynchronous version). The numbers [1] to [6] show the message flow (see also Figure 6).

**Scenario 1: A Customer buys a cable**

In this scenario the simplest case is shown. It is used to demonstrate the concepts of asynchronous and of synchronous communication via messages and syn-

\textsuperscript{4} Active means that some internal behavior of the walkman does not depend on the environment. It can be “active” while it is passed from a shopman to a customer. In terms of nets this means, that the Petri net of the walkman contains a Petri net as a token which is not always blocked from the environment.
chronous channels respectively. In the following we use an approach which uses both kinds of communication. A customer arrives and requests a cable. The shopman picks up a cable from the store and delivers the cable. The customer pays and leaves with the cable.

This first scenario illustrates the here proposed use of object oriented concepts in combination with Petri nets. The two main objects are modeled, customer and shopman. The focus is put on the control flow within the objects. Figure 5 and Figure 6 show the general structure of the nets. Several inscriptions have been dropped for better readability. The nets presented here can be seen as a shorthand notation for our formalism. An exact syntax has not been developed completely. However, with reference nets we have the basic formalism which has a precise semantics and an available tool. Reference nets need to be specified in more details, since they have to be executed. To introduce our main ideas we use the shorthand notation. In Figure 9 we show how a synchronous channel has to be formally specified. Figure 5 and Figure 6 contain some numbers (see e.g. [11]). The numbers in these square brackets represent the control flow and therefore the sequence of messages from [1] to [7] between the customer and the shopman. The main methods of the customer and the shopman relevant for this scenario are shown. Something or somebody tells the customer to request a cable (see flow [1]). If the customer is an autonomous object (or agent), it would be a local decision to perform a request. Here it is modeled by a message, without showing from where this message is coming. Similar assumptions will be made for the other following models. [2] shows the request going to the shopman. In Figure 6 [3] shows the incoming message. Internal control flow is not numbered, resulting in [4] as the outgoing message. It should be mentioned that now the “message” contains the cable, meaning that the message can be quite complex. [5] and [6] show the control flow for the customer and [7] indicates that the shopman finally receives his money. Due to the underly-

![Diagram of Shopman selling a cable (asynchronous version).](image)

**Fig. 6.** Shopman sells a cable (asynchronous version).
ing asynchronous communication the messages from [1] to [7] can be followed easily.

There are several possibilities to realize the communication. In [MW97] a message identifier is used within the messages themselves to handle the proper assignment of messages to objects. Other possibilities are to use method invocation instances (see e.g. [EMNW00]) where an instance of a method waits for a reply. The structure of the messages is more complex than a single color. It is a tuple which describes the sender, receiver, the method called, the calling method, parameters, and some content for the proper assignment of message and the sequencing of messages. The original definitions are extended here to allow the modeling of the transfer of goods, money etc. to be covered by messages. However, these are details which are not discussed here.

The nets for the cable (goods) and for the money are not shown. In this example it is sufficient to consider them as passive objects. On the abstraction level used here the objects could also be ordinary tokens of Coloured Petri nets. Between the receive cable and give money in Figure 5 obviously the information about the amount has to be transferred as well as a reference to the receiver. Again this is suppressed to concentrate on the central issues. In Figure 9 all details are given for the synchronous case as described below.

The synchronization is done as shown for the synchronized action in Figure 7 and Figure 8 where an example for a fully synchronized action between the cus-

![Diagram](image)

**Fig. 7.** Customer purchases a cable – the cable and the money are synchronously exchanged.

tomer and the shopman is shown, while the first interactions are asynchronous. The synchronous channel <rec-give> is only represented by a transition inscription according to the approach in [Val98] (see Section 3). The other inscriptions to assure the right synchronization of the right objects, like messages and their parameters, are not shown here, but in Figure 9. In Figure 9 two nets can be seen: the customer (a) and the shopman (b). The customer knows the shopman. Additionally the synchronous channels, the references, and the arc inscriptions are inserted. The reference of the shopman to the pricetable might be deduced from other parts of the specification. Here it allows to fix the price for the cable.
An implementation of the concept of synchronous channels is used in the tool Renew [Ren]. This tool has been developed in our group and implements the main characteristics of the nets used here.

**Fig. 8.** Shopman sells a cable – the cable and the money are synchronously exchanged.

![Diagram](image)

**Fig. 9.** Reference net for Figure 7 and Figure 8 showing the synchronous cable and money exchange.

**Scenario 2: A Customer buys a walkman**

A customer arrives and requests a walkman. The shopman picks up a walkman from the store and starts playing the walkman. The customer tests the walkman by listening to the music and pays for the walkman.

This scenario shows the use of a fixed workflow for a functional unit. Furthermore the transfer of an active token to another functional unit is presented.

The diagrams in Figure 10, 11 and 12 show the (simplified) model for the purchase of a walkman. The central point here is to show that a walkman is a separate object and communicates with the shopman and the customer. The communication is presented in the traditional Petri net way. The token is withdrawn from the place and moves together with the control token (which is no more explicitly modeled). The action of starting the walkman to play is done via a synchronous channel. An alternative communication has been discussed in
Fig. 10. Customer purchases a walkman.

Fig. 11. Shopman sells a walkman.
the cable example. The listening of the customer is modeled via a synchronous channel. Further actions are hidden in the method listening. If a customer really has the intention to listen to the music, is not shown here. The arc without an arc head represents a test arc. As long as there is a token on the related place the connected transition is activated, assuming that no other place is restricting the transition. In general test arcs allow the concurrent access to the same token, here the access to the walkman is modeled as a concurrent access, even if the specific example does not require this. Inside the walkman diagram one can see that there is no message going out to the Output. However, the synchronous channel allows a continuous access to the music, while the music is made available via a method with a synchronous channel. The handling of the walkman by the shopman is modeled explicitly, with the workflow being fixed. In the next scenario a protocol is introduced for the separation of the shopman and his behavior.

Scenario 3: A Customer buys a walkman and the shopman follows a protocol

From an application point of view the same requirements are given as in scenario 2. However, scenario 2 is now extended by the introduction of a protocol for the behavior of the shopman.

The diagram in Figure 13 shows how the workflow which has to be performed by the shopman is represented by a separate object in another net (see Figure 14). The connections between the two nets are shown by the place Behavior. All actions of the shopman have to be synchronized with a protocol that is assigned to each of his transitions via a test arc to the Behavior place where the protocols are put. Synchronization is again realized by synchronous channels <P1> to <P5>. The proper use of the assignment of the channels is not shown by the arc and channel inscriptions. The protocol restricts the shopman in his possible actions stronger than the net structure in Figure 11. This can easily
Fig. 13. Protocol for the shopman in Figure 14 to trigger his behavior.

Fig. 14. Shopman sells a walkman according to the protocol in Figure 13.
be overcome by a more sophisticated protocol. Even if the structure of the two nets are very similar, it should be clear that both net structures can be modified independently to add some more actions or to modify the structure in a way to coordinate each net with other nets.

Scenario 4: Customer brings back a walkman for repair
A customer arrives with a defective walkman. He delivers it to the shopman. The shopman gives it to the repairman. The repairman repairs the walkman. The repairman gives the walkman to the shopman. The customer receives the walkman, starts it, pays, and leaves.

Scenarios 2 or 3 are extended by a further person that is involved. This person can modify an object, of course according to its repair interface which is not discussed here. This requires that the nets provide the means for this. Modifying passive tokens is the traditional way. However, here active tokens can be modified. Using reference nets it is possible to do this without further operators, as long as the kind of modifications are somehow predefined. If the kind of operations are not determined before the system is executed, special operators within the nets are necessary and type checking becomes more difficult.

Scenario 5: The protocol of the shopman is exchanged
This scenario extends the scenario 3 and allows to replace the protocol of the shopman. From the application point of view different behaviors are necessary due to different business requirements. For this scenario again the nets are omitted. We give a short discussion only.

From an application point of view the exchange of a protocol means that the shopman can adapt to a new behavior. The change of the protocol can either be done according to the kind of customer, requiring that the shopman can apply different kinds of protocols, or the exchange is done by a chief of the shopman who gives different orders from time to time.

This action again has to be modeled at the appropriate level. It is obvious that the exchange of a protocol is an explicit action. Modeling this is only necessary, if it is a relevant issue of the system specification. In traditional business processes many aspects were fixed. Nowadays, more flexible structures become necessary. This can be reflected in the specifications by the BPP-nets. In general new and powerful modeling techniques are necessary. The dynamic aspects require more net components in terms of modeling with Petri nets. One goal of our work is to find appropriate abbreviations with a precise semantics still modeling the essential parts without loss of correctness.

5 Conclusions
After a short introduction into object oriented coloured Petri nets and object nets a new formalism for the modeling of business processes is presented. The main characteristics of this formalism are that
it is based on Coloured Petri nets (see [Jen92]);
- it uses a specific net structure from [Mol96] to allow the use of object oriented features;
- it extends the objects nets (see [Val98]) to high-level Petri nets;
- it supports a process oriented view on a system specification which is built on objects, modeled in OCPN-nets;
- it allows to model the dynamic adaptation to changing workflows by adding, exchanging, and deleting token nets within a certain system net level;
- mobility can be modeled intuitively;
- it allows a natural way of abstraction for the specification of internet application and a kind.

The presented formalism of Business Process Petri nets (BPP-nets) is powerful and allows to capture especially the problems occurring in business system specification when modeling dynamic changes to those parts which are normally modeled by complex structured tokens within a Petri net. Traditional modeling techniques like UML do not cover the dynamic interface and the aspect of mobility in this direct way. By using also Petri nets for the complex tokens the formal methods available for usual Petri nets become applicable, not considering the state explosion problem which may cause some practical problems. Due to the new kind of hierarchy within the net models additional formal methods have to be developed. This will be done in the near future in the area of workflow modeling and computer integrated manufacturing with respect to the use of Inter- and intranet facilities.
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Abstract. Petri nets are seen as a suitable process modeling language since they lead to graphical process descriptions that can be understood by different people, since formal process analysis can be performed, and enactment of processes can be done on the basis of a process model described by Petri nets. We have developed a Petri net based process modeling language and applied it to various practical projects. From the experiences we have derived new concepts and techniques in order to enhance our approach. In this paper we mainly discuss two aspects (1) modeling semi-structured process parts and (2) gathering the relevant information to be put into process models.

1 Introduction

Within the last years workflow management has become a technology that is being more and more used in order to support business processes. Based on an enactable description the processes are being supported by workflow systems that usually interpret the processes, assign to the various people involved in the process the tasks they have to perform, and, provide the tools and objects that are needed to perform the tasks. Thus, workflow systems drive and monitor the business processes.

For modeling the processes Petri nets have been widely used. Petri nets are seen capable because of its following features:

– graphical description yielding in a workflow representation that can be understood by various groups of people
– formal basis - workflow models based on Petri nets can be formally analysed in order to achieve improvements of the modelled processes
– enactable models - Petri net based workflow models can be enacted

Within the last years we have intensively used a Petri net based workflow language called FUNSOFT nets [DG98]. The language has been applied in various projects w.r.t. the goals indicated above (workflow modeling, analysis as well as enactment). On the one hand side within the projects the possibility to use Petri nets has been shown. However, on the other side some points of weakness have also been shown. These experiences (as well as the improvements in order to deal with the weak points) will be discussed in the paper.
Among the experiences are issues that lead to questions like (1) how to model workflows where different organisations are involved in (i.e. how to model the co-ordination process of the partners while at the same time the individual partners want to behave autonomously within their workflows), (2) how to deal with process parts that have to be performed completely or not at all (i.e. the issue of workflow transactions), and (3) how to deal with exceptional cases in workflows, and, generally process parts that cannot be completely defined in advance.

Furthermore experiences have been made considering the development of workflow models based on Petri nets. Since Petri nets support a broad range of goals (modeling analysis, and enaction) its usage has a great benefit for a workflow management. However, not all people (especially non-technical people on the end-user level) “think” in terms of Petri nets. However, these people are involved in the processes, i.e. are the people that have the process knowledge to be modelled in the workflows. In order to "integrate" these people into the information gathering and workflow model development process we describe our approach for capturing workflow related information, storing and structuring it in an organisational memory information system which will be used for deriving a Petri net based workflow representation.

For the scope of this paper we want to concentrate ourselves on the questions about the definition of workflows that consist of information that is only partially available at process model build time in conjunction with the question about how to collect and structure information about processes at all. Therefore, the structure of the paper is as follows: In section 2 some basic aspects of our approach are discussed. Following that the issue of semi-structured business processes (i.e. processes that cannot be completely defined at model build time) is tackled. In section 4 we discuss how to collect and structure information that is relevant to be defined in process models and how to make this information consistent. Section 5, finally, summarises and addresses some future work to be done.

2 Some Basic Aspects of Our Process Management Approach

For developing process based IT application based on the workflow management technology different activities have to be performed. The sequence of these activity is also called process model lifecycle (c.f. Figure 1).

![Fig. 1. A process management lifecycle](image-url)
Continuous engineering of systems usually takes place in running organisations. Thus, in a first activity the information about the processes has to be gathered. Within an **information acquisition** the information about the „as is processes“ is collected. This can take place by different means: document analysis (e.g. using a ISO9000 documentation if it exists in the organisation), structured interviews, workshops, etc.. This information that has been collected is fixed in the process model in an activity that is called **process modeling**, then. This process model serves as a basis for discussion about the processes. Furthermore, in a **process model analysis** activity the model can be evaluated in order to detect deficiencies of the process. A typical analysis technique is the one of simulating the process. Results of the analysis usually are suggestions for improvement that result in changes of the process model. Iterating the modeling and analysis activities usually leads to „should be process models“ which are an improvement of the „as is models“. Once a „should be model“ has been decided upon a **process model enaction** can take place. This takes place on the basis of a workflow application where the process is driven by the workflow engine, and different services are called supporting the different process activities. According to the process state the different persons involved in the process get informed about the activities they have to perform, and they are provided with the necessary process objects and services to work upon the objects according to the activity definitions. One further important activity is the **process evaluation** in order to detect further possible process improvements during the process or a posteriori, i.e. after the process has been terminated.

Various process modeling approaches each of which focussing on a certain goal have been developed in the last years (e.g. FlowMark [IBM95], Action Workflow [MWFF92], Promet [Oest95]). A couple of the process modeling languages base on the Petri net language paradigm ([AME98, Ober96]), others exist that use programming language like notations (e.g. MOBILE [JB96]) and/or object oriented languages (e.g. SOM [FS95]).

One approach that has been developed for managing business processes in the scope that is given by the lifecycle of Figure 1 is called FUNSOFT nets [DG94], an approach basing on Petri nets. Due to the limited space of this paper we do not give a separate introduction of FUNSOFT here. For an understanding of this paper we assume that the reader is familiar with Petri nets. Further details of the FUNSOFT net approach can be found in ([DG94, DGW95]). The FUNSOFT net approach has been applied in several projects within the last years [DG98]. When applying that approach it has been shown that the main goals (1) understandability of processes by using a graphical notation, (2) analysis of process models, and (3) support for process model enaction can be achieved.

However when performing our projects we also have been faced with a couple of problems that partially occur in general when trying to manage business processes but partially also came with the application of the concrete approach we have taken. These problems can be structured into three different classes:

- Missing process modeling constructs
- Missing process structure
- Missing concepts for bringing user information into process models
Considering the problem of missing modeling constructs we have modelled processes where the user could tell us, for example, the activity schedule to be performed in the process but, furthermore, told us that certain exceptional or error situations could occur that make it necessary to undo part of the process. With the Petri net language concepts we have had so far, this “undo” of process parts was cumbersome to describe. From that experience we developed the concept of process transactions [SDL96] and extended our language by that concept. The problem denoted above by missing process structure describes the fact that processes quite often cannot be completely defined at process model build time. There are either a large variety of alternative solution paths for certain partial processes, sometimes one could indicate the different activities to be performed but could not determine the order in which these activities are to be performed. In other situations the information how to perform the process even became only be available while the process was running. In order to manage these kinds of processes, that we have started to term semi-structured processes, we have worked on different concepts for extending the process modeling language as well as for integrating different types of IT-systems (e.g. workflow, groupware, and document management systems). Concerning the last point we quite often were faced with the problem that the information we had to put into process models had been spread over various people, documents, etc. and was available at very different levels of abstraction. We therefore felt the necessity to develop conceptual means for collecting, structuring, and homogenising information to be put together into a process model. In the reminder of this paper we want to focus on the latter two problems the support for semi-structured business processes as well as the problem of gathering information to be put into process models.

3 Modeling Semi-Structured Process Parts in a Petri Net Based Approach

When modeling processes we quite often have been faced with the problem to model exceptional and error cases. We therefore introduced the concept of process transactions [SDL96] into the Petri net language we use. However, there are also cases where it is not possible to completely define processes by means of process models in advance or even not at all. In those cases we have to deal with the problem of evolution of processes that are incompletely specified.

Incomplete specification raises the question concerning the available information at model build time. In general, incomplete means, that information about some of the metamodel entities is not available when defining the model. This - what is quite often the case - can be that the activities but not the order of activities is known, it can be that the persons responsible for performing the activities are not known or the assignment of persons to activities is not known or changes quite frequently.

There are a couple of approaches classifying business processes. In the following we build up a classification scheme for business processes that spans up three dimensions distinguishing process model entities information objects, co-operating persons and solution paths (see also [LSD98], [DLS99]). One major characteristic for all these
entities is whether they can be planned, i.e. whether they are known at process model build time and, thus, can be fixed in a process model or not. Using the three entities and the characteristic of plannability we can build up a scheme spanning eight different classes of business processes.

![Diagram](image)

**Fig. 2.** A classification scheme for semi-structured process models

Within class 0 we find those business processes that are plannable with respect to all three entities information objects, co-operating persons, and solution path. We call this class of business processes **structured business processes** in the following. Class 7 encompasses those processes that are unplannable with respect to all three entities. We call these processes **unstructured processes**. Those processes that belong to one of the classes 1 to 6 are called **semi-structured processes** in the following.

Processes belonging to class 0 are the typical application domain for workflow management applications. Here all information regarding the activities and their execution order, the persons participating in the activities, and the documents needed for performing activities or produced by the activities are known in advance and, thus, can be fixed in the process model. All semi-structured process classes have in common that at least one information entity that spans up a dimension of the classification scheme is unknown at process model build time. For these kind of processes workflow management systems usually give inappropriate support. One idea, therefore is to integrate workflow management systems with other systems supporting co-ordination, co-operation, and communication in order to support semi-structured processes. This means, for example, to support different parts of business processes using different kinds of systems (e.g. workflow management, groupware, document management, videoconferencing, joint editing) each of which supporting the corresponding process part best. Discussions on the different classes as well as on the different type of IT-support can be found in [DLS99].

In the following we concentrate on mechanisms how to deal with unplannable aspects (of classes 1 – 6) in Petri net based process modeling approaches. One major problem that yields in semi-structured business processes at process model build time results
from the point of time when certain information becomes available (i.e. when plannability is given). Quite often process models must stay incomplete because some information is not available when modeling the process (i.e. at model build time) but rather becomes available only during the process (i.e. at process model run time). That means the fixed separation of building a model of the process first and, then, running the process according to the defined model afterwards quite often does not hold in practice. Process modeling and process enaction rather have to be interweaved. It must be possible to add process information to the process model that is being enacted.

Different approaches have been developed in order to enable a certain intermixing of model definition and model enaction while using a Petri net process modeling language:

For FUNSOFT nets the concept of **late modeling** has been developed. Late modeling can be applied when parts of the process are known at build time but others have to be added during run time of the process. Upon occurrence of certain events during a process the models that have been partially fixed so far become completed. An example for this is given in Figure 3. There a cut out of a process model is sketched for checking the capacity of certain parts that are needed in an assembly activity. At first a **capacity_check** is performed in order to determine whether enough parts for assembling are available. If this activity ends up positive the assembly takes place otherwise new parts have to be get. However, at process model build time it is still unclear how to get new parts (e.g. whether they should be bought or fabricated). Therefore, the activity **get_new_parts** has been modelled as a black box. A modification triggering event exists (in the example the channel **amount_not_ok** associated with a flag) triggering the modeling of the black box. In case a token is put into that channel the black box **get_new_parts** becomes subject of change (i.e. can be replaced by a net) while the remaining net remains under enaction. This mechanism holds whenever the **amount_not_ok** channel is filled, i.e. different events can result in different specifications of the **get_new_parts** activity. Different models can be implemented defining who is allowed to change the model [Herr95].

![Fig. 3. The concept of late modeling](image)

In the HOON approach [CHW97, HHSW96] the Petri net paradigm has been extended in order to arrange Petri nets, e.g. FUNSOFT nets, and their surrounding

---

1 In that example the FUNSOFT net agency **capacity_check** has a so called DET-OUT firing behavior (indicated by the small switch symbol) saying that one of the two channels in its postset is filled with a token upon firing the agency. For further details on firing behaviors of agencies in FUNSOFT see [DG94, DGS95].
environment and to model the interfaces towards the environment explicitly in process models. For modeling the interfaces between process models and the environment external to the model special places so called \textit{interface places} have been introduced. Through these interface places information can be dynamically exchanged between the process models and the external environment. By that resources are directly encapsulated as distributed objects or correspond to devices of distributed objects. As a result the management of process resources is excluded from the process model and is realised by the workflow environment which runs in the background. This workflow environment can bring information into the process model even during run time of the process, thus, it becomes possible to interweave modeling and enaction of process models.

In Figure 4 an example demonstrating the effect of \textit{resource tokens} is given. In that example a business process activity \textit{edit_report} is modelled by a Petri net agency. It operates on an input called \textit{abstract} specifying what the report should be about. The result of the activity, of course, is the \textit{report} that has to be edited. Beside the activity its input and its output an interface place called \textit{editor_licences} is introduced. This interface place models that for performing the edit operation an editor is needed for which tool licences are needed. A licence for the editor is associated with a token that is put into the interface place. The activity can only be started when at least one licence is put into the corresponding channel. Upon firing of the agency \textit{edit_report}, i.e. upon performing the edit the licence token is read from the interface channel, it is put back again when having finished the edit.

Now, let us assume that the company has, say, three licences for the editor. Furthermore let us assume that in the model (resp. in different process models) more than three activities are defined the performance of which needs an editor. Each of the four editing activities, of course, is connected to an interface place associated with editor licence tokens. In this case three edit activities can start, the fourth one would be prohibited from starting since its resource place would own no licence token for an editor. Its execution would be delayed until the termination of one of the other three editing activities. However, the amount of resources (in this example the editor licences) is managed outside the process model. If the company would decide, for example, to buy 5 more licences the external environment would create the resp. number of token and would induce them into the resource place. By that resource places act as interface between external environment and process model.
The concept can be exploited further on for a dynamic process model modification at run time of the business process. If we consider the notion of resources that is associated with the resource places in a broad sense regarding process models as one kind of resource it becomes possible to identify complete process models by resource tokens. Now, if we associate refined agencies with resource places the token in the resource place identifies the subnet to be executed when performing the refined agency. By that it becomes possible to model different nets at process model build time each of which is a candidate refinement for the refined agency (of course, the nets have to be semantically correct refinements. For further details see [CHW97]). This is graphically depicted in Figure 5. In that figure we have modelled a refined agency a1 and three possible refinements ref1 to ref3. Which of the possible refinements is to be executed when starting a1 is addressed by the token in the resource place for a1. The content of this token has not to be defined at build time but is put into the resource place at run time by the workflow environment prior to the execution of a1. Even the set of refinement candidates has not necessarily to be specified during model build time. New nets being potential refinement candidates can be added up to that point in time when the binding of refined agency and refining subnet is made by the resource token. By that it becomes possible to change and extend a process model even during run time of the process that has been instantiated from the model.

4 Information Gathering for Building Process Model

In section 2 we have addressed major problems we were faced with when applying a Petri net language in practical industrial projects. In the last section we have addressed the issue of modeling semi-structured business process parts. In this section the second problem namely the one of gathering the information to be put into process models should be addressed. We were faced with the problem when using our Petri net approach. However, the problem also occurs when other modeling approaches are applied.
Usually it is the goal of a process management project to improve and to support processes that are already being carried out in practice. However, only in rare cases processes are completely to be defined from anew. In most cases these processes have been carried out implicitly so far, i.e. the persons involved in the process knew their job (that means, they had in mind what to do) but no (complete) explicit description of the processes existed so far. Thus, for building process models all relevant information concerning the processes has to be acquired first. Based on this information a first model describing the “as-is” situation is built that is subject for analysis, improvement and enactment, then.

This acquisition of information is done in the information gathering phase indicated in the lifecycle that has been introduced in section 2 (cp. Figure 1). However in projects that we have carried out collecting information concerning the processes showed to be a complicated process itself due to the following issues:

- Process information is distributed among different information resources

  When collecting information about the processes to model it shows that usually the information about the processes is not concentrated in one information source but rather is distributed among different information sources of different type. Among information sources are written materials e.g. handbooks of tools that are being used in the process so far, partial process descriptions that have been made so far (e.g. rule sets for handling certain activities, mission statements for certain processes, quality management documentation (e.g. ISO 9000), etc.). However most information about the processes is available in the minds of the persons performing the processes that are to be supported.

  In order to capture this information different gathering techniques have to be adopted. Among these techniques are document analysis, observation and inquiry. Document analysis means collecting and studying the written material available about the processes and to mark the information relevant for building a process model. Observation means that the process modeller joins the process noting what people do in the process and how they do their job. The results are specified in observation protocols, then. Inquiry means asking people about the information they have about the process. This can take place by interviews (face to face or using telephone), workshops, questionnaires etc. As a result of applying these information gathering techniques different documents (questionnaires, protocols, interview traces) exist the content of which has to be structured and put together to yield a process model.

- Process information has to be collected, structured and consolidated

  Industrial processes are quite often very complex, consisting of hundreds of activities, documents, persons involved, and tools that are used by the persons. For those processes the relevant information cannot be collected in one step. For complex processes it becomes necessary to start with an abstract process description identifying the processes’ scope and to refine the abstract description in a next step. One reason for doing so is that different persons usually have different
type of information. Quite often managers know the processes on an abstract level, and, know the interrelation of process parts while the persons that work in the processes know the process details (e.g. how to perform activities, know why activities are performed in a certain sequence and so on).

Since, additionally, organisations that are involved in the processes are quite often dispersed over different geographical locations, it becomes impossible to bring all relevant persons together at one point in time for information gathering since (1) the relevant persons work at different places, and (2) bringing all persons together would result in workshops the size of which would lead to unproductive work and the resulting information would be too complex and unstructured to be useful. Thus, information gathering has to be performed in several steps, for example, starting with an initial workshop where the managers are interviewed about the process scope and the abstract process steps, followed by detailed interviews among the process experts, a review workshop after a first information integration, followed by a interviews for refining and completing the information set, etc. For this it becomes necessary to collect information, integrate different information sources, to mark information as being relevant or irrelevant and consistent or inconsistent, to delete unnecessary information, etc.

Doing so the organisational knowledge (i.e. the information of all persons of an organisation) about the processes is captured. Since for real-life processes this information can become very large an organisational memory information system (OMIS) is needed for managing this information. In this context we understand an organisational memory information system (OMIS) as “an enterprise-internal application independent information and assistant system. It stores large amounts of data, information and knowledge from different sources of an enterprise. These are represented in various forms, such as databases, documents and formal knowledge-bases. The OMIS will be permanently extended to keep it up-to-date and can be accessed enterprise-wide through an appropriate network infrastructure” [KA98]

For the scope of achieving the goals of information gathering sketched above an OMIS has to fulfil the following requirements:

1. storage of information objects of different type such as text, audio, video graphics

The different information gathering techniques addressed above result in different information objects such as, for example, hand-written protocols, audio tape traces of interviews, videos from process observations. These information objects have to be stored in the OMIS, it has to be possible to structure this information, to indicate relevant information areas in the objects, and to associate the information with appropriate meta information (e.g. date of gathering, author).

2. associations between different information objects

It must be possible to associate information objects with each other for relating information objects that give information about the same process entities (e.g. a
workshop protocol where a process activity is noted with an interview giving details about that activity). These associations have to be attributed in order to give certain semantics to the associations between the information objects that are linked to each others via this associations. By that it can, for example, be expressed that an object is needed for an activity (if an association is made between an information describing an activity and another one describing a document), that an activity is predecessor of another one (two information objects each one describing an activity), consistency or inconsistency of information can be denoted (two information objects describing the same entity), etc.

3. retrieval of information

Having stored the information objects the OMIS needs to support different kinds of information inquiry. We distinguish between passive and active information supply, depending on whether the user selects the information (passive supply means the OMIS is passive) or whether the OMIS selects information and provides it to the user (active supply).

In case of a passive information supply a query interface as well as a navigation interface for information retrieval is needed. With the query interface the user can retrieve information by issuing queries like “give me all information about all process activities in a certain process step”. The navigation interface allows to browse through the OMIS visiting information objects along the associations between the objects.

In case of an active information provision the user gets information upon the occurrence of certain events he can specify. For example, if he specifies that he wants to be informed if new (or inconsistent) information concerning a certain process entity is put into the OMIS the system monitors this event and notifies the user upon its occurrence.

4. access rights for the OMIS

In order to achieve an acceptance of the OMIS among the participants of the organisation a dedicated access right system is needed. For example, in some cases process participants will not give all detail information how they behave in the process depending on the fact whether their superior or certain colleges get this information either. Thus, for each information object it must be possible to specify which person is allowed to view or to change the information.

Based on this requirements an OMIS called PRINCE (PRocess INformation CEnter, [Kuhl99]) has been designed and implemented. This systems allows to store different kinds of multimedia objects. Since the information objects usually give information about different process entities (consider e.g. a workshop protocol where all activities of a certain process step are listed) it is possible to structure the information objects in different information areas. The definition of information areas depends on the type of multimedia object (e.g. areas on a photo or a hand-written note, time slots in an audio or video document). Within one information area only information about one process entity is given (see below).
The information about the different process entities is structured according to the different entity types (e.g. activities, documents, roles, tools) of the process management approach. An illustration of this is given in Figure 6. In this Figure an information document giving a hand written workshop protocol is shown (part A of the screendump). Two information areas one for a process document “Rollkarte” another one for a process activity “Termingut_Bearbeitung” are defined. For these process entities instances are created (see for example the highlighted entry in part B of the screendump which gives an structured overview about all process entity instances for which information is available). Part C of the screendump shows some metainformation about the information object.

![Fig. 6. Bringing information into the organizational memory Prince](image)

PRINCE allows to retrieve information according to the requirements given above. The user can issue queries for obtaining certain information (e.g. all information that is inconsistent) or he can navigate through the graph of linked information objects given by the associations between information objects. In Figure 7 a screendump showing how to browse through the information graph is illustrated. In that figure an object called interview_protocol is selected. Association to five other objects exist. The user now either can open the document or he can select one of the associated ones. In this case this object becomes the selected one (i.e. moves to be the centred
one) and all associations to this information object are shown. Furthermore, the user obtains information by defining so-called knowledge abonements specifying upon which events he wants to become informed actively by the OMIS.

**Fig. 7. Browsing through information objects in PRINCE**

PRINCE has been implemented in JAVA as a Web-based application. One reason for doing so was the goal to achieve a portable system that can be used at different user places during the information gathering phase.

5 Summary

Within this paper we have discussed experiences that we have gained when managing business processes in practice based on a Petri net language paradigm. In general Petri nets have been shown a useful approach leading to graphical process descriptions that can be understood by end users from various application domains including users without a deep technical background. Furthermore Petri nets are a means for a process analysis aiming at problem detection and process improvement, and, they can be used for process enaction.
Problems we have been faced with consider the handling of exceptional process cases (for which we have introduced the concept of process transactions), the management of semi-structured processes and the gathering of information to be put into the process models. For handling semi-structured processes one approach is to define new language constructs (like it has been done, for example, in the HOON approach), another one is to integrate different types of systems (like workflow, groupware, document management). In order to manage the amount of information to be described in a process model organizational memory information systems can be used. In this paper we have described a system called PRINCE that allows to collect, structure and consolidate information objects that have been obtained applying different techniques (document analysis, observation, investigation) during the process analysis phase. One next step of our work will be to generate process skeletons (i.e. Petri net skeletons) from the structured collection of information objects in PRINCE and to build up a bidirectional link between information objects in PRINCE with the corresponding process model objects (agencies and channels of Petri nets).
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Abstract. Why did ten modelers spend over a year mapping and charting business processes, and why did the workflow project still fail? Questions like this form the mortar that builds the nightmares of business managers into a brick wall that blocks successful innovations. In this chapter we discuss an approach that has demonstrated to innovate processes successfully by avoiding known pitfalls and risks. We focus on the practical questions, such as:

• how can you tell in advance whether a model will help?
• in which situations do users benefit from your models, and what can you do about it?
• when is it useful to use your workflow model for documentation purposes?
• spend plenty of time to find out how to achieve your innovation goals with the help of business process models, but don't spend a long time choosing your modelling technique.

Available evidence suggests that not the modeling techniques as such are to blame, but the way of working that modelers employ in practice. On the experience gathered in workflow projects, carried out in the financial and government sectors, we have built a framework for business process innovations that puts modeling in perspective and has shown to achieve results for the business.

1 Introduction

If a process innovation changes the way people work (i.e. the business process), then many workflow projects of the past cannot be characterized as a process innovation. A recent survey by Anaxagoras among business managers showed that more than half of all workflow projects fail to contribute to business process innovation. 84% of successful workflow projects in practice result in an information system that integrates a number of different application components, without affecting the structure of the work processed on the shop floor. Of 14 workflow projects that existed two years ago, 9 were never heard of anymore. So why is it that workflow projects fail? And how does process modeling prevent failure? In an attempt to answer these questions, we have identified risk factors that threaten the success of a

---

1 Anaxagoras Process Architects is a Dutch consulting firm, led by the author, that specializes in process innovations for banks and insurance companies.
After a validation, these risk factors were used to design a project approach, based on the assumption that the safest route to success avoids all known pitfalls.

A business process innovation differs from an information system innovation. If an organization changes the way of doing business, i.e. changes its own way of working, we call it a business process innovation. An information system innovation introduces new technology, limiting the changes to the introduction of new. A business process innovation is meant to innovate value chains in which an organization participates. Only if an organization is prepared to change its ways of doing business, we have a business process innovation. An insurance company entering in electronic commerce on the Web, coming from a sales organization based on intermediaries, is clearly innovating its business processes. But if the changes in the way of working are limited to absorb the effects of implementing new information systems, we call it an information system innovation. Process innovations do not typically question an organization's strategy, but use strategy as a given starting point.

Early expectations that workflow management was sufficient to bring the business and technology together have not materialized. The naive view that process architects build process models have pushed the topic into the technology side of the innovation. Analysis of the problems shows that ignorance in user communities, showing up in the form of paradigm misconceptions and unsubstantiated prejudices, is a major cause. This is both good news and bad news. The good news is that ignorance will resolve as time proceeds. The bad news is that it has limited the impact of workflow management mainly to information and communication technology.

The same analysis has led to the identification of risk factors involved in business process innovations. This has produced a practical instrument to assess innovation projects, which managers in large financial businesses have used during the initial decision taking process.

Indeed, in some project plans process architects are scheduled to do nothing but the modeling of business processes, as though window dressing is needed to make an information system innovation look like a process innovation. Apparently, process modeling is seen as the core skill of process innovation.

There are many reasons that explain the slow rate of adoption of workflow technology. These reasons vary in nature: there are technological issues, methodological issues, commercial issues, lack of knowledge in user communities, and innovation issues. In order to achieve operational results in a given situation, a project manager can influence only some of those issues. There is little a practitioner can do about technological, methodological, and commercial issues. The issues that can be influenced from within a project form the basis on which Anaxagoras has developed the rainbow approach. It is developed for rapid, robust and reliable business process innovations. It allows us to focus on the things we can influence, for a large part involving innovation issues and educating user communities. Built to avoid known risks, the method has been and is still being used successfully in practical business process innovations.

---

2 An excerpt of our risk analysis can be found on www.anaxagoras.com, which is meant to give practitioners a superficial scan of their projects for free, without spending more than 30 minutes of their time.
Definitions

Throughout this paper we use the terms business process, value chain, procedure, workflow, task, activity, innovation project in specific meanings, as defined in this section. The definitions are designed to match the most common use of terms, as identified both in practice and in the literature. The terms can therefore be used in the normal stream of a conversation, without thinking about the definitions all the time.

In a business process we distinguish five different levels of abstraction: the value chain, the procedures, the tasks, the services and the data. In the architectural thinking, a ICT architecture typically covers the latter three levels whereas a process architecture typically covers the former three levels. Overlap exists on the task level.

<table>
<thead>
<tr>
<th>level</th>
<th>type of model</th>
<th>example</th>
</tr>
</thead>
<tbody>
<tr>
<td>value chain</td>
<td>Balanced Score Card</td>
<td>mortgages</td>
</tr>
<tr>
<td></td>
<td>Multichanneling</td>
<td></td>
</tr>
<tr>
<td>procedures</td>
<td>Workflow Management</td>
<td>apply for mortgage, approval</td>
</tr>
<tr>
<td></td>
<td>ERP</td>
<td></td>
</tr>
<tr>
<td>activities</td>
<td>Forms management</td>
<td>make draft contract</td>
</tr>
<tr>
<td></td>
<td>Case management</td>
<td></td>
</tr>
<tr>
<td></td>
<td>User interface model</td>
<td></td>
</tr>
<tr>
<td>services</td>
<td>Component model</td>
<td>verify creditworthiness</td>
</tr>
<tr>
<td></td>
<td>service or architecture</td>
<td></td>
</tr>
<tr>
<td>data</td>
<td>Database model</td>
<td>customer files</td>
</tr>
<tr>
<td></td>
<td>Transaction models</td>
<td></td>
</tr>
</tbody>
</table>

A value chain is a collection of activities that contribute directly to an operational goal of a business. This corresponds to the notion of supply chain, which is the integration of business processes from end-user through original suppliers that provides products, services, and information that add value to a customer” (see for
example Mintzberg 83, Hammer 93). For instance, the activity of registering a new mortgage contract contributes directly to the goal of selling an X amount of new mortgages in the current year, so for that reason it belongs to the mortgage sales&handling process. On the level of value chain, models such as business score card are relevant in discussions among the people who are responsible for the running the business as a whole (typically the upper management).

At the procedure level, we use procedural models to identify for example how work is routed in a business process. A procedure is a collection of activities, rules that govern the order of events in those activities, and rules that identify the responsibilities of people involved, all of which belong together for the sake of realizing a specific commitment among the stakeholders in the context of a business process. For example, the procedure for approving a mortgage loan involves an account manager who is responsible for identifying the loan, the creditworthiness of the debtor, the securities involved and the risks. It may also involve the advice of a loan assessor and a decision made in a loan approval committee. The entire procedure fulfills a commitment of the bank and the prospect to identify all relevant information and take every necessary action to make a timely decision. Wherever we use the term workflow management, we mean to identify the support of procedures in a business process by means of computer systems that coordinate the work of people with respect to temporal order on the basis of a procedural model. For example, systems based on Staffware, MQ-workflow, COSA, and Action-Workflow are workflow systems according to this definition. Systems such as Lotus-Notes and LinkWorks are not covered in this definition, because the process logic is not brought together into one coherent model, but it is distributed over various pieces of application code.

On the activity level, a model defines for example that drafting a mortgage contract involves a text template, a standard assessment of the customer coming from a credit approval application, a check by the assessor of the execution value of the mortgage

<table>
<thead>
<tr>
<th>tool</th>
<th>company</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>workflow management system:</strong></td>
<td></td>
</tr>
<tr>
<td>Staffware</td>
<td>Staffware</td>
</tr>
<tr>
<td>MQSeries Workflow</td>
<td>IBM</td>
</tr>
<tr>
<td>COSA</td>
<td>Cosa Solutions BV</td>
</tr>
<tr>
<td>Action-Workflow</td>
<td>Action Technologies, Inc.</td>
</tr>
<tr>
<td><strong>workflow management without process model:</strong></td>
<td></td>
</tr>
<tr>
<td>Lotus-Notes</td>
<td>Lotus</td>
</tr>
<tr>
<td>LinkWorks</td>
<td>Digital</td>
</tr>
<tr>
<td><strong>case management:</strong></td>
<td></td>
</tr>
<tr>
<td>FlowER</td>
<td>Pallas Athena BV</td>
</tr>
<tr>
<td>Vectus</td>
<td>Hatton Blue</td>
</tr>
<tr>
<td>Activity Manager</td>
<td></td>
</tr>
</tbody>
</table>
object, etc. Technically, an activity is an amount of work that can be performed in an uninterrupted span of time under responsibility of a single actor. Drafting a contract for a newly sold mortgage is an example of an activity, to be performed for instance by a mortgage clerk. Activity models are used to generate user interfaces that suit the needs of a specific user who has a specific role in the procedure. Such technology is known as "case management tools", such as FlowER, Vectus, and Activity Manager.

On the service level, software components are available that offer services. Nowadays we draw up a model for the service architecture. In a corporate infrastructure, a set of services is made available through the network. Functions such as "print", "run a commercial analysis on this client", "send a confirmation" are examples that are typically implemented as services available to many users. These services are implemented on a layer in which all corporate data persists, usually implemented by means of database systems.

On lower levels we rely on conventional models, such as data modelling and dataflow modelling. CASE tool are developed to a stage in which large parts of the implementations are generated from these models, which avoids mistakes and accelerates the development process.

2 Ignorance, Modeling and Perceived Complexity

If workflow management technology promises to make business processes more flexible, more profitable, and of better quality, how come there are so few organizations able to use this technology successfully? In this section we explore some of the reasons that workflow management has not yet delivered on its promises. The idea of translating these reasons to project risks, has led us to develop the “rainbow approach” for conducting projects that innovate business processes. This model was developed within Anaxagoras Process Architects, a Netherlands based research company which employs scientific methods to make new technology deliver on business goals.

A careful analysis of workflow projects and business process innovations shows ignorance as the main cause of failure. Technological problems alone rarely cause a project-abortion. If a workflow project is staffed by experienced, knowledgable personnel and competent project management, the project stands a fair chance of achieving its technological goals. Most problems occur when the technology is implemented in the organization, because at that moment the organization has to implement their newly designed ways of working. If the organization appears to be unwilling to change its ways, the business process innovation degenerates to an information system innovation.

Ignorance induces complexity. If an organization is unsure about the approach, a typical solution is to assemble a task force to sort it out. If that task force produces reports at a generic level of abstraction, everyone in the organization realizes that something more must be done. An organization that is aware of its lack of knowledge can prevent such scenarios by hiring the appropriate knowledge. An experienced
facilitator points out the simplicity of a process, motivates people to do the right thing and prevents endless discussions that do not contribute to results. Provided with the right skills and appropriate experience, an organization needs a year or less to implement an entirely new strategy in an existing situation.

Models do not help to resolve ignorance, but the activity modeling does. For every model we make, irrespective of the type of model (see Figure 1) we try to involve the right people in drawing these models. In a situation where an organization has models readily available, we involve people by scrutinizing the available models. Available models cannot always be understood by the people who will assume responsibility for the effects of those models. If they are to understand the consequences of these models, there is no alternative than to go through a modeling activity with them. In fact, drafting a suitable model appears to be a very effective way to learn about the aspects represented in the model. If “learning by modeling” is facilitated by an experienced consultant, it can also be done in a matter of days (sometimes hours) rather than months.

Practice still suffers from ignorance, though. Last year, October 1998, an insurance company sent us the report of a business analysis, asking whether we could make a concrete proposal to implement the advice given in the report. The report, in which the word workflow occurred 137 times, was being used as a call to tender. Upon closer inspection the insurance company wanted to implement a call center. A workflow engine was projected to control the user interface. All of the functionality, such as registering a damage claim, had to be taken from existing systems, linked to the workflow layer through user dialogue emulation. In terms of Figure 1, the proposal covered the bottom three layers. To use events that occur in the call center for triggering activities elsewhere, which is the basic idea of workflow technology, was notably absent in the report. After reading the report, we concluded that this was a call-center information system rather than a workflow application. The explicit statement that the organization was not willing to reflect on (and change) its way of working, meant that this was not a business process innovation, but a technological innovation.

Tool vendors provide tools and system integrators build the applications, but in the practice of process innovations users are very much on their own to achieve their business goals. An executive at an investment bank felt cheated, even though he got everything that was sold to him: “They promised we could acquire new business with their tools, they implemented the software and left us behind telling us that we can now acquire the new business”. Recent research, jointly conducted by the Department of Finance and Anaxagoras Process Architects, confirms that vendors of process tools provide little support in the innovation process, whereas users also expect assistance in working more effectively with those tools ([2]).

3 Innovation Risks

Of all workflow projects conducted in the Netherlands, we estimate that 80% is not a business process innovation, because the related changes in the ways of working are
limited to absorbing the effects of using different technology. Projects that are labeled process innovation are mostly front-office renovations or implementations of an electronic archive. In cases where workflow systems are implemented and exposed to daily use, many tools show an immature nature. In one case, bank employees would interpret the status “ready” as a sign not to touch that activity. After all, the computer says it’s ready! The intended meaning, however, is that the computer is ready and it is the user’s turn to act. A tool that contains several of such issues irritates end users to a point where it wrecks an otherwise sound process innovation, because end users need to do banking rather than wrestle with the idiosyncrasies of tools. Yet, the technology is not the worst risk factor in workflow projects. Some failures can be predicted on the basis of the innovation plan, and are therefore avoidable. Plans have to be carefully crafted to the situation, for the very reason that an organization is prepared to change its working procedures as well as adopt new technology. An approach that works for mortgage sales and handling processes in a cooperative bank may fail radically in a centrally governed bank, even if the mortgage processes of both banks are similar.

By content analysis of twenty different workflow projects, we have developed a set of questions that identify project risks. This set is intended for use during the development of an innovation project plan. The approach has been designed from known and documented failure factors for workflow management innovations.

Our questionnaire is designed by identifying various risk categories, and formulating a few questions that characterize the risk of that category. Thus, we get a fairly complete coverage with approximately 50 questions. Every risk category bears a message for one of the seven infrastructures (Table 2). Notice that the matrix identifies few risks in the technical and information infrastructures. This corresponds to the experience of many workflow experts that the success of workflow projects usually depends on the way in which the business adopts the innovation.

The questionnaire starts with some questions about the Organization. In some types of organization (e.g. government) business process innovations are more difficult to bring to a successful end than in others (e.g. insurances). The category Environment observes the strategy of an organization and how process innovation fits into that strategy. Commitment is important, because a process innovation typically takes more time and effort than an information system innovation. Especially the commitment at higher management levels needs to be given in terms of action (e.g. allocation of budgets) and not just words. The category Awareness questions how familiar an organization is with process thinking. If “process speak” is all over the place, but people seem to be occupied mostly with ways to get their own work off their own desks, the awareness is questionable. The Preliminary investigation is a risk factor if it does not identify clear business goals (rather than technical goals), if it does not demarcate the scope of the innovations and of the processes to be innovated clearly.
Similarly the Project definition can be a risk, which covers the standard set of risks that are valid in all projects. Then we ask questions about how the Project management is arranged. As long as there are projects that suffer from flawed project management, this risk factor remains important. The Complexity of the innovation is estimated according to the size of the organization, the scope of the innovation and the ambitions to be achieved. Questions about allocation of people and funding are asked in the category Means. Similarly, the skills of the Project team is one risk that requires questions. The flexibility to absorb changes is assessed in the Adaptivity of an organization, which depends mostly on people's attitudes. Neglecting to use available Standards, if applicable, is seen as a risk too. Information on the involvement of users in defining the User interface appears to deliver valuable information on possible project risks. The level of automation and the familiarity of people with the use of information technology comes in the category Automation. The issues Hardware and Software are treated similarly. In order to assess whether the organization can guarantee the continuity of the innovation, questions are included about System management.

Table 2.

<table>
<thead>
<tr>
<th>risk category</th>
<th>Innovation risks</th>
<th>Technical risks</th>
<th>Information risks</th>
<th>Authors</th>
<th>Software</th>
<th>Project</th>
<th>System</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organization</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
</tr>
<tr>
<td>Environment</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
</tr>
<tr>
<td>Commitment</td>
<td>☑</td>
<td>☑</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
</tr>
<tr>
<td>Awareness</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
</tr>
<tr>
<td>Preliminary investigation</td>
<td>☑</td>
<td>☑</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
</tr>
<tr>
<td>Project definition</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
</tr>
<tr>
<td>Project management</td>
<td>☑</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
</tr>
<tr>
<td>Complexity</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
</tr>
<tr>
<td>Means</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
</tr>
<tr>
<td>Project team</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
</tr>
<tr>
<td>Adaptivity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
</tr>
<tr>
<td>Standards</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
</tr>
<tr>
<td>User interface</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
</tr>
<tr>
<td>Automation</td>
<td>☑</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
</tr>
<tr>
<td>Hardware</td>
<td></td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
</tr>
<tr>
<td>Software</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
</tr>
<tr>
<td>System management</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
</tr>
<tr>
<td>Other</td>
<td>☑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>☑</td>
</tr>
</tbody>
</table>
4 The Rainbow Approach

At Anaxagoras, we have developed and successfully applied an approach to implement business process innovations. Project experience shows that this approach eliminates a number of significant risks, accelerating the speed of innovation and enhancing the results of workflow projects in the business.

A plethora of relevant aspects in business process innovations require a systematic approach of the innovation project. In practice, one is organizing the conversion of scores of dossiers using cheap labor to scan documents, one is reporting to his management and helping it to decide about starting and stopping subprojects, one is busy motivating automation personnel to visit the shop floor, to link workflow systems with existing systems, one has to negotiate with vendors, provide instruction and education, coach and monitor software construction, etcetera. This work is what we call process architecture. If an organization wants to adopt different working practices, the innovation gets too complex to do without a systematic approach. In order to maintain an overview over such innovations, we distinguish seven areas of interest, or infrastructures if you will.

The premises of this approach are:
1. robust innovation by adopting a risk oriented approach
2. fast innovation by smart distribution of project activities over the organization
3. management in control by plotting a decision trajectory in advance
4. user commitment by careful use of involvement techniques
5. design for continuity in the business rather than design for roll-out
6. integral approach with lightweight activities.

| Social infrastructure | Quality infrastructure | Support infrastructure | Business infrastructure | Information infrastructure | Technical infrastructure | Innovation infrastructure |

Fig. 2. Seven infrastructures in the rainbow
The rainbow houses every project activity in one of the infrastructures, and each infrastructure is populated differently. The innovation infrastructure is the domain of decision makers, project management, and others who bear responsibility for the innovation. It contains project activities such as the making of the project plan and the continuous monitoring of progress. The technical infrastructure contains project activities related to the basic machinery such as hardware, network and operating systems. The selection of appropriate scanners, network performance prediction, and supplying laptops to account managers who need to work "on the road" are examples of project activities in the technical infrastructure. The information infrastructure is designed by ICT specialists, who define the information technology necessary for a successful innovation. Development of software components, linking a workflow engine to the credit management database, installing a case management tool, and configuring the activity structure and process structure for automated support exemplify the information infrastructure. The business infrastructure contains the process innovations of primary processes. Redesigning the work structure in the sales department of business credits is typically performed in this infrastructure, staffed mainly by people from that department and facilitated by process architects if the required knowledge is lacking. Project activities in the business infrastructure are always run by people from the core business, because they will have to take mental ownership of the results of the innovation. The support infrastructure contains project activities meant to maintain the results of the innovation. Support and maintenance staff will run these activities, focusing on the continuity of the innovation's benefits. They define procedures for introducing and changing automated procedures, erect a competence center, and generally do anything to ensure a permanent effect. The quality infrastructure is needed to guarantee the required standards and to minimize business risks. For example, they must sign off on any automated procedure before it becomes fully operational. Controllers, auditors, and quality staff are most likely to populate this infrastructure. The social infrastructure contains all project activities that relate to human aspects, such as communication and education. Some of the largest project risks originate from this domain, such as effective communication about the innovation sufficiently early and with the right people in the organization.

5 Results

The rainbow approach has been used in several projects in several different ways. One of them was a smaller bank with approximately 200 staff and $1bn total balance. We were invited in December 1997. The bank had decided to increase customer orientation and reduce cost simultaneously, by doing business in a process oriented way. The rainbow approach was attractive because it minimizes the risk of innovation. After all, banks are primarily interested in providing a reliable financial service to customers on the basis of trust. Innovation may jeopardize the trust relationship with customers. In this situation, the rainbow approach has shown to limit the risks of the innovation.

When we drew the innovation plan as a whole the ambition was to cover all activities of the bank, but in a step-by-step fashion. Together with the bank, we defined results that had to be implemented in the short term: introduction of an electronic archive for
all customer related documents (600000) and implementation of business processes in the mortgages segment and industrial finance segment. These steps were small enough for reliable estimation of cost and benefit, but large enough to return on their separate investments. If the total impact cannot be predicted at the start, the stepwise approach provides the required assurance in an organization not sufficiently familiar with business processes, workflow management, and document management. The rainbow approach requires that each project activity is budgeted and accounted for separately, enabling the steering committee to make separate decisions on each of the partial projects. By the end of the summer in 1998, the electronic archive was operational and most of the customer files were available electronically. By that time, the workflow engine was running the industrial finance processes. At the same time, it became clear that the higher management of the bank would change. The new management adopted a strategy of internally reorganizing rather than increasing the commercial power. The rainbow approach allowed the bank to wrap up the ongoing project activities and reap their benefits, since they were designed to return on their own investments. The approach helps to limit loss of investments due to changes in policy.

Momentarily, the rainbow approach is being used in different banks and insurance companies as a means to make process innovations more controllable and to minimize the risks involved in innovations.

6 Conclusion

We have found that the act of modeling is more important than the resulting models. This can explain for example why discussions over the choice of an appropriate modeling technique have in the past not always contributed to the progress of a project. Our findings suggest that the way of working of modelers influences the success of a project much more than the choice of a modeling technique.

The rainbow approach has shown to avoid many of the known pitfalls in business process innovations. Consequently, we are using and refining the method further.

A model can represent the shared understanding by a group of people. Especially if those people have collectively contributed to the model, scrutinized it or used it as part of familiarizing themselves with current procedures, the model "does its job".

The choice of a modeling technique should depend only on which aspects are relevant for achieving the project goals. For example, a discussion around administrative procedures should not be conducted on the basis of a data model or a dataflow model, because these techniques show aspects that are irrelevant in that context. A business procedure model that lets people discuss their work will have more success in this situation. Irrelevant models may even obscure discussions and generate a sense of difficulty in the discussion that is harmful to the attitudes of participants.

Models help to achieve success in a business process innovation if the model represents only relevant aspects that are necessary to know and if the activity of
modeling has brought about the appropriate learning process with the right persons. Shared understanding is the key to successful modeling. Having a model by itself does not bring about this shared understanding, as any employee who flips through the "corporate handbook of administrative procedures" will quickly realize. If the process of modeling is essential in creating shared understanding, the modeling technique is meant to keep discussions on the right track and avoid irrelevant sidetracks in the process.

A workflow model represents the procedural aspect of a business process. It has documenting value for auditors in the business, especially in financial organizations where administrative procedures are subject to strict rules. If a workflow engine controls an administrative procedure, adhesion to the procedure in day-to-day operations is guaranteed because the workflow engine has no other option than to follow the procedure as described in the workflow model. This facilitates the work of an auditor, who will pay attention to the process model and the event logs of the workflow engine.
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Abstract. The introduction of new information systems has many organizational, economic, and social effects. It is generally accepted that the implementation of workflow systems (WFSs) cannot be seen just as a technological activity. However, although WFSs has been an important technology for almost a decade, there is still a lack of empirical data regarding its effects. Therefore, the field is open to speculation. For example: while one community believes that WFSs will disburden office workers from simple routine tasks, another community argues that WFSs would lead to monotonous 'chain production'. What are the main findings of the qualitative study? Through the use of WFSs the quality of output of business processes increased: documents became more uniform since processes were under closer control. The implementation of WFS led to modifications in the processes; however, business process reengineering was not carried out in any of the cases analyzed. Additionally the study revealed that overall job satisfaction was influenced positively. Interestingly, for the lower management WFSs led to a disempowerment. From an economic point of view it may be interesting that the use of WFSs led to a significant reduction in cycle time and an increase in productivity. Overall it can be said that the positive effects of WFSs outbalanced the negative effects.

1 Introduction

Today it is generally accepted that business processes are the basic unit of any organization. Hence, managers are confronted with the question: how should the business processes be designed and supported through information technology (IT) so that they are most effective? In the last few years, many researchers and IT suppliers have emphasized that workflow systems (WFS) should play an important role in the context of business process reengineering (BPR) and business process management. The benefits mentioned on the vendor side were mainly the following: (a) shorter cycle time – primarily achieved through a reduction of queuing time and through electronic communication; (b) faster and more accurate feedback regarding the state

1 A previous version of this paper was presented on the 5th European Conference on the Evaluation of Information Technology; cf. Kueng (1998).
of business cases; (c) better responsiveness to customers. On the other hand, more skeptical arguments were raised by employees (the potential users of the workflow systems) and work psychologists. They fear that workflow systems might lead to a mechanical approach to office work where man is seen as an exchangeable resource (like a machine) and not as a human being. Thus, jobs would become highly specialized, fragmented and not very meaningful to the employee. A second issue has been monitoring and violation of privacy. Since workflow systems offer capabilities for collecting masses of information about handling of documents and electronic transactions (e.g. who made what when, how much, in what quality) such anxiety is understandable. Unfortunately there is very little published information regarding the impact of workflow systems on organizational and human aspects.

In short, a ‘workflow system’ is an IT system that supports office workers with the execution, co-ordination, and control of workflow instances. According to the Workflow Management Coalition, a workflow system can be described as “a system that defines, creates and manages the execution of workflows through the use of software, running on one or more workflow engines, which is able to interpret the process definition, interact with workflow participants and, where required, invoke the use of IT tools and applications.” (WIMC, 1999). Therefore, a workflow system comprises a workflow engine (sometimes referred to as workflow management system) plus one or several applications based on the workflow engine.

Workflow systems are able to support business processes if they meet one or several of the following criteria: the business process is clearly structured and defined, the process is executed repeatedly or even frequently, the process involves several organizational roles, the process requires checking and control mechanisms that are time-consuming if done manually, input and output of the business can be stored electronically (cf. Baresi et al. 99, p. 23).

In the beginning of the 90s, workflow systems represented – for many people – the new approach to making white-collar work more efficient. “Computer industry analysts tout workflow as the «technology of the 1990s» and predict that workflow will become part of all office applications in the next decade” (Abott & Sarin, 1994, p. 113). An analysis of the current level of deployment of workflow systems suggests that the above statement was overly optimistic. Nevertheless, many companies are considering support of their full or semi-structured business processes by a workflow system. In order to decide whether the implementation of such a system would be fruitful, empirically based results are useful. As long as it is not known how behavior and working practices of organizations are affected through the use of workflow systems, the field is open to speculation and it will be hard to discuss the matter objectively. The aim of this empirical study is to provide IT managers with information to assess the appropriateness of a workflow system in their company and to take corrective action in order to reduce potential negative effects.

The purpose of this article is to provide an empirically based examination of the manifold effects of workflow systems. In section 2, an overview regarding state-of-the-art on ex-post evaluations is given. Section 3 describes the research design. In section 4, the main findings are presented in the form of eight hypotheses. Finally, the
chosen approach is critically reviewed in section 5 and conclusions are outlined in section 6.

2 Ex-post Evaluations: An Overview

According to Smithson & Hirschheim (1998, p. 161), evaluations can be performed at five different levels: (1) macro level, e.g. general impact of IT on productivity; (2) sector level, e.g. impact of factory automation on manufacturing industry; (3) firm level, e.g. impact of a firm’s IS on performance; (4) application level, e.g. impact of a particular application; (5) stakeholder level, e.g. impact of IT on a certain group of users.

From a conceptual point of view it is important to distinguish between pre-investment and post-investment evaluation, cf. Figure 1. In the first mode, evaluation is carried out prior to an investment (ex-ante). In the second mode, the evaluation is performed after the investment has taken place (ex-post).

![Figure 1. Types of IT evaluations](image)

Pre-investment evaluations are usually executed on a project basis. In that case, prior to an investment, the IT manager wants to identify financial benefits and business opportunities as well as costs and potential risks of a new, particular IT system (Willcocks & Lester, 1994). To perform pre-investment evaluations various tools exists. Traditional, financially-based tools are for example: Return on investment (ROI), internal rate of return (IRR), net present value (NPV). To assess non-financial
aspects, the number of instruments is not overwhelming. One of the most popular is
the ‘value and risk analysis’, a part of the Information Economics approach proposed
by Parker & Benson (1988, pp. 177). Another useful approach – encompassing the
three dimensions project, system, and environment – has been presented by Boloix &

Post-investment evaluations (sometimes referred to as post-implementation
reviews, PIRs) aim to examine the results achieved. The first option of a post-
investment evaluation refers to a single, particular IT system put in place by an
enterprise. The question to be answered is the following: “How effective towards goal
fulfillment was the implementation of an IT system (say Miracle V) in the company
xyz?” The second option seeks to assess a certain category of IT systems that are
being used by various enterprises. The objects of such an ex-post evaluation are all
types of computer-based information systems such as: Accounting information
systems, executive information systems, decision support systems, enterprise resource
planning systems, computer-aided software engineering tools, workflow systems, etc.
The aim of this second ex-post evaluation approach is to find ‘generally valid’ results
usable by a broader audience.

As indicated in the title of this article, the evaluation is applied to workflow
systems – a certain category of IT systems. In that context, two questions are of
primary interest: (1) “Was it beneficial to invest in workflow technology?” (2) “What
were the main effects of workflow systems encountered in enterprises already using
this technology?” In this paper, the second question is addressed.

In order to assess the effects of workflow systems ex-post, three approaches exist.
The cross-sectional approach, the retrospective approach, and the project-based
approach.

1 **The cross-sectional approach** involves the comparison of two groups of
enterprises, those using workflow systems and those not using workflow systems.
Therefore, two sets of enterprises are asked to rate performance regarding financial
and non-financial criteria. Higher performance ratings from WFS-applying
enterprises would stand for a positive impact of workflow systems (cf. Coupe &
Onodu, 1997, p. 16). A central element of this approach is that the performance-
relevant criteria are given in detail and cannot be determined by the interviewees.

2 **The retrospective approach** utilizes just a single set of enterprises, namely those
using workflow systems. In this method each questioned person compares the
organizational performance and behavior before and after the implementation of
the workflow system (cf. Coupe & Onodu, 1997, p. 16). Based on a subjective
before/after comparison, he or she should be able to identify significant effects
caused by the workflow system. In contrast to the cross-sectional method, there are
no detailed criteria given upon the before/after comparison.

3 **The project-based approach** is based on the assumption that the effects produced
by a workflow system are predominantly determined by the goals a company
wants to achieve. Applying this approach could mean that a set of enterprise-
specific PIRs were collected and analyzed.
What are the main strengths and drawbacks of each approach? The *cross-sectional method* employs uniform criteria for all participating enterprises. This is both an advantage and a disadvantage. On the one hand, we get some kind of guarantee that we are not, metaphorically speaking, comparing apples with oranges. On the other hand, there is a genuine risk that the findings will be influenced by the interviewer since the criteria upon which the comparison is made are given in detail. In other words, the spectrum of potential effects is narrowed externally. Since little information is available regarding the effects of workflow systems, the cross-sectional approach is rather inappropriate. Is the *retrospective method* more suitable? A major strength of this approach is that the ‘performance metrics’ are not pre-defined by the investigators. It gives the informants the freedom to state aspects (‘performance metrics’) that they regard as important. The main drawback of the retrospective method is that it relies on the informants’ memory. Additionally, the problem of labor turnover complicates the application. Despite these limitations, the retrospective method was favored in our study. The *project-based approach* was not taken into account since it would have been difficult to find companies that carried out comprehensive (i.e. considering both financial and non-financial aspects) post-implementation reviews on workflow projects. On the one hand, organizations already using workflow systems are still not very numerous (Kueng, 1997), on the other hand there is evidence that organizations “… continue to place low emphasis on post-implementation audits” (Miller, 1997, p. 53).

3 Research Design

Today, organizations are seen as complex systems encompassing technical and non-technical components. A classical and very useful view has been proposed by Leavitt (1965). In his perspective four interacting variables come into play: task (the production of goods and services), actors, structure (systems of communication, authority, workflow), and – finally – technology; cf. Figure 2.

![Figure 2. The four interacting variables in an organization (taken from Leavitt, 1965)](image-url)
As these four components are highly interactive, the introduction of new technology "may cause changes in structure (e.g. in the communication system or decision map of the organization), changes in actors (their numbers, skills, attitudes, and activities), and changes in performance or even definition of tasks since some tasks may now become feasible of accomplishment for the first time, and others may become unnecessary." (Leavitt, 1965, p. 1145).

Essentially, this statement formed the basis of the empirical study reported here. The research design was determined by the simple purpose of finding out what kind of impact the use of a workflow system induces. The trilogy 'task', 'structure', and 'people' seemed appropriate – as it is broad and encompasses the key elements – in order to elicit the main effects of workflow systems.

Since there are few, if any, reports that analyze the impact of workflow systems in its broad sense, a two-phased approach was adopted. Phase 1: Based on a review of literature, a preliminary study was carried out. The questions in mind when contacting the informants were very broad, such as: “Did you get positive feedback from the workflow end-user?” This initial phase helped to broaden the spectrum of effects of workflow systems. Phase 2: Based on the findings of the preliminary study, a more focused principal study was designed.

In the preliminary study, data was gathered through interviews and recorded by hand-written notices. Eight people (mainly departmental managers and project leaders) working in eight different enterprises were interviewed face-to-face or by telephone. Each interview lasted between 30 minutes and 1 hour. The interviews were conducted in February 1997. The interview manual was little focused and contained questions about positive and negative experiences and effects of the workflow system regarding organizational structures and employees’ activities and motivation. The findings were elicited through a qualitative content analysis.

The purpose of the principal study was to gain a deeper understanding of the changes caused by workflow systems as well as more reliable findings, i.e. better funded hypotheses. As in the preliminary study, only enterprises applying workflow systems in the operational state were included. Companies using workflow systems in a pre-operational or pilot phase were not considered in the study. Thus, all enterprises surveyed used workflow systems for more than one year. Overall, eight people working in five different companies were interviewed. One of the five companies was the same as in the preliminary study; the person interviewed was, however, not the same. The face-to-face interviews were conducted from November 1997 to January 1998. It should be noted in passing that the interviewer of the preliminary study was the author of this paper whereas the interviewer of the principal study was a student doing his diploma work and supervised by the author. As in the preliminary study, the interviewees were department managers and former workflow project leaders. Each interview lasted approximately two hours and was recorded on audiotape to be subsequently transcribed. Data analysis was done by qualitative content analysis wherein the interviewer and the interpreter were not identical. The five enterprises examined in the main study belong to the following industries: financial service, energy engineering, insurance (life), insurance (life and non-life), and pension fund.
The workflow systems utilized by the five companies were the following products: Workflow (by CSE), Lotus Notes (by Notes), and VisualWorkFlow (by FileNet).

4 The Main Findings

The findings of the preliminary and principal studies comprise many different facets. Selected aspects of the preliminary study were presented in Kueng (1997). This paper presents the main findings of the overall study in the form of eight hypotheses.

Hypothesis 1: Workflow systems increase the quality of the output produced

All interviewees agreed that the overall quality of the output of the business process increased through the support of a workflow system. As the approach of the empirical study was mainly qualitative, it is not possible to report the quality improvement in quantitative terms. However, there is evidence for hypothesis 1. The interviewees reported that information processing and the documents produced both became more uniform (at a higher level), and the potential for non-conformances declined. Using the words of the SPC community (Juran & Gryna, 1993, p. 380), business processes became more stable, and process variation declined. This, in turn, led to better prediction of process behavior. Business processes supported by workflow systems were under control (in comparison to the pre-workflow phase).

Why has the quality of the output increased? The informants mentioned three aspects. First, the implementation of a workflow system required a clear documentation of the processes; it would not have been possible otherwise to create the workflow model executed by the workflow system. Therefore, the process-related know-how (i.e. procedures and activities) was no longer the property of just a few collaborators; it had become common property shared by many. Secondly, the main rules regarding the execution of business processes were put into software; this led to the effect that ‘identical’ workflow instances are treated ‘identically’. In other words, the degree of individual interpretation declined. Thirdly, through the use of workflow systems the flow of work has become more transparent. Each office worker (actor) is aware of the source of the documents received and the sink (consumer) into which the results are fed. Thus, employees are more aware of the responsibility upon them, and they give – consciously or not – more attention to quality aspects of their work.

To exemplify the first hypothesis, four statements, collected during the interviews, are given:
1 “The system forces people to work in a manner which has been previously defined. The system does not permit any other manipulations.”
2 “The workflow system ensures that every working step (from A to Z) of a business case takes place.”
3 “Without this system, I can bring four (identical) dossiers to four offices and I get four different results.”
Hypothesis 2: Workflow systems lead to modified processes

Within the business process reengineering (BPR) community there is a broad consensus that business processes must be reengineered prior to the implementation of IT systems, otherwise the full potential of automation cannot be realized (Hammer & Champy, 1993). There is also an accord that workflow systems are mainly useful for structured procedural processes. This raises the question of whether the companies have redesigned the dedicated processes in order to gain a stronger, unambiguous structure and a better overall performance.

The investigation showed that none of the participating enterprises extensively reengineered their processes prior to its workflow-based ‘automation’. Their approach was to apply workflow systems to those processes that were already well structured. The alternative, and equally reasonable, approach of structuring a previously unstructured process in order to support it by a workflow system was not applied in the cases we analyzed. However, even though no BPR took place in advance, the implementation of workflow systems led to some differences of the processes as they were before and after. The reasons were threefold. First, the application of workflow technology required new, additional activities (e.g. scanning) whilst others became useless. Hence, a process modification was necessary. Second, the workflow system did not offer the necessary functionality to transform the business process model into a workflow model. Third, to achieve the project goals (e.g. a reduction of cycle time), a process redesign on a rather low level was required. From this it follows that process reorganization on one hand and implementation of workflow systems on the other were done concurrently.

To illustrate the extent, to which processes were modified, three statements are listed:
1. “The manual activities regarding information collection and distribution have been taken over the workflow system.”
2. “Now, office workers mostly sit in front of a screen. ‘Paper handling’ is done electronically.”
3. “The workflow has been implemented according to the process definitions created by the ISO 9000 project.”

Hypothesis 3: Workflow systems increase overall job satisfaction

As mentioned in the introduction, there is a lot of speculation about the effects of workflow systems on employee job satisfaction. The first question is what is job satisfaction? According to Spector, job satisfaction is "how people feel about their jobs and different aspects of their jobs. It is the extent to which people like (satisfaction) or dislike (dissatisfaction) their jobs" (1997, p. 2). In order to assess job
satisfaction, various facets should be measured, e.g.: communication, co-workers, job conditions, nature of the work, operating procedures, pay, personal growth, supervision, recognition, etc. (Spector, 1997). It is obvious from this list that the use of a workflow system can affect job satisfaction only partially. The purpose of our study was not to assess job satisfaction holistically in all its details, but to focus on those facets that might be influenced by the application of a new IT system. It was a pragmatic attempt to gather experiences on the practical effects of workflow systems on the quality of employees’ jobs.

According to the informants, the satisfaction and motivation of employees using a workflow system has increased. In general, feedback and comments from the employees was positive. If it was negative (which was rather rare) they complained about technical matters like response time or inappropriate layouts. In particular, the workflow users appreciated the user-friendly interfaces (in comparison to the previous mainframe-based applications), the fact that they no longer needed to manually transfer data from one system to another, and the faster service they could offer internal and external customers. They also emphasized that business process-internal and cross-process communication has improved in its speed and clarity. Of the negative effects, the issue that was mentioned most often was physical strain caused by more intensive screen gazing. Overall, however, employees are more satisfied since workflow systems have been adopted.

A few statements illustrate how workflow systems are perceived regarding job satisfaction:
1. “Today, nobody would do his job without the workflow system.”
2. “Previously we had to enter the same data into four or five different systems – this has gone.”
3. “In the past, the most difficult business cases had to be processed by the very best employees; using a workflow system, these business cases can now be processed by mediocre employees.”

**Hypothesis 4: Workflow systems do not lead to greater responsibility for the employees**

In hypothesis 2 it was mentioned that the implementation of workflow systems led to modified processes. From this perspective the question is whether the processes were modified in such a manner that employees had to or could take on more responsibility and competencies (in the sense of authorization). The analysis of the interviews indicates that the degree of responsibility and competencies remained mainly unaltered. In several instances, the use of a workflow system led to job enlargement; i.e. the employees acquired new skills and took on additional tasks. However, the impact of workflow systems and process modification respectively was not so deep that it affected the level of responsibility of people doing the operational work in a significant way.
It was noticeable that often the respondents expressed themselves rather vaguely, and they usually hesitated to confirm or reject non-ambiguous statements. One put it in the following way: “The competencies remained the same. We are still hierarchically organized.”

**Hypothesis 5: On one hand workflow systems make interesting jobs even more interesting, on the other they make uninteresting jobs monotonous**

The question of whether employees’ jobs became more interesting (demanding, challenging) after a workflow system was implemented was answered very differently and inconsistently. Several interviewees emphasized that the workflow system disburdens the actors of non-intellectual working steps. They also mentioned that the proportion of non-value-adding activities (e.g. control activities) has declined. In contrast, others mentioned that the jobs became more monotonous. Two statements may illustrate these inconsistent views:

1 “The uninteresting routine work has gone. In general, work became more challenging.”
2 “Jobs became more monotonous. The system forces the employees to work strictly according to the process definition. Through the use of the workflow system, we now have some kind of ‘chain production’ in the office.”

How can these different perceptions be explained? What are the causes of the different viewpoints? Workflow systems are good at routine work such as collecting data from different sources, checking consistency of a well structured document, distribution of reports to a pool of people, routing of certain information to the right person, etc. For employees executing intellectual and demanding tasks, routine work is regarded as something dispensable, which can be automated. This is different to those office workers who are doing less demanding and sometimes monotonous tasks. They may regard the execution of tasks like ‘data collection’ and ‘data distribution’ as a pleasant and enjoyable change.

**Hypothesis 6: Workflow systems lead to a dis-empowerment for the lower management**

What are the tasks of lower managers? It is obvious that they cannot be identified precisely. However, even a short inspection shows that lower managers are partially engaged in tasks such as monitoring work in progress or assigning work (business cases) to office workers and teams. Potential questions a manager wants to answer include the following: What is the current status of a certain order or customer request? Which office worker should proceed business case xyz? What is the actual backlog and workload? It is apparent from this that some managerial tasks can be formalized and incorporated into an executable model and then performed by a workflow system.
In our empirical study we found that the lower management of the IT departments were more involved in the workflow projects than the lower managers of the operational business units where the workflow systems were being applied. Additionally, we found that the tasks of the lower management were only marginally embedded into the automated workflow. Thus it is not surprising that the implementation of a workflow system leads to the effect that the job of lower managers is regarded as less important (in comparison to the pre-workflow era) and sometimes even dispensable.

The following statements show how two informants put it:
1 “A shift in power towards the IS department takes place.”
2 “Managers use primarily the archiving functionality, and they are not fully integrated in the operational workflow.”

It is yet not clear what role lower management should play in an organization where processes are being substantially supported through workflow systems. While one group argues that the activities of lower managers should be taken into consideration as much as possible (i.e. embedded into the ‘automated process’), an alternative view argues that workflow systems make lower managers dispensable since their original work is, too a large extent, programmable.

Hypothesis 7: Workflow systems facilitate the modification of processes

Business processes are embedded into an environment where changes and unforeseen events occur: The services desired by the customers alter, new regulations may be imposed, new tools become available, new competitors appear, etc. These few examples show that business processes and the underlying workflow models have to be modified and improved continuously. This raises the question whether workflow systems act as a facilitator or, on the contrary, as an inhibitor regarding ease of process modification.

In the enterprises considered, workflow systems had a positive impact on the ease of modification of processes. First, through the use of workflow systems, modifications in process definitions could be carried out more quickly. This is due to the fact that a considerable part of the processes was defined using a computer-based information system. Thus process definition was no longer carried out on several sheets of paper or worse in the heads of a few collaborators! Secondly, it was emphasized that modifications were put into practice (i.e. the employees act upon the new process definition) more rapidly. This was partly because the process was automated (i.e. the application becomes compulsory), and partly because the process of informing employees was much faster than before.

In enterprises where workflow systems were deployed, process models and documentation have become more influential. In these firms it is generally accepted, that the operational processes – even if they are not fully described by a workflow system – have to be in line with the process model. This shift in thinking helps to modify processes in a co-ordinated manner, and in turn leads to a faster process
conversion, implementation, and institutionalization. One interviewee described the effect of workflow systems regarding the modification of processes as follows: “In the past, if an employee didn’t like a new instruction, he worked according to the old one. Using the workflow system this is no longer possible."

Hypothesis 8: Workflow systems increase productivity by 50 percent

The use of workflow systems has led to a significant reduction in cycle time. This was achieved through task automation, a decrease in the manual exchange of information between human actors, a reduction in the proportion of rework (cf. hypothesis 1), and clarification of the processes which led to a better informed staff. Interestingly the benefits of speedier workflows were rarely attributed to the possibility, offered by many workflow systems, of executing activities concurrently.

All informants emphasized that business cases could be carried out faster since they are supported by a workflow system. Some statements illustrate the effects encountered by enterprises:

1 “Cycle time has been reduced by 40 percent.”
2 “The customer gets his confirmation or whatever he needs within a shorter period than previously.”
3 “Productivity (number of workflow instances carried out by an employee) has doubled.”
4 “The volume of work has quadrupled while the number of employees has remained the same.”
5 “Productivity has increased whereas the costs remained unaltered.”

The statements regarding the rise in productivity attained through workflow systems are impressive. However, a closer inspection showed that the performance measures were not always taken with the necessary accuracy. For example it turned out that the processes were defined quite narrowly. In one instance, this led to the effect that the activity of ‘scanning incoming mails’ was not considered part of the business process. Another shortcoming was that the length of time during which performance measures were taken was short. Nevertheless, it can be concluded that workflow systems lead to a significant gain in productivity. As it was not the intention of this study to explore financial effects in detail, it is not clear whether the overall financial effect was positive. However, there is some evidence that the total cost of process execution declined.

5 Critique of the Chosen Approach

The section above gives the impression that the various effects (cf. hypothesis 1 to 8) stem solely from the use of workflow systems. Taking a positivist’s world view (cf. Taylor & Bogdan, 1998), one assumes so-called ‘cause/effect relationships’ where a
distinction between independent and dependent variables is made. Applied in our domain of interest, the independent variable (i.e. the thing doing the influencing) is ‘the use of a workflow system (boolean)’; dependent variables (i.e. the things being influenced) are ‘the speed of execution of modifications on business processes’, ‘the degree of job satisfaction’, etc.

However, the four variables (IT system, people, task, and structure) are highly interdependent – as stressed by Leavitt (1965) – and the effects of a new IT system are therefore the result of an interplay between many technical and non-technical, static and dynamic factors. Hence, the implementation of a workflow system may be regarded as one possible cause that led to a given effect. Other causes – that might lead to the same effect – may include actions on the process level (e.g. a new process manager), or actions on the enterprise level such as the introduction of a company-wide TQM programme; cf. left hand side of Figure 3. Additionally there may exist causes (influences) that are beyond the control of the enterprise, such as an increasing competition among customers and suppliers. In other words, there are many IT-related and non IT-related factors that can lead to a certain effect. It is obvious that the first-order cause cannot always be identified clearly. The findings are based on the assumption that the informants were able to distinguish between effects caused by the implementation of a workflow system and those induced by other factors.

\[\text{Figure 3. The (non)existence of a cause/effect relationship}\]

2 “… independent variables may be either exogenous or endogenous. If they influence some thing and do not receive any influence, they are exogenous. If they both give and receive influence, they are endogenous. Dependent variables can only be endogenous.” (Britt, 1997, p. 58).
There is a further aspect to keep in mind while assessing the hypotheses above. As shown in Figure 3, effects caused by the implementation of a workflow system belong to two classes: (1) perceived changes, and (2) non-perceived changes. The qualitative study reported here is based on the retrospective approach wherein the informants compared the situation before and after the implementation of the workflow system. It is obvious that interviewee sensitivity varies, i.e. while a certain change or effect (e.g. less face-to-face communication caused through the implementation of a workflow system) is perceived by one person, it may not be perceived by another. The right hand side of Figure 3 illustrates that only perceived changes (effects) were taken into consideration. The application of another evaluation approach (e.g. observational studies) could offer more insights regarding non-perceived changes.

6 Conclusions

A workflow system can be seen as a component of an information system which is embedded in a particular technical and social environment. Since the entire system evolves over time, and since the technical and non-technical components interact, it is difficult to isolate the factors that produce a certain effect. Despite these limitations, some conclusions can be drawn.

From a business perspective there is evidence that the implementation and use of a workflow system increases the competitiveness of the supported business process. In fact, major parameters such as throughput, cycle time, speed of communication, process variation and productivity improved. Due to the fact that workflow systems are not always used in crucial, core business processes, these improvements do not necessarily lead to a significant increase in the overall organizational performance.

Through the use of workflow systems, jobs become more structured and more routine. Additionally, individuals are forced to stay within given limits. Since a larger proportion of work is programmed, it becomes harder to exercise and integrate creativity and ingenuity. Using the vocabulary of Leavitt and Whisler (1958, p. 44) workflow systems lead – to a certain extent – to a depersonalization of relationships. To counterbalance such effects, organizational measures can be taken (e.g. job rotation, a redefinition of actors’ roles).

Workflow systems have been criticized in the literature because of their inflexibility, i.e. their tendency to prescribe tasks and task sequencing quite rigidly (cf. Ellis & Wainer, 1994, p. 73). That aspect was not seen as a serious problem by the interviewees. This ‘contradiction’ (cf. hypothesis 7) may be explained by the fact that in this study the business processes supported by a workflow system did not belong to a category of office processes that are modified very frequently. However, better support of ad-hoc changes and exception handling would enlarge the potential of workflow applications considerably.

Overall, the findings of the empirical study show clearly that the introduction of a workflow system should be driven by a business and organizational perspective. This means, for example, that a purely activity-based modeling approach is not suitable.
Workflow design should be extended towards job design or even organizational design. This implies that people outside of the IT department have to play an active role from the very beginning of a workflow project. They can bring in an actor-centered perspective (clerical or managerial level) and supply the process goals sought by the company. Using the terminology of Leavitt (1965), by the act of implementing a workflow system, enterprises should re-balance the diamond “technology – task – people – structure”.
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Abstract. The implementation of the integrated standard software SAP R/3 has been fully or partially completed in many Swiss companies. Many of these companies are now initiating follow-up projects with the aim of expanding their use of SAP R/3. One possible area that is frequently mentioned in this context is the use of workflow management systems (WfMS). The Information Engineering Research Group of the Institute of Information Systems, University of Bern, therefore conducted an empirical study among Swiss R/3 users at the end of 1997, with the aim of obtaining a better assessment of the importance and current status of workflow management, particularly on the basis of SAP R/3. This survey endeavors to summarize the findings obtained with SAP Business Workflow (SAP BWF) to date, in order to provide some ideas for application scenarios and information about potential advantages and disadvantages.

1 Introduction

More and more companies are attempting to improve their competitive prospects by designing their organizational structure along flexible and process-oriented lines. Whereas traditional organizational theory concentrated mainly on structural organization, today there is a visible trend toward process organization. The focus is therefore on a company’s process orientation. Following on from the statement attributed to Chandler, that “structure follows strategy”, the idea that “process follows strategy” is also being discussed. Current management concepts, such as Business Process Reengineering (BPR), Total Quality Management (TQM) or Lean Management, have been used in recent years as catalysts for the changeover to a process organization.

This paradigm shift in organizational structure is also leading to fundamentally changed requirements for the conversion of operational processes in a company’s information systems. The issue of how individual business processes can be adequately supported by information technology is raised. The use of workflow management systems presents itself as the solution for this problem. This type of

3 Cf. Österle (1996).
system presents a technology for converting operational processes in the information systems of a company. WfMS are regarded as tools for the efficient execution of business processes, which also allow the continuous evolution of processes. In this context, this paper attempts to expand on existing market studies, investigations, and progress reports and to throw light upon the importance of workflow management in Swiss companies and the potential concealed behind the workflow concept. It also establishes how the frequently argued advantages and disadvantages of WfMS by (potential) users are assessed.

First, the design of the empirical study conducted at the Institute of Information Systems is presented in Section 2. A brief description of SAP Business Workflow (SAP BWF) is given in Section 3. Selected results from the study are then described in Section 4.

2 Design of the Empirical Study

The study presented in this paper is mainly descriptive in character. The workflow components of the R/3 system were deliberately chosen as the object of investigation. The reasons are: Firstly, this tool is supplied with the basic system as a standard component, and is therefore automatically available with every R/3 installation. Secondly, the investigations and studies into various aspects of the R/3 system conducted by the Institute of Information Systems of the University of Bern are continued and expanded.

To date (end 1997), over 600 R/3 installations have been implemented in Switzerland. 204 companies were selected for this survey, and they were sent a four-page questionnaire at the end of 1997. Of the 204 questionnaires sent, 90 were returned. 76 of these could be evaluated. The response rate actually achieved was therefore more than 37%. The following subject areas were covered by the survey:

- **Corporate profile**: industry sector, number of employees in the company, number of employees in the R/3 environment.
- **Workflow management**: evaluation of workflow management, necessity of workflow management, importance of WfMS, knowledge of workflow management in companies.
- **SAP BWF**: existing use, planned projects, types of workflow applications, collaboration with consulting companies, knowledge in companies, importance of SAP BWF, potential areas of application, potential advantages and disadvantages.

---

9 Cf. e.g. Gerber/Knolmayer (1996); Strebi (1996); Knolmayer/von Arb/Zimmerli (1997); Meyer (1997); Meyer/Pfahrer (1997); von Arb (1997).
3 SAP Business Workflow (Brief Description)

With the workflow component available for the first time in Release 3.0 of the R/3 system, SAP AG provides a tool which enables operational procedures to be electronically processed in a standardized way. The customized operation of business processes can thus be coordinated across all applications and workstations. Workflow Management Systems may be classified as usage-oriented, technically-oriented or origin-oriented. For this purpose SAP BWF may be classified with regard to its origin: the original source of this workflow component is the R/3 system. SAP BWF thus belongs to the "derivative" workflow management system category. This category of systems is characterized by heavily standardized cycles which contain constant tasks and which are highly repetitive.

Fig. 1. Components of SAP BWF

SAP BWF consists of three components: Development System, Runtime System and Administration and Control System (c.f. Fig. 1). The Development environment contains constructs for implementing a workflow definition (objects, tasks, roles, etc.). The Runtime System comprises the components Workflow Manager, which is necessary for controlling a workflow process, the Work Item Manager, which executes the individual tasks, and the Event Manager, which is responsible for event-controlled operation in SAP BWF. Numerous test tools that enable processes to be
efficiently monitored and controlled are included in the Administration and Control System, which is also called the Information System by SAP. The Universal Inbox (=work list of a user) is also part of the Administration and Control System, though this is unusual since it ought rather to be interpreted as part of the Runtime System. Selected results, focussing primarily on the application of SAP BWF, are now presented in the following section.

4 Presentation of Selected Results of the Study

4.1 Evaluation of Workflow Management

The concept of workflow management is not only the object of scientific debate, but is also increasingly being discussed for practical purposes. 58% of the companies surveyed consider that the time is just right for a discussion about workflow management and the related technologies. 5% however believe that it is already too late for a detailed discussion, and only around a third of those surveyed (30%) consider the time for discussion as being too soon (cf. Fig. 2).

![Fig. 2. Time for discussion about workflow management](image)

The companies are clearly convinced of the great importance of using a WfMS: 60% of those surveyed considered the application of a WfMS to be important or very important. A minority (11%) considered that workflow products were of minor or no great importance. Similar results were produced in the appraisal of the potential
benefits of a WfMS. Only 10% of those surveyed believe that WfMS are of minor potential benefit. The remaining companies are convinced of the positive effects of this technology (cf. Fig. 3).

Fig. 3. Importance and potential benefits of workflow management systems

4.2 Use of SAP Business Workflow

If the level of distribution of SAP BWF is considered, it will be noticed that only 7% of those surveyed are productively using SAP BWF, 3% are conducting a pilot project, and 20% are planning an application. 70% of the respondents do not plan to use SAP BWF (cf. Fig. 4).

An analysis of the reasons for not using SAP BWF reveals the main arguments as being lack of knowledge of the technology (25%), and time constraints (31%) (cf. Fig. 5). It can be seen that other projects receive greater priority within the SAP environment (e.g. release upgrades or migration projects). Lack of (product) information (8%) or no requirement (9%) are also stated as arguments against using SAP BWF. Insufficient technical development of product (3%) is rarely given as a reason. This result is interesting because, in a survey carried out by the publication Computer Zeitung in 1997, 57% of those surveyed argued against the use of a commercial workflow tool for reasons of insufficient technical development.

Other reasons stated for not using SAP BWF are summarized under the heading Other (24%). They include the following interesting arguments: SAP BWF not available because of obsolete release status, greater priority given to current implementation projects, greater priority given to the optimization and consolidation of the modules implemented, lack of financial resources for the implementation of a workflow project, necessity of cross-system tools, lack of willingness in the organization, and lack of implementation concepts.

---

Application of SAP BWF (n=75)

- Application (productive): 7%
- Application (planned): 20%
- Pilot project: 3%
- No application: 70%

**Fig. 4.** Application of SAP Business Workflow

Why has SAP BWF not yet been implemented in your company? (n=110, incl. multiple answers)

- No requirement: 9%
- Lack of time: 31%
- Insufficient technical development of product: 3%
- Lack of knowledge: 25%
- Lack of information: 8%
- Other: 24%
- Other: 24%

**Fig. 5.** Reasons against using SAP Business Workflow
An analysis of the potential areas of application shows that control of the operational flow of information is at the forefront (cf. Fig. 6). Thus, over 70% of the respondents use SAP BWF for the active support of information flow (automatic distribution of information) or for document management or archiving. It becomes clear that document handling is one of the possible sources for workflow management. This helps to explain why workflow management is also currently being equated with document management. Of secondary importance is automation of individual system activities or control of several interrelated transactions (e.g. time scheduling or authorization procedures). Over 60% of the respondents use SAP BWF for these complex processes.

Over 60% said they would use SAP BWF for the interconnection and control of distributed applications (e.g. linking of several R/3 systems using Application Link Enabling) and for the integration and control of desktop applications. This percentage is still relatively high, yet the result is surprising in view of the fact that the integration of different applications along a business process represents a principle task for the application of WfMS. This task ought to have attracted a far higher rate of agreement accordingly. Of lesser importance are automatic error handling and automatic help, which are to be controlled by SAP BWF.

**Fig. 6: Potential areas of use for SAP Business Workflow**

Potential advantages as seen by the companies surveyed are shown in Fig. 7. Of these, the most popular were operational time improvement (e.g. reducing throughput times) and quality improvements in both workflow and in individual processing operations, accounting for 80% of respondents. Other studies have noted similar results.

---

Other important advantages are *improvement in flow control*, which leads to greater process reliability, and increased transparency, which greatly improves availability of information. The majority of arguments drew a positive reply from over 60% of the respondents. It can be seen that *cost savings*, by comparison with the other criteria, did not stand out as being important. This confirms that the qualitative arguments in the workflow management area outweigh statements of quantity, and demonstrates the difficulty of arguing on the basis of a cost/benefit analysis.

The importance attached to *improvement of resource management* likewise appears to be relatively small. This result is interesting, since WfMS fulfil coordination functions (e.g. tasks for monitoring, time and capacity scheduling, or feedback processing) and thus perform the typical functions for control centers.

![Potential advantages of using SAP BWF](image)

**Fig. 7: Potential advantages of using SAP Business Workflow**

The evaluation of potential problem areas indicates that technical drawbacks (*higher implementation costs and lack of experience in the technology*) are regarded by the respondents as being the most important, with over 70% in agreement (cf. Fig. 8). These are followed by disadvantages that arise in relation to the organization, e.g. *lack of organizational redesign, no clear implementation strategy, lack of user concept or minimal consultant expertise* with regard to the use of workflow management.

It will be noticed that all criteria relating to the employee area appear as a whole at the end of the list. This is surprising because employee-specific criteria (e.g. acceptance) are regarded as significant success factors in the implementation of a workflow project. The first factor in the socio-cultural area is called the "big brother effect", which is repeatedly mentioned in connection with the implementation of WfMS and must be regarded as a consequence of increased transparency. This series of potential disadvantages of using SAP BWF is put into perspective by the fact that all arguments received a relatively high score of over 55%.

---

5 Prospects

This paper shows that workflow management is not only a subject for scientific debate, but is also increasingly becoming a topic of discussion for practical purposes. It is possible to show that workflow management, particularly in the R/3 environment, is not merely a "nice to have" feature but a matter that is taken seriously. Initial findings indicate that this workflow concept has the potential to support business processes in the R/3 system. Nevertheless, these initial positive findings must not hide the fact that the cost of implementing SAP BWF has so far been too high for the typical user, and that other projects receive greater priority. However, the use of SAP BWF is expected to increase in the near future.

The findings presented here are selected results of an empirical study: "The importance and application of SAP Business Workflow in Switzerland". The detailed analyses were published in a report which appeared in April 1998. This is available from the Institute of Information Systems, University of Bern. SAP BWF was chosen because it is considered as the most important integrated WfMS. It is a fact that the findings of this empirical study are in some way SAP specific. Nevertheless, as other publications show, some results like the potential advantages and disadvantages of WfMS or the trend to integrate workflow components into existing software are transferable to other products.

---

20 Cf. e.g. Casonato (1996a); Casonato (1996b).
21 Cf. e.g. Becker/Vogler (1997); Mohan (1998).
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Abstract. To remain competitive organizations must be able to move fast and adapt quickly to change. To achieve this they are required to reconfigure their key business processes as changing market conditions dictate. This chapter discusses a methodology to link enterprise models to wrapped legacy system modules or off-the-shelf (ERP) components. Moreover, it reveals how such mappings can be retrofitted to address business change requirements.

1 Introduction
Today’s increasingly competitive, expanding global marketplace requires that companies cope more effectively with rapidly changing market conditions than ever before. Emerging technologies, such as business objects and components, are generally being perceived as core technologies to successfully deal with these challenges. However, there are a number of important issues which must be addressed before business object technology becomes a reality. These include:

Business-Object Oriented Enterprise Models: Modern organizations seek to streamline their processes and improve customer service through greater connectivity between both business processes and key operational systems. Enterprises can only become a full player in the global market place by re-conceptualizing the company as a collection of business operations and processes, by reshaping corporate structures around modern business processes and by making their internal processes align with and support the (integrated) value-chain. This requires that new business models are created on the basis of (common) business objects which provide a powerful mechanism for realizing and implementing business models.

Adaptable Business Processes: In addition to improved business modeling it is important to make sure that critical applications can deal with business change. Modern value-chain supporting business applications require that system incompatibilities be overcome and that business processes and information systems not only harmonize but also jointly support the ability to react quickly to new opportunities.
Leveraging Legacy Assets: Both of the above items focus attention not only on the need to gracefully accommodate process changes but also on how to synthesize a business process out of fragments, some of which may leverage legacy assets. Legacy systems that often represent millions-of-dollar of business value, and, as a result, may not be ignored when moving to new flexible business architectures.

This chapter addresses these three issues in the following way. Firstly, we will introduce business-object oriented enterprise modeling (section 2) and discuss the essential features of the BALES (binding Business-Applications to LEgacy Systems) methodology (section 3) that focuses on parameterizing business objects with legacy data and functionality. Thereafter, we will explain how this methodology can be successfully employed to cope with changed business requirements by retrofitting business object parameters. This chapter concludes with a discussion and a summary.

2 Architecture-centric Business-Object Oriented Enterprise Modeling

Enterprise models reflect the activities, structure, processes, information, actors, processes, goals and constraints of a business. Business objects do not only provide a natural way to model the enterprise, but also at same time guarantee a close link to the business (legacy) applications. Moreover, business object technology provides semantic as well as network interoperability, two key enablers for the virtual enterprise. In this section, we will describe the main ingredients of business-object oriented enterprise modeling based upon an integrated enterprise architecture.

2.1 The Integrated Enterprise Framework

Complex enterprise models need to be founded on an enterprise framework to provide a solid structure that simplifies its interpretation and facilitates future reuse as well as modification.

Figure-1 illustrates an integrated value chain enterprise framework for modeling business applications and for developing and delivering enterprise solutions. This enterprise framework consists of business objects, processes, and workflows defined within, or across, a specific ‘vertical’ industry. The integrated enterprise framework in Figure-1 provides a base for the effective encapsulation of business practices, policies, and tactics in modular high-level components. Moreover, it facilitates value chain integration, by which multiple organizations (see enterprise A and B in the figure) can collaboratively plan, implement and manage the flow of goods, services and information, and thereby increase their competitive position in the global market.
2.2 Business Objects

Business objects provide a natural way for describing application-independent concepts such as product, order, fiscal calendar, customer, payment and the like. They play a central role in capturing the semantics of actual business entities and processes, in a way that is understandable by the business [1], [11].

Business (entity) objects that reside in this layer essentially contain business data which can only be manipulated by business methods (services). Complex business object variants can be implemented by attaching business policies to them (see below).

Business objects can be divided in various categories. Common Business Objects (CBOs) are business objects that can be shared across multiple domains, e.g., a currency business object. Obviously, they need to be specialized to deal with domain-dependent semantics. The second category comprises domain frameworks: specialized business objects which deal with common semantics within a vertical domain. The OMG is currently putting much standardization efforts in both categories of objects (see: http://www.omg.org). ERP package like IBM’s SanFrancisco [4] and SAP (Industry Solutions) [18] are currently investing in the development of industry specific as well as common business objects and domain frameworks.

2.3 Business Processes

A business process is the definition of a set of interrelated activities that collectively accomplish a specific business objective, possibly, according to a a set
of pre-specified policies. The purpose of this layer is to provide generic business processes. These provide a set of basic building blocks for an application in a specific business domain, e.g., procurement management, general ledger, etc. These building blocks can be specialized and extended to capture domain or application specific processes which are realized at the workflow layer.

The business processes are initiated by internal or external events (e.g., a customer request), and result in outgoing events (e.g., the notification that a product is ordered) [2]. Business processes rely on a set of business objects to perform the requested operations.

2.4 Workflows

The workflow layer assigns business processes to actors, and moves the process forward from one role (that performs an activity) to the next. The workflow layer can be supported by workflow applications.

Workflow objects rely on an extensive foundation of reusable components, viz. the core business processes, that form the basis for building new applications. Workflow-enabled business processes can track transactions across, department, company and enterprise boundaries. This type of distributed workflow layer provides the sequence of business activities, arrangement for the delivery of work to the appropriate inter-organizational resources, tracking of the status of business activities, coordination of the flow of information of (inter and intra-) organizational activities and the possibility to decide among alternative execution paths [5].

Workflow activities may invoke components from existing applications, for instance legacy objects, and combine them with newly developed applications. Several of the workflow activities have a transactional nature which requires long running interactions. The requirements of transactional workflows have been described in [12].

Business processes that need to operate across or between organizations – in order to implement value chains that can be used to deliver cross-enterprise E-commerce applications – may be implemented using a set of workflow definitions that have been created to support segments of the overall process. This approach addresses the problem of how to avoid creating islands of automation in the operation of an end to end business process.

For example, an order activity in a production planning workflow may start an appropriate order entry process at a closely aligned parts supplier. This type of cooperation can only be achieved if the workflow systems of the cooperating companies are loosely coupled. This results in the elimination of supply chain discontinuities that produce delays and waste. Distributed workflows are normally built on a distributed object network infrastructure [3]. This enables a business to change its organizational structure and processes independently of another.
2.5 Business Goals and Policies

It is important that business objects and business processes in the enterprise framework are oriented towards the fulfillment of the business goals. The business mission describes the core competence of an organization, for example, the product-market combination in which the business will be active, the market share the organization tries to gain, and so on and so forth. The business mission is translated in strategic plans and is operationalized in terms of quantifiable Critical Success Factors (CSFs) which determine those facets in which the organization must excel over its competitors [21]. Within the context of BALES, the enterprise implements its goals at all levels of the enterprise architecture by attaching business policies to the objects.

Business policies define various implementations of the same business (process) object, e.g., various different policies for credit or order management. These policy objects can be easily adapted to anticipate on changes in the organization's strategy and related CSFs.

In line with the San Francisco approach, BALES policy objects are based on various object-oriented patterns. The structure of policy objects is based on the strategy pattern [19]. The strategy pattern describes an encapsulated, inter-changeable family of algorithms. These algorithms can be changed without affecting the composition, as the volatile logic is encapsulated in the strategy object. Policy objects adopt this pattern, providing an alternative to subclassing, and are particularly useful when there exist many variants of a business rule, e.g., the DetPlanning policy object in figure 2 that contains a plan-driven business procedure to determine material requirements of a maintenance unit based on the Bill-of-Material (see the next section for an elaborated description). In case of multiple alternative business policies, the selection logic is isolated in a separate selection class that determines which business policy object to use in a particular context, e.g., the determinePlanning business policy selection object that encapsulates logic to trigger a deterministic planning policy object (DetPlanning) or a consumer based planning policy (ConsBasedPlanning) in figure 2. This solution is based on the 'chain-of-responsibility' pattern [19].

The main advantage of business policy objects is that the volatile business logic is stored in an isolated place, and can be easily changed, while minimizing the impact on other parts of the business application. A potential drawback of this patterns is that the clients of the business policy objects must be aware that there exist multiple variants [19].

3 Business Applications

When developing applications based on business objects and processes it is important to address two interrelated factors: (a) the linking of business objects with legacy information systems, and (b) the requirements for change so that business information systems can evolve over time. Thus we view change management dealing with these two essential and interrelated aspects. Any new
environment must leverage investments in legacy systems, it must also allow its business processes to adapt to changes enforced by new corporate goals or policies.

3.1 Leveraging Legacy Assets

In an enterprise framework there is a pressing demand to integrate ‘new generation’ business processes with legacy perspectives, processes and applications. Legacy systems are systems that are critical for the day-to-day functioning of an organization, they normally comprise monolithic applications that consist of millions of lines of code in older programming languages (e.g., COBOL), are technically obsolete with a poor performance and hard to adapt and maintain [6]. However, they are valuable assets of an organization that can be leveraged and integrated into next generation business systems. The break-up of monolithic business units and processes from a business perspective requires a restructuring of the applications that support them and, at a minimum, finding a way to integrate them. Additionally, the nature of many of these new processes means that they must be integrated at the transaction level, not just via replication and batch transfers of data. There are various strategies to deal with legacy systems [6], like discarding, replacement of the legacy system, enhancement of the existing system and selective integration. This last technique makes it easier to integrate parts of a legacy system into new systems.

Object wrappers are a successful technology to support integration of business objects with legacy systems. It allows mixing legacy systems with newly developed applications by providing access to the legacy systems. The wrapper specifies services that can be invoked on legacy systems by completely hiding implementation details. The advantage of this approach is that it promotes conceptual simplicity and language transparency. A detailed study of how legacy relational databases can be transformed to semantically equivalent representations accessible via object-oriented interfaces can be found in [7].

3.2 Adaptability of Business Processes

To remain competitive organizations must be able to move fast and adapt quickly to change. Moreover, they must be able to reconfigure their key business processes as changing market conditions dictate. Enterprises must respond to new requirements quickly without interrupting the course of business. Such changes must be mapped to the business object level and related to already existing enterprise models. New business requirements might require new processes and workflows to be implemented, but the existing business rules and data in legacy systems may only be partially reusable. Using a purely bottom-up approach is not desirable, although many commercial systems support it, as the danger is that we simply perpetuate legacy ways of working.

In the enterprise framework described in Figure-1 we take the classical organizational view that business changes are initiated by changes to business goals. This is in accordance with approaches towards linking the organizational goals
to business activities that have been identified in the research literature [8]. It is only natural to expect that these changes would become 'visible' at the workflow level. However, it is virtually impossible for workflows to predict in advance all potential exceptions and paths through a business process. Most workflow products require all exceptions to be predicted and built into the process definition. Rather than insisting that all exceptions are predicted in advance, workflow systems must allow users to change the underlying process model dynamically to support a particular case of work. To achieve this degree of business process adaptability, each case of work must be related to a distinct and corresponding process fragment. A critical challenge to building robust business applications is to be able to identify the reusable and modifiable portions (functionality and data) of an existing business process or object and combine these with 'newer generation' business processes/objects in a piecemeal and consistent manner. These ideas point towards a methodology that facilitates pro-active change management of business objects that can easily be retrofitted to accommodate selective functionality from legacy information systems. We refer to objects exhibiting such characteristics as adaptable business objects.

4 Linking Enterprise Models to Business Applications

The BALES methodology, that is under development, has as its main objective to parameterize business objects with legacy objects. Legacy objects serve as conceptual repositories of extracted (wrapped) legacy data and functionality. These objects are, just like business objects, described by means of their interfaces (services) rather then their implementation. A newer generation business object interface can be constructed by selecting a chunk of an existing legacy object interface. This partition comprises a set of appropriate attribute and method signatures. All remaining interface declarations are masked off from the business object interface specification. This means that business object interfaces are parameterizable to allow these objects to evolve by accommodating upgrades or adjustments in their structure and behavior.

The core of the BALES-methodology comprises three phases (see Figure-2): enterprise modeling (or forward engineering), reverse engineering and metamodel linking.

4.1 Case Study: Maintenance and Overhaul of Aircrafts

To illustrate the BALES mapping methodology a simplified example is drawn from the domain of maintenance and overhaul of aircrafts (see Figure-2). The upper part of this figure illustrates the results of the enterprise modeling phase of the business domain in terms of workflows, business processes and business objects. The enterprise model is represented in an extended version of UML, called BALES UML, that offers basic constructs such as business-objects, and business policies, as UML does not provide the object-oriented reflections of these prototypical business concepts.
The BALES UML dialect has been specially designed to enable the generation of BALES Component Definition Language (CDL) compliant business object interface descriptions. BALES UML extends and refines the semantics of UML by adding stereotypes such as <<BusinessWorkflow>>, <<BusinessPolicy>> to respectively denote business workflows and business policies.

As can be seen from Figure 2 the enterprise model is enacted by a Request_Part workflow which comprises three business processes: Request, Prognosis and Issue. The Request_Part workflow is initiated by a maintenance engineer who requests parts (for maintaining aircrafts) from a warehouse. The Request process registers the maintenance engineer's request in an order list. This list can be used to check availability and plan dispatch of a specific aircraft part from the warehouse. The Request process uses the business (entity) objects Part and Warehouse for this purpose. Subsequently, the workflow initiates an Issue process (see Figure-2). The Issue process registers administrative results regarding the dispatching of requested part and updates the part inventory record by means of the Part_Stock business object. The Prognosis process uses information from the Part and Warehouse business objects to run a prognosis on the basis of the availability and consumption history of the requested part.

The lower part of the picture Figure-2, represents the result of the reverse engineering activity in the form of two processes (wrapped applications and related databases) Material_Requirements_Planning and Purchase_Requisition. These processes make use of five legacy objects to perform their operations. Figure-2 also indicates that the enterprise workflow draws not only on 'modern' business objects and processes, but it also leans on already existing (legacy) data and functionality to accomplish its objectives. For example, business processes such as Request and Issue, on the enterprise model level, are linked to the legacy processes Material_Requirements_Planning and Purchase_Requisition by means of solid dashed lines. This signifies the fact that the processes on the business level reuse the functionality of the processes at the legacy model level. In this simplified example we assume that problems such as conflicting naming conventions and semantic mismatches between the enterprise and legacy models have been resolved. A possible solution to this problem can be found in [13].

To formally describe the interfaces of business and legacy objects we use a variant of the Component Definition Language (CDL) that has been developed by the OMG [14].

4.2 BALES Component Definition Language (CDL)

CDL is a declarative language to specify the services of collections of business objects, their relations, dynamics, business constraints and attributes. Business objects are not written in CDL, but in programming models for which language mappings are available, e.g., Enterprise Java Beans. CDL is a superset of the Interface Definition Language (IDL), the ODMG Object Definition Language (ODL) and the ODMG Object Query Language (OQL). This specifica-
Fig. 2. Developing an enterprise model by means of reusing legacy processes and objects.
tion language extends IDL by adding several 'high-level' constructs to capture more business semantics. IDL indeed merely defines object methods to implement language-independent distributed objects, which can be plugged in to a broker (ORB) that provides additional services such as security, concurrency and transaction services. The goal of CDL transcends this rather low-level, inter-object communication purpose of IDL, and is oriented towards delivering distributed (business) objects based on the Business Object Facility (BOF), specifying Common Business Objects and delivering marketable business objects by software vendors. The BOF is a run-time software infrastructure to support business object components, offering services such as transaction management, and messaging.

Obviously, components are the central notion in CDL. According [14], CDL components define collections of business objects, dependents, appliances and subsystems. As explained before, business objects are a special category of objects with clear business semantics, such as customer, bill, and request-for-quotations. Dependents are volatile objects, without identity, that can only persist within the context of a business object, and are commonly used to define attribute types. This category of objects typically does not have a specific business meaning, but adds business semantics by defining the type of business object attributes and parameters. There are five types of dependents: primitives (CORBA data types, such as integer and string), elementary objects (frozen data type objects, such as currency (pounds) and weight (kg)), composite objects, immutable objects (data types that cannot be changed) and, lastly, collections (e.g., arrays and bags). Appliances can be attached, or applied, to container objects (e.g., a business object). Individual appliances only have some meaning when applied to a container type, e.g., the policy object 'discount-policy' (the appliance) has only meaning if applied to the business object 'Customer' (the container). All these components can be organized into a coherent collection with a uniform interface, called a subsystem.

BALES' CDL adds the following constructs to the core CDL: legacy objects and processes, and, business goal, policy and workflow objects. We have already dealt with business goals, policies and workflows in section 2.5.

A legacy (entity) object consists of wrapped legacy data and functionality (transactions). In case of a relational data model, the legacy objects generally consist of wrapped relations and transactions to update/insert or delete rows of that relation, e.g., a relation 'Employee' in a relational model, can be wrapped an accessed by means of set- and get-methods that surround this table. In [7], we discuss a methodology that articulates an approach to transform legacy relational databases to semantically equivalent representations accessible via object-oriented interfaces and data languages. Legacy processes are objectified programs, subroutines or even procedures depending on their level of granularity, which represent the 'legacy' way of working. Legacy process objects are implemented as control objects that organize legacy object transactions into logical units of work. The state of a legacy process is stored in the legacy (entity) objects.
Finally, BALES CDL supports SAP Business Application Programming Interfaces (BAPIs), which can be used to describe SAP Business Object services.

4.3 A CDL Excerpt

In the following we give a CDL-code excerpt to illustrate how the operation plan of the business process object Prognosis is implemented by a semantically equivalent operation materialized by the legacy business process MaterialRequirementsPlanning, see Figure-2. We first give a CDL definition of the legacy business process, see Figure-3.

```
// Definition of the legacy business process Material Requirement Planning
MaterialRequirementsPlanning {  
  // the relations of the process object, with other components
  relationship has Reference Part;
  relationship for Reference Plan;
  relationship concerns Reference Warehouse;
  // the dynamic behavior
  signal register_expected;
  signal every_long_term_planning;
  // Methods to implement Material Requirement Planning
  void forecastDetModel(in Integer partID, in Integer stockID, in Integer warehouseID, in Date consumptionPeriod, in Integer consumptionHistory);
  // forecast stock on basis of consumption based planning
  void planProduct(in Integer artID, in Integer stockID, in Integer warehouseID);
  // apply the transformation rule ProgProcessing:
  apply the transformation rule ProgProcessing (  
    source = processing;
    target = handled;
  );
}
```

Fig.3. CDL definition of the MRP legacy process object.

The CDL excerpt in Figure-3 defines the legacy process MaterialRequirementsPlanning which is associated with the legacy objects Warehouse, part and plant see Figure-2. This legacy process can be used to forecast all the part requirements in the warehouse. For this purpose it uses the legacy operation forecastDetModel.

The CDL specification in Figure-4 defines the business object operation forecast in terms of the legacy operation MaterialRequirementsPlanning, given in the previous. The legacy operation is embedded in the business process object as a parameter of the forecast operation.

4.4 Meta-Model Linking

The enterprise modeling phase defines a conceptual enterprise model into CDL and links this CDL definition to the predefined Meta-CDL Enterprise Model.
The Meta-CDL Enterprise Model defines and relates all enterprise modeling CDL concepts. During the reverse-engineering phase, that is conceptually equal to the forward engineering phase, legacy object and process interfaces are again represented in terms of CDL and are used to instantiate the Meta-CDL Legacy Model. The Meta-CDL Legacy Model is integrated with the Meta-CDL Enterprise Model into a single canonical model and relates all reverse engineering concepts. The CDL descriptions of both the enterprise and reverse-engineered models are then compared to each other in order to ascertain which parts of the legacy object interfaces can be re-used within new applications. To achieve this, we represent and store both business and legacy (Meta-)CDL specifications in a repository system. For this purpose we utilize the ConceptBase system [15] because it has an advanced query language for abstract models (like the CDL meta model) and it uniformly represents objects at any abstraction level (data objects, model components, modeling notations, etc.). The representation language that underlies ConceptBase is based on the logical formalism Telos [16], that has a frame syntax to represent classes and objects. During the meta-model linking phase, queries are used to infer potential legacy components that may be linked to business components. For instance, we can identify business object attributes and/or operations that can be constructed out of legacy object attributes and/or operations. Telos queries are used to retrieve exact or partial matches of signatures of requested components that are stored in a repository. To ensure type safety on method arguments and method results we require the use of argument contravariance (expansion) and result covariance (restriction).

In the same way as described in the above, the BALES methodology can deliver parameterized business objects in terms of ERP component interfaces, e.g., expressed in SAP BAPIs, as long as they can be mapped to the BALES
A detailed description of the BALES methodology can be found in [9].

5 Proactive Business Change Management

Business object technology offers interface evolution as a resilient solution to business change, as business object interfaces can be changed without affecting the underlying implementation. This enables minimal coupling between business components: an essential condition for serious reuse. The business components are not explicitly bound to each other, rather messages are trapped at run-time by a semantic data object that enforces the binding at the level of parameter passing semantics [10].

5.1 Mapping Business Changes to the Business Object Level

As we have indicated in section 3.2, business changes need to be mapped down to the business object level. In fact, the BALES methodology assumes that business change is goal driven. This intentionality of the organization is implicitly implemented by linking business policies to the business processes, and their constituents.

According to Ackoff [20], there are various ways to (re)act to change. The first category of business change constitutes reactive change, and refers to an unplanned response to a changed ‘reality’. On the other side of the spectrum we discern planned, or active change management. Active change management assumes that organizational changes can be designed by the management, and implemented by the business. It only seems logical that this category of business change does not challenge business application development as much as unanticipated business changes.

BALES advocates a flexible information system architecture to quickly anticipate on reactive change. This strategy is called pro-active change management. Therefore, BALES defines adaptive, parameterizable business objects that are easy reconfigurable to meet changed market conditions, and can easily be reparameterized to reallocate the business object to legacy system mapping.

Thus, BALES prescribes the following two-step approach to incorporate business change:

1. Adapt existing enterprise model to reflect the new business reality.

Based on their impact and the ability to deal with change within the context of existing organizational procedures, BALES considers various mechanisms to pro-actively anticipate on business change:

- Changes to enterprise goals and value chain.

   In case of strategic business change, the business redefines its value chain, in terms of business goals, policies, products and services. This category entails the most drastic change, and typically leads to changes at all levels of the enterprise architecture, from the business workflows which define
how services are implemented for a (internal or external) customer, to
the business objects, on which the business processes flow. Moreover,
business goals typically need to be redefined and re-mapped to business
processes.

- Changes to enterprise Planning and Control (P&C).
The Planning and Control processes in an organization allocate resources
to operational business processes by a sophisticated material and capacity
requirement planning process. Resource processes support the primary,
operational business activities, and improve their effectiveness and effi-
ciency, e.g., planning, quality control and human resource management.
Operational business processes constitute the primary value adding busi-
ness activities, such as inbound logistics, assembly, packaging and sales.
Changes in the P&C cycle typically result in changed workflow object
definitions. The planning and control workflows are typically organized
to implement one of the six reference, co-ordination mechanisms of
Mintzberg [17].

- Changes to Business Processes.
Businesses are required to continuously re-engineer their (key) business
processes to adequately respond to a changed environments. A more
radical approach is to totally rethink and re-engineer the business as
from scratch to considerable improve the business’s effectiveness and
efficiency. Both types of business process changes obviously result in a
redefined business process and object layer in the enterprise architecture.

- Changes to Business Policies.
The changes, we have discussed up till now, can not be handled by ex-
isting organizational routines. The organization’s structure needs to be
transformed to deal with them. In some cases however, a realignment of
strategy rather than transformational change is sufficient. BALEs pro-
vides business policies to deal with incremental change by finetuning the
legacy way of working (pro-active change) or slightly adapting (reactive
change) the current business rules. In 2.5, we have discussed the policy
mechanisms to cope with both types of incremental change.

2. Determine new mapping between enterprise model and legacy systems.
After the business model has changed, the business object implementator
needs to determine a new mapping between the business objects from the
enterprise model and the legacy system(s).
During this step, the implementator needs to determine the renewed map-
ing between the enterprise model and the reverse engineered legacy system
model, without any side effects to the non-changed objects.

5.2 An Example of Process Changes
Due to a changed political climate the budgets of the Dutch defense organization
have been tightened considerably over the past years. Therefore, defense oper-
ations need to be implemented more efficiently. These developments substantially
influenced the way of working with the warehouse operations which we described in section 4.1.

The enterprise model of the maintenance and overhaul organization (see Figure-2), was based on the legacy business routines, reverse engineered on the basis of employee's requirements and procedure handbooks, and represents the way of working of several years back. Due to pressure of the DoD to minimize costs, the accounting department advised the defense staff, amongst other things, to modernize the forecasting method and utilize a more cost-aware planning and control cycle for the (required) stocks in the warehouse.

The redesigned planning process does not incorporate a simple extrapolation of past inventory levels and demand but rather employs a sophisticated algorithm that optimizes the required inventory stock not only on the basis of required parts but also the inventory costs.

Figure 5 illustrates how we can replace part of an existing business process definition with newer business functionality using CDL specifications. As can be seen in this figure, the proposed incremental business changes imply a re-parameterization of the DetPlanning policy object that encapsulates the volatile planning business procedure.

```plaintext
BusinessPolicy DetPlanning := determinePlanning /
  // Mapping of forecasting method to legacy process component MRP
  plan (1 LegacyProcess Warehouse, Material_Requirements_Planning,
    forecastDetModel in Integer partID, in Integer stockID, in Integer warehouseID,
    in String consumptionHistory, in Currency partCost);
/
/
/

Fig. 5. CDL definition of the changed business policy DetPlanning.
```

The new plan method reuses the legacy deterministic material requirements planning algorithm forecastDetModel, that employs a gross requirements planning, and adds a partCost parameter in order to determine inventory costs. By doing this, the optimal inventory level of parts is not only calculated on the basis of part quantities (gross requirements) but also on available storage location, plant and order stocks (the so called net requirements, which are computed on the basis of the bill-of-material (BOM)).

Though this example is rather simplistic, it indicates how BALES can proactively deal with business change by simply re-parameterizing the business (policy) object DetPlanning which is encapsulated in Prognosis, without introducing any side effects to existing objects.

6 Summary

Enterprises need flexible, modular business processes that can easily be configured to meet the demands of business and technology changes. In this chapter we argued that the combination of new business models with controlled change
management are the driving forces that will eventually transform relatively independent organizations into cooperating enterprises.

We have described the BALES (binding Business Applications to LEgacy Systems) methodology that we are currently developing. The methodology’s main objective is to inter-link parameterizable business objects to legacy objects and implement pro-active change management. Business objects are configured so that part of their implementation is supplied by legacy objects or by evolvable business objects. This means that the interfaces of ‘modern’ business objects are parameterizable (or self-describing) to allow these objects to evolve by accommodating upgrades or adjustments in their structure and behavior.
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Abstract. A general and globally accepted formal theory for workflow management is still not in sight. Since workflow management is said to be very application-driven, the question arises, whether a formal theory is necessary and possible at all. This article identifies the major domains of workflow management and discusses the necessity of formal theory and pragmatic approaches, respectively.

1 Current Situation

Since the advent of workflow management technology at the beginning of the nineties a lot of contributions to this area were made. Although this looks promising the overall goal to develop a generally applicable theory and a conceptual basis for workflow management still has not been met. Very many contributions narrow down to a very particular issue of workflow management; they find a tricky and often very valuable solution for a niche problem. Nevertheless, a step forward towards a generally applicable, conceptual model for workflow management is still not made. Three peculiarities characterize contributions in the workflow management area:

• Contributions are pragmatic.
  Many researchers state that workflow management is a discipline that is totally driven by the application. Since in many applications, theory is not directly applicable, they conclude that a formal theory for workflow management is also not relevant. This results in “how-I-did-it” approaches and solutions which contribute nothing but the single solutions to specific problems with only minor general value.

• Contributions claim to be general but are not.
  There is another group of researchers that are convinced that a formal theory is necessary for workflow management. Thus, many contributions present approaches towards this goal. Among other things, they introduce meta-models that ought to define a global concept for workflow management. Nevertheless, most of these approaches cannot hold what they promise. For instance, [4] investigates some of these approaches and undoubtedly proofs that they fail with respect to general applicability. Also the investigation in [4] is dated back to 1996, the situation has not
changed significantly. The results of this research are still applicable and valid. The investigations reported in [5] support this observation.

• Contributions are too much influenced by adjacent research areas.
  Workflow management is a discipline on its own. However, many researchers stem from other, mostly adjacent research areas. Database management, in particular transaction management, and Petri Nets are two very dominant examples. Thus, often theories developed within one of these adjacent research areas are transferred into workflow management without critical assessment and necessary adjustment.
  The question whether these borrowed theories are applicable at all in the context of workflow management is asked too rarely.

In order not to be misunderstood. All three types of contributions are valuable. Although, they do not define by themselves a generally applicable theory for workflow management. They merely contribute valuable, but also limited experiences, methods and concepts with respect to this goal. Nevertheless, without taking into considerations the results of all these approaches a theory for workflow management cannot be formulated.

The need for a theory must be recognized and is not debatable. The more interesting and challenging question asks for the kind(s) of theory that is (are) needed and for the places within workflow management where this theory (theories) is (are) applied. We believe that workflow management can best be characterized by three key domains:

• The development of workflow management applications, i.e. the development of workflows. The emphasis is on the organization of the development process.
• The specification of workflow management applications, i.e. the specification of workflows. The formal model to describe workflows is under consideration.
• The execution of workflow management applications, i.e. the execution of workflows. The system infrastructure required to enact applications is investigated.
  Hereby, a workflow management application comprises a set of workflows which altogether implement a specific application system.

The contribution of this article is to investigate the three key domains of workflow management with respect to the question whether either formal theory and/or pragmatics is necessary in order to support the corresponding task adequately. In this paper, pragmatics is interpreted as the application of common knowledge and specifically of experiences gathered in the domain. Therefore, the three key domains of workflow management are investigated in Section 2. This discussion identifies the main features of workflow management. Section 3 then explores the three key domains and finds out where formal theory and where pragmatics can best be applied. Along this line, recommendations for more pragmatic approaches and solutions will be given. Formal theories are named and if available introduced briefly.

Although revealing essential issues of workflow management this chapter does not claim to give definitive answers to the right balance between formal theory and pragmatic approaches nor does it provide a complete theory for workflow management.
2 Workflow Management Systems and Applications

In the former section the three key domains of workflow management are identified. We will see that the discussion of the development process of workflow management applications boils down to the discussion of the relationship between application processes and workflow (Section 2.1). The specification of workflows needs a workflow language. Section 2.2, introduces a general and abstract workflow language. The execution of workflow management applications demands a so-called workflow engine, i.e. an execution infrastructure for workflows. This infrastructure can best be investigated by analyzing its architecture.

The presentations of the three key domains reveals either the major issues of each key domain and identifies the major challenges of a key domain. The discussion in Section 3 then refers to these issues and challenges and discusses the preference of either a formal theory or a pragmatic approach.

2.1 Lifecycle of a Workflow Management Application

Big software systems cannot conceivably be specified by one person. Besides, the development of big software systems will progress steadily into more detail such that a so-called development lifecycle derives. Fig. 1 shows a typical development lifecycle for workflow management applications [11].

![Fig. 1. A development lifecycle for workflow management applications.](image)

In the phase enterprise planning an overview model of an enterprise is built. It is refined in the phase business area analysis. In application systems that are suitable for the deployment of workflow management technology the result of the phase business area analysis will always be a set of application processes, often called business processes [16]. The application processes are transformed into workflow schemes in the
subsequent phase system design. Finally, in the construction phase workflow instances are derived from workflow schemes and are executed.

As it is examined in [2] extensively, workflows are derived from application processes. This is very valuable since much information that is relevant for a workflow model (workflow scheme) can be deducted from a corresponding application process directly [7]. Nevertheless, application processes are the result of the analyses of an business area. Their purpose is to describe the main features of an business area in an illustrative way. Therefore, an application process bears the main structure and meaning of the business area. However, since application processes are more descriptive they are not executable normally [2]. In order to execute them they have to be transformed into an executable form. A workflows is one possible form; and it is executable on a workflow management system. Thus, application processes can be regarded as drafts for the design of workflow schemes.

Although it is an important observation and is mostly true, the main difference between an application process and a workflow is not that the former one is illustrative and the latter one can be executed. The main distinction stems from the different purposes they are serving. Application processes are created during business area analysis; they have to describe the contents of an application area. Workflows are created during system design; they are an implementation vehicle - mostly tailored to the enactment of application processes.

We regard the relationship between application processes and workflows as one of the most interesting features within the development lifecycle of workflow management applications. Two key issues have to be mentioned.

• Derive design information for a workflow from the corresponding application processes as much as possible. Often application processes already bear contents and structure that can be borrowed by the workflow designer. Although, it is well proven that this does not always imply a direct mapping from an application process to a workflow [2], the information compiled into an application process is an asset with the specification of workflows. And it has to be stated again, workflows and application processes are not identical. Very often they even show a totally different structure.

• Maintain the relationship between application processes and workflows. To preserve this relationship especially pays off when changes are encountered. For instance, when an application process must be changed, the workflows that also have to be adjusted can be found effectively and efficiently if the relationship between application processes and workflows is kept.

Another issue along the development of workflow management application is the aspect of reusability. When big application systems comprising hundreds of workflows have to be developed, it is very advantageous to leverage on the results of other application system development processes. This means that workflows that already have been developed (in other projects) should be reused. To organize the reuse of whole or parts of workflows (e.g. an organizational policy, a large data structure, a program wrapper) is another challenge.
2.2 An Abstract Workflow Language

The goal of this section is to introduce a general and rather abstract language for the definition of workflows. The major features of such a language should be identified in a general way. Therefore, not a concrete language will be introduced but instead a number of concepts which characterize this language. The concepts then should be applicable to many workflow languages. A brief mapping to a real workflow language will demonstrate the applicability of the concepts developed.

The purpose of a workflow language is to describe workflows. Workflows are derivations of application processes as we have learned in Section 2.1; they can be executed by a workflow management system. In order to find out what language constructs are needed to build a basis for the description of workflows, we want to look into real life and want to see how application processes are enacted there. Hereby, we iterate a few times and refine the concepts identified step by step.

The two main concepts of a workflow language can nicely be derived from the term "workflow": "work" and "flow". Work has to be performed, besides, there is some flow (of work). At first, a place where work is performed must be identified. It is called work unit. Thus, work flows between work units, i.e. work is exchanged between work units. Examples of work units in real life are offices, where office work is performed, or shop floors, where manufacturing work is performed. When more the processing task within a work unit is of interest, a work unit is also called work step.

![Fig. 2. The two basic concepts of a workflow language: work units and channels](image)

Work units are independent from each other, i.e. each work unit can be set up independent from other work units. However, since work is flowing between them there are connectors between them, called channels. We will see later that there are different types of channels. Fig. 1 shows the two major concepts work units and channels. It becomes obvious that channels can connect multiple work units not just two. Furthermore, channels can sometimes bear a direction. This issue will be discussed later in this sub-section.
A next iteration of discussion will refine work units and channels. Refining a work unit reveals the question about its components. Looking at the real world examples from above again, three pieces come into the mind: people who perform work at a work unit, tools that are needed to carry out work and operations that are executed at a work unit. Hereby, operations form logical units of execution; tools are deployed within operations in order to provide the required functionality.

When refining the definition of channels, the concept of work has to be analyzed first. Again, we want to learn from the real world examples. In an office environment, an incoming document folder indicates work for the office clerk. In an manufacturing environment, delivered pieces that have to be assembled also indicate work. In an abstract view, documents and pieces are nothing but data and material. Thus, data and material flow along channels, i.e. data channels and material channels are introduced. Things that arrive at a work unit are work indicators. Combined with the people who have to carry out work, the tools they will use and operations that must be performed, these work indicators become work.

But there are even more types of channels which will be motivated by the following example. An assembly part is delivered which was painted in the work step before. To become dry, this part must lie for at least two days untouched. Thus, further information must flow along the channels to indicate this temporal restriction. Just the part would indicate that something has to be done with it - without being able to specify this necessary delay. We interpret the situation as if a control token is flowing between the work units, i.e. a control channel is defined, c.f. [5]. Control tokens bear temporal and causal information. Together with other items that flow along other channels it forms work for the receiving work unit.

The well-known concept of events also "flows" along the control channel since events are nothing but control tokens that indicate - mostly - that some piece of work can be worked upon.

Specifically in the context of events, the possible sources and sinks of channels have to be discussed. In Fig. 2, sources of channels can be work steps (e.g. work unit wu1 is source for channel c2) or channels do not have sources at all (e.g. channel c1). In the latter case, it is assumed that there is an input to the channel from outside. An equivalent observation applies to sinks. Channels can end in work units (e.g. channel c3 ends in work unit wu3) or can end without any successor (channel c4). The latter case means that the event is sent to some receiver outside the workflow management system. The same applies to all other flow types identified so far. Data and material can come from some place outside the workflow and material and data can be sent to a place outside the workflow. The other way round, data and material might be sent to a place outside the workflow. Fig. 3 summarizes the concepts work unit and channels.

The introduction of concepts happens on an abstract level. Nevertheless, it is easy to transform the developed concepts into the workflow management area. The workflow languages of many workflow management systems can be classified according to the components identified in Fig. 2 and Fig. 3. As an example, the workflow language of the Mobile workflow management system [8] is studied. This language is selected since the author is very familiar with it and since it nicely demonstrates how the above concepts can be transformed into the area of workflow management.

In Mobile the language components are called perspectives. Intra work unit perspectives can be distinguished from inter work unit perspectives. The latter relate to
channels and control dependencies between work units; the former organize work at a
work unit.

![Fig. 3. The components of work units and channels](image)

The group of intra work unit perspectives mainly comprises the organizational and
the operational perspective. The organizational perspective defines the people who are
eligible and obliged to perform work at a work unit. The operational perspective pro-
vides tools and furthermore operations that can be performed at a work unit. The
group of inter work unit perspectives is formed by the behavioral perspective that
defines control flow dependencies between work units and the informational perspec-
tive that defines data flow dependencies between work units. Due to the extensibility
of the Mobile workflow language the material and event channel would be added as
two further inter work unit perspectives with corresponding names. In Mobile there
is another perspective, namely the functional perspective which is fundamental. This
perspectives corresponds to work units, in Mobile called workflows. These work
units (workflows) define the skeleton of all workflows. All other perspectives are
integrated into this skeleton. Besides, the functional perspective allows to hierarchi-
cally structure a complex workflow definition by supporting functional decomposi-
tion. Thus, sub-workflows can be defined which can be regarded as a refinement of a
(super-)workflow.

So far, the main components of a workflow language are introduced together with
some kind of abstract syntax. Now, we are going to discuss the execution semantics
of the workflow language. In principle, the following rule holds: a work unit can start
to perform if all incoming channels are set (if there is a flow on a channel at all which
sometimes might be optional). This means for instance, that data has arrived, that
material is provided and that control flow (e.g. in form of an incoming control event)
permits the work unit to start. For the purpose of this article further details are not
necessary. Refer to [8] for more information about execution semantics.

In the following, non-functional requirements of a workflow management system
are compiled. The first one is extensibility. Workflow management aims at the broad
support of application areas. Thus, it is quite usual that new application-specific con-
structs must be added to the workflow language in order to adequately model the
application scenario. For instance, when an organizational assignment needs to refer
to temporary project assignments and this kind of assignment is so far not part of the
workflow language, then an corresponding organizational assignment statement has to
be included. Thus, extensibility must be a key feature of a workflow language.
Another requirement towards a workflow language can be derived from the closeness of workflow management to applications. Since the current situation in the market dictates the vendors to serve each customer individually, a huge number of alternative application processes for one specific task might evolve quickly. The workflow language must provide means to cope with this issue. Inheritance is one suitable solution [3], however, it is still not experienced whether this means is applicable in huge applications. In general, the management of this high number of alternatives requires expressiveness of the workflow management language.

**Fig. 4. Reachability of work steps**

One of the major challenges in the context of a workflow language is the correctness of workflow specification. Hereby, the syntactical correctness of a workflow specification is not that issue, it is easy to check. A good language compiler will be able to do this. The more challenging features are reachability and executability of workflow steps. The former means that one workflow step can be executed at all, i.e. that the execution path can reach this workflow step eventually. An example sheds some light into this definition. In Fig. 4 two examples of simple workflows are given. Only one type of channel is shown, namely the control channel (arrows). The expressions adjacent to the arrows indicate conditions that have to be fulfilled if the corresponding control path should be followed. The dotted arcs (with attachments "XOR" or "AND") denote an exclusive fork condition and a conjunctive join condition. It becomes obvious that the definition of the workflow in Fig. 4a is incorrect. The fourth work step could never be executed since the AND condition in front of this work step will never be fulfilled. This incorrectness can already be detected when the workflow
scheme is analyzed. Whether work step 4 in Fig. 4b can be reached is not decidable. This depends of the relationship between the value ranges of variables var1 and var2 and their interrelation. For instance, if var2 is greater the two times var1 then work step 5 will never be reached.

It is sufficient to have mentioned the non-functional requirements extensibility, expressiveness, and correctness. They cover the main issues and will be analyzed with respect to the applicability of formal methods in Section 3.

2.3 Architecture of a Workflow Management System

While the former section deals with workflow modeling, this section deals with workflow execution. In the context of workflow execution a workflow management system must be investigated. Especially, its architecture must be analyzed in order to find out whether the execution of workflows is adequate with respect to functional and non-functional requirements [15]. To identify these requirements is the issue of this section.

In Fig. 5 a principle architecture of a workflow management system is shown. The interface of a workflow management system to users is built by a suite of workflow tools; a few are presented in the picture. The modeler of workflows is supported by a workflow editor, end users which execute workflows are supported by worklist tools. Administrators use the administration tool to install and configure a workflow management system. The heart of a workflow management system is constituted by the
workflow management server and the workflow data repository [13]. The former bears the logic of workflow modeling and execution; the latter bears all type and instance data relevant for workflow modeling and execution. Workflow applications are business applications that are called in workflows in order to support the execution of a particular workflow step. Support systems are another group of software systems that back the work of the workflow management server.

The functional requirements towards the architecture of a workflow management system are easy to formulate. The perspectives identified in Section 2.2 must be enacted. This specifically implies the implementation of the workflow execution semantics which is also discussed in Section 2.2.

The non-functional requirements can good be motivated by Meyer's criteria and principles of good software design [12]. He states that modularity is one of the key design methods for software systems. Also for workflow management systems such a design method has to be applied to achieve a modular structure of the system. The following criteria help evaluate designs with respect to modularity: decomposability, composability, understandability, continuity, and protection. Furthermore, Meyer identifies the principles linguistic modular units, few interfaces of modules, small interface which provide weak coupling of modules, explicit interfaces, and information hiding which must be observed to ensure proper modularity.

Modularity is the key feature of a workflow management system. Further features which are elaborated now can be enacted best, if the modularity of the workflow management system can be taken as granted. To shorten the discussion of further non-functional requirements we concentrate on two issues: effectiveness and efficiency.

- Effectiveness means to have available functions that solve the application problems adequately. Since applications often change or grow, this involves to adjust or to add new functions from time to time. The feature extensibility is derived from this issue.
- Efficiency means to be able to execute workflows accurately and in time even in the presence of high system load. The feature scalability is derived from this issue.

Section 3 will investigate what formal methods can be used in order to design a workflow management system in such a way that the identified functional and non-functional requirements can be met.

3 Formal Theory and/or Applied Methods

This section is to investigate the identified key domains of workflow management with respect to the applicability of either formal theory or pragmatic approaches. In Section 3.1 a general assessment of this issue is given. Section 3.2 then analyses how the key domains can be supported.

3.1 General Assessment

Section 2 shows that the three key domains of workflow management are not independent from each other. The development of workflow management applications directly points to a workflow language in order to model workflows. These workflows then have to be executed. This leads to the conclusion that whatever formal theory
and pragmatics will be found, it must be comprehensive and must span all three do-
mains.

Another observation supports the assessment that besides a reasonable amount of
formal theory there is a huge area where pragmatic methods are required. One good
example to illustrate this issue is the quality of a workflow. There are definitely some
standards that are based on formal theory and assess objectively whether a workflow
is specified well. For example, if all work steps identified in an application process
are somehow mapped to a workflow is an indication for a good transformation. How-
ever, it is not clear whether this mapping is good or bad. This is a matter of pragmatic
assessment and is not decidable with formal theory. This observation boils down to
the fact that workflow specification often has to deal with non-computational issues
than with issues that are decidable from a formal logic point of view.

Another issue must be mentioned: optimization. In quite a few publications optimi-
ization is named as a key issue for workflow management. In principle, we subscribe
to this attitude. Nevertheless, we are convinced that most of the optimization strate-
gies are not generally applicable since most of them are merely driven by quantitative
considerations (like time and cost) what is just one possible aspect of good workflow
design. One example is to take the number of work steps as criterion to assess a
workflow specification. To end up in workflows with few steps is regarded as well
designed. However, it might be interesting to have work steps of finer granularity in
order to gain modularity. Workflow execution costs might then be slightly higher due
to enhanced interpretation costs, though modular extension, adjustment or replace-
ment of work steps is much easier to achieve.

3.2 Discussion of Specific Issues

According to the identification of three key domains of workflow management in
Section 1 the following discussion is divided into three part. The discussion starts
with the analysis of the development process for workflow management applications.
Two issues were identified as most relevant:
1. Workflows should be derived from application processes.
2. The logical relation between application processes and workflows must be main-
tained.

There are some approaches that formalize the derivation of workflows from applica-
tion processes by defining a mapping function between these two process formats [9
[10]. This mapping has to be assessed with respect to several criteria. There is a prin-
ciple difference between application processes and workflows. Both are based on
different sets of language constructs. The former more needs descriptive terminology
while the latter requires well defined system-oriented vocabulary. Thus, the two lan-
guages can be mapped only partially. Even if there is agreement on some language
constructs it is not clear whether their interpretation within the two different contexts
is concurrent. For example, the specification of sequential processing of steps in an
application process can be interpreted either as end-begin synchronization of the two

corresponding work steps of a workflow, as begin-begin synchronization or as end-
end synchronization.

We think that a formal transformation between application processes and
workflows is not adequate since this task is heavily driven by pragmatic assessments
and interpretation. However, to maintain the logical connect between application
processes and derived workflows is of major interest especially with respect to (software) maintenance. Here, sophisticated concepts are necessary which besides other things are able to record decisions, personal assessments, considerations, etc. that lead to the design of workflows.

The next key domain of workflow management is workflow modeling with the workflow language as major component. The correctness of a workflow specification, its extensibility and expressiveness are identified as major issues (cf. Section 2.2). There is a number of contributions that argue about the correctness of workflow specifications \[1\]. The criteria reachability and executability are investigated. However, these investigations are always confined to the control flow aspect of a workflow. Other dependencies (channels, cf. Section 2.2) between workflows like data and material flow are not taken into account at all. We think that without the extension of these investigations to all dependencies between work steps these contribution are only of partial value. For instance, what is the benefit to know that a step is reachable with respect to control flow, however, the same step will never be executed since it is not reachable with respect to data flow?

We also see that the extension to arbitrary dependencies is hard to achieve and it is almost impossible to declare a formal theory for this issue since too many non-decidable issues would have to be considered. For instance, the example of Fig. 4b nicely demonstrates that due to the reference of values of variables it cannot be decided whether all work steps of this workflow will ever be executed. Nevertheless, there is a lot of research going on currently that investigates this issue. In contrast to these approaches, we suggest pragmatic methods to check the correctness of workflow specifications. Tool support is appreciated hereby. For example, a tool checks the channels between work units and checks whether there are cycles. Since most cycles cannot automatically be tested whether they loop indefinitely the tool should merely detect them and ask the modeller to check the end condition of the loops. Then, a good and mostly appropriate analyses of the workflow can be guaranteed.

Last but not least the third key domain of workflow management, the architecture of a workflow management system must be investigated with respect to the need of formal theory or pragmatic methods. Whether the functional requirements towards a workflow management system are fulfilled cannot be decided. This would mean to check whether the workflow language is implemented correctly. Modularity as one of the major features of the architecture of a workflow management system also cannot be checked formally. Whether this feature is considered appropriately must be assessed informally, i.e. more pragmatic criteria assess the appropriateness of the design.

Scalability is an issue where formal methods could be applied. There is work done that examines the distribution of workflow execution in order to find an execution strategy that guarantees efficiency. In \[14\] it is investigated how workflow schema and instance data must be allocated in a distributed system environment to achieve performing workflow execution.
4 Conclusion

This paper identifies the key domains of workflow management, the development life cycle of workflow management applications, the workflow language and the architecture of workflow management systems. These key domains are then investigated with respect to the question whether formal theory or pragmatic approaches are better suited to meet their specific requirements. The overall conclusion is that both formal theory and pragmatic approaches will be required in the realm of workflow management. There are some features of workflow management that can be described by formalisms; other features are more of a pragmatic type such that formalisms are not applicable.

It is not a goal of this paper to aim at completeness. We rather reveal some important issues that have to be considered when the impacts of theory and pragmatics are discussed. Neither do we claim to provide solutions; we rather want to indicate specific solution approaches and more want to trigger and inspire future discussions. These are absolutely necessary since the critical investigation of foundations for workflow management is still not done.
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Abstract. This paper introduces the concept of an electronic trade scenario (executable transaction model) as a potential solution to "open" electronic commerce - trade among parties that have no prior trading relationship. The basic idea is that these trade scenarios would be stored in a "global repository", and downloaded by trading parties as needed for a particular trade. A representation, called Documentary Petri Nets (DPN) is used to represent such trade scenarios. The InterProcs system is described as a prototyping environment to support the design and execution of such trading systems using this representation. Given that the parties are often trading at "arm's length", a key focus is the development of trustworthy trade scenarios that have sufficient controls and evidentiary documentation.

1 Introduction

Business-to-business electronic commerce has so far been realized mainly through the use of Electronic Document Interchange (EDI) implemented in closed, mainly bilateral linkages that are relationship specific. As the demand for electronic trading relationships among businesses becomes greater, there is a need to make these electronic linkages more generic and re-usable. Furthermore, the scope of the modeling needs to encompass not only simple two-party links, but the entire trade or supply chain transaction model, which may include as many as a dozen different parties.

The most complex challenges are in the area of international trade. This is also the area where incredible economic benefits might be found. A conservative estimate of potential savings in transaction costs in the area of international trade is around half a trillion US dollars per year. This does not include the potential entry of many new small to medium-sized businesses into international trading.

Current developments in wide area networking (e.g. Extranets) and related component technologies make the notion of global repositories for generic, re-usable transaction models increasingly more feasible. Needed, however, is effective design representations and methodologies for representing complex trade and supply chain
transaction. We thus examine the requirements for such representations. We then present our own solution to this challenge: Documentary Petri Nets (DPN's), which satisfies these representation requirements in a way that supports both bottom-up and top-down design approaches, and also the procedural separation of the business roles. Implementation characteristics of the DPN representation are also examined.

A modeling and prototyping environment, called InterProcs, is presented that includes a graphical design interface based on Documentary Petri Nets, which automatically generates functioning prototype transaction models that operate locally or in distributed fashion over the Internet. A simplified documentary credit procedure provides an example of such a Documentary Petri Net model.

But this is only the beginning of the potential we foresee. Once a formal representation for trade procedures is adopted, new functionalities may be developed based on that representation. Following are three directions in our continuing research:

- automated auditing of trade procedures ("auditdaemons"), which use pattern-matching techniques to identify fraud, collusion, and other control weaknesses in the trade procedure [2, 3, 4, 11].
- scenario grammars (aka procedure constraint grammars), which allow the sharing and re-usability of chunks of procedural knowledge at arbitrary levels of abstraction. For instance, a car loan, a mortgage, and a documentary credit procedure are all special cases of a more generic secured loan. The use of scenario grammars allows computer aided generation of customized procedures by parties with little or no expertise [12, 14, 15].
- navigation of distributed requirements and constraints - especially for international trade, bureaucratic constraints on the trade procedure may be imposed by governmental agencies (e.g.customs) of the countries included in the trade. Further, these requirements may change without notice. The solution we propose, called the messenger model, allows automatic navigation of these distributed agencies to collect these constraints and to incorporate them into the trade procedure at the time the contract is made [13].

2 Open Electronic Commerce

The focus of this project is on open electronic commerce: doing business among parties having no prior trading relationship. What we hope to achieve is computerized support for commerce that is trustworthy in the sense that trading partners who do not know each other, and may even come from different countries and cultures, may conduct business with the assurance that their interests will be protected in the event that "things go wrong", whether by accident, negligence, or intentional fraud.

In order to conduct electronic commerce, parties have to know about each others' "way of doing business" before they can start exchanging data electronically. Extra knowledge about the preferred way of doing business of one trading partner has to be conveyed to the other; in other words, the parties have to agree upon the trade scenario they are going to follow [7, 8, 21]. A trade scenario is the mutually agreed upon set of procedures, documents and rules that govern the activities of all parties
involved in a set of related business transactions. Thus, a trade scenario controls all interactions between the roles involved. A trade scenario stipulates which actions should be undertaken by which parties, the order in which these actions should be performed as well as the deadlines and other timing constraints on the performance of these actions. Actions of parties include the sending and/or receiving of goods, documents or funds.

The need and usefulness of trade scenarios is easy to demonstrate. Consider only a simple post-payment contract for goods. The buyer assumes that an invoice will be sent after delivery to trigger the payment obligation. The seller, on the other hand, abides by the practice that payment becomes due from the time of delivery, and does not send an invoice. Thus, the goods arrive, and the buyer does not pay, waiting for an invoice. Meanwhile the seller becomes irked, and initiates collection proceedings. This is an example of the so-called "battle of the forms". Each party utilizes standardized documents such as a purchase order, delivery agreement, etc. which contain (typically on the backside, in small print) the terms and conditions that are their style of doing business. Unfortunately, the small print is often ignored by the receiving party.

For trade in a well-established industry area, standardized practice becomes generally accepted, and there usually is not a problem. In some cases, guidelines by international bodies such as the International Chamber of Commerce or the UNCITRAL have been established (for instance the Uniform Customs and Practices for Documentary Credits, issued by the ICC, [6]). However, in more open trading situations, that cross national, cultural or sectorial boundaries, such conflicts are much more likely to arise. Many existing EDI applications of course embed the types of document exchange sequencing of a trade scenario. However, these sequences are normally "hard coded" into the application programs, as specified in the terms of the trading partner agreement, a legal, textual document. A key aspect of the architecture presented here is that trade scenarios are "soft coded", in a declarative, rule-based form. This has the virtue that they may be down-loaded from e.g. a central library to meet the needs of a particular contractual situation.

3 Documentary Petri Nets

In Figure 1, the contracting process is divided into three main phases: shopping, negotiation and performance. (While we recognize that this over-simplifies somewhat, it is sufficient for present purposes.) Interpreting this in an electronic commerce context, the shopping phase involves navigating among the product offerings of various vendors (e.g. electronic advertisements on the Web). As a result of this phase, the customer identifies a prospective vendor and specifies the product characteristics to be purchased. During the next phase, negotiation, the parties will arbitrate two things:

- **a. doing** tasks - such as payment terms, delivery terms
- **b. control** tasks - including documentary requirements.

The output of this negotiation will be the specific trade scenario that the parties will follow for the execution of the contract. The negotiation process itself also follows a scenario. For many types of trading, this negotiation scenario remains more or less the same. The documentary controls for such a negotiation scenario will be such
standardized (EDI) documents such as purchase order, PO acknowledgement, etc. However, in certain contract domains, additional controls are required. One example is secured loans, such as home mortgages or documentary credits. In these cases, substantial additional control documentation is needed such as credit worthiness of borrower, inspection of the asset, market value of the asset, and so on.

In this section we describe the representation called Documentary Petri Nets (DPN's), used to specify the procedural aspects of a trade scenario. A basic issue for this project is how these trade procedures should be represented (a.) from the modeler’s perspective, and (b.) from a computation (inferential) perspective. In the course of our prior research, we have examined a wide number of such representations, including state-transition diagrams, marked graphs, event nets, event grammars, the event calculus, process algebras, temporal and dynamic logics. Eventually, we found Petri nets ([1, 18, 19] to be the most appropriate representation for capturing the temporal/dynamic aspects of electronic trade procedures, offering both a graphical representation (for modelers) and a formal basis for the verification of various properties (computational). In addition, Petri nets have become popular in a wide variety of problem domains, including numerous workflow systems, where sequence, contingency and concurrency of activities need to be modeled. This wide acceptance facilitates the training and understandability for electronic trade scenarios. However, Petri nets by themselves offer only a temporal framework for the procedural representation. For that reason, we have found it necessary to add various extensions to the Petri net representation, making it more appropriate for the modeling of trade procedures. We call this extended representation Documentary Petri Nets (DPN's).

Basic Petri nets focus on the representation of discrete dynamic systems, including aspects of concurrency and choice. A Petri net is a bi-partite, directed graph
Documentary Petri Nets

with two types of nodes: \textit{places} (represented as circles) and \textit{transitions} (typically represented as bars or boxes). Arcs connect places with transitions or vice versa (it is not allowed to connect two places or two transitions). The dynamic behavior of the modeled system is represented by tokens flowing through the net (represented as blackening of a place). A transition is enabled if all its input places (i.e., arcs exist from those places to the transition) are marked. If this is the case, the transition removes the token from each input place and instantaneously produces one in each output place (i.e., an arc exists from the transition to the place). This is called the \textit{firing} of a transition.

\begin{figure}[h]
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\includegraphics[width=0.8\textwidth]{figure2a.png}
\caption{DPN Transition (Action) Syntax}
\end{figure}

\begin{figure}[h]
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\caption{DPNTimer Event Syntax}
\end{figure}
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\caption{Example DPN for Deadline}
\end{figure}
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\includegraphics[width=0.8\textwidth]{figure2d.png}
\caption{DPN Document Place Syntax}
\end{figure}
With Documentary Petri Nets, an important extension to basic Petri nets we make is the interpretation of transitions as the actions of contracting parties, which are indicated by an associated label of the form shown in Figure 2a. Also, whereas basic Petri nets represent relative time (as a partial ordering of events), we needed to add certain absolute time notations for deadlines, etc. In DPN's, these are included as a special kind of transition, called a timer event, having an associated label of the form (">>" is time ordering), as shown in Figure 2b. Most commonly, these involve a comparison of the built-in parameter, @current_date, with another date such as a delivery deadline. For example, see Figure 2c. In this case, the token will be taken by the first transition to occur. Thus, if the event that the current date exceeds the delivery date occurs before the delivery of the goods, the token will move to the state of breach.

1 Here we are presenting the notation for role DPN's, where all the actions in the procedure refer to the same agent. Another form of DPN is possible, called a joint DPN, that models the coordinated actions of some or all of the parties together in a single graph. In that case, the form of the action labels for transition nodes becomes:
<role(s)> : <action>
and the form of the labels for documents places (incoming or outgoing) becomes:
<sender role> to <receiver role> : [<document list>]
and similarly for physical goods:
<sender role> to <receiver role> : [<kind of good>]
Another important extension to basic Petri nets that we have added in DPNs, is a representation of documents. Syntactically, these are another kind of place node, called a document place, drawn as a rectangle. In the role procedures, each document place has an associated label of the form as shown in Figure 2d. Normally, the document list will be only a single document (type), but this allows also for the sending of bundles of documents as a single documentary communication. A frequent type of documentary exchange relates to the transfer of funds. Often, this is a document sent to a bank, such as a payment instruction. In business-to-business transactions, the exchange of actual cash is fairly rare. However, to model such cash payments we also use the same notation of a document place. (Thus, we would consider paper currency as a special kind of performative document.) A variation of document places that is occasionally used is a goods place, indicating the exchange of physical goods. The notation for this is a cube, and it has a similar labeling as for document places as shown in Figure 2e.

In addition to the above described labels, any of the control places, document places or goods places may have an additional kind of label, known as a state predicate. These use the same predicate notation as in Prolog, and are used to indicate additional properties and relations that become true when the place is marked. These are commonly used to indicate changes in deontic status, for instance, obligation(X:A,Date) which means that party X has an obligation to perform action A before the deadline, Date. This is illustrated in Figure 2f.

One important aspect of modeling trade scenarios is the ability to model the procedures of each role as a separate Documentary Petri Net. This modeling style results in a clear, visual separation of the various the roles, that also enables their geographical separation. Indeed, it is this characteristic of the DPN modeling technique that allows the automated trade scenarios to be executed in a distributed fashion, by legally autonomous parties. The only coordination between the various role scenarios is by means of the (electronic) documents they exchange. This directly parallels the way paper-based trade procedures operate today.

2 Typically, these documents will be in a structured format such as UN/EDIFACT or XML/EDI [12]. However, they could equally well be a logic-based format such as Kimbrough’s FLBC [9]. The only requirements that selected data needed by the procedure be retrievable from the document.

3 Computationally, the data in these documents is persistent; that is, once a document has been received by a role, it is recorded in the role’s local database, and remains there even though the document place may cease to be marked. Functionally, this is similar to the way electronic documents are handled in actual practice. An alternative approach would be to use colored Petri nets [1], where data would be carried through the Petri net by means of structured tokens. We found this latter approach to be unnecessarily complicated for our modeling needs.

4 Automated trade scenarios, operating over digital networks, obviously do not handle or transport physical goods directly. The use of this notation is usually to describe the larger system, where physical as well as electronic actions are modeled.

5 This example also illustrates the use of logical variables (as in Prolog) within a DPN. The scope of these variables is the DPN procedure where it appears. By contrast, parameters, which begin with "@" (e.g.,@delivery_deadline) may be global in the entire model, or refer to data elements in documents within the role.
4 Modeling Example

As an example problem domain we will analyze the formation and execution of an international contract for the sale of commercial goods [5]. Commonly, international sales contracts are executed by a documentary credits procedure, subject to the rules set forth in the Uniform Customs and Practice for Documentary Credits [6].

Documentary credit procedures were introduced by the banking community in order to solve a common problem in business: the lack of trust among trading partners. When partners do not know whether they can trust each other, the risk for both buyer and seller is very high. For example, the buyer might pay for the goods without being sure of receiving them or the seller may ship the goods without being sure of getting paid. These problems arise particularly when the trade is international, as a common legal and banking system exists when trade is conducted within the same country. The solution that the banks offer to international business is that they take over the risk for the buyer and seller. The buyer and seller may rely on a trusted relationship between their banks.

Documents play an important role in these transactions in that payment for the goods is made not on the delivery of the goods themselves but on the presentation of stipulated documents. Stipulated documents may include a commercial invoice, an insurance certificate, a certificate of origin, and a transport document (e.g., a bill of lading or an airway bill), among others. The seller receives payment by presenting the stipulated documents to a bank (the advising bank) that the buyer has instructed to make payment.

Two attributes make documentary credit procedures a challenging domain for automated trade scenarios. First, these procedures involve numerous agents who often must interact in different native languages. The agents in an international sale using documentary credits may include two or three banks, a forwarder/broker, a liner-agent, a land transport carrier, a customs official, an insurance agent, a stevedore (to load the goods on the ship), a ship's captain, and several others in addition to the buyer and seller. Also, the goods may have to cross several borders in their transit from seller to buyer; thus, multiple versions of documents in various languages may be required. (The multi-lingual interface and text generation capabilities of InterProcs are thus useful here as well.)

Second, these procedures are mired in bureaucratic complexity and are subject to a host of confusing rules depending on the countries of the exporting/importing parties. At one time as many as 100 forms (i.e., performative communications) were required to ship goods from one country to another and to arrange payment [7]. The task of processing these myriad forms was so cumbersome that the goods commonly travelled faster than the forms, arriving before the documents did [10]. When the goods being shipped were perishable food stuff, the buyer was placed in the untenable position of watching his goods spoil as he waited for the documents allowing him to claim the shipment. Using information technology to generate, process (i.e., reason about) and transmit these documents can avoid these problems.

In the following example, we present a (somewhat simplified) trade scenario for a documentary credit procedure. The principal roles are:

- **Consignee**: the recipient of the goods (normally the buyer).
- **Shipper**: the party dispatching the goods (normally the seller).
- **Issuing Bank**: the bank issuing the credit (normally in the buyer's country).
Corresponding Bank: a partner bank, which handles paper work at the other side (normally in the seller's country).

Carrier: the transporter of the goods.

Almost all documentary credit procedures conform to the guidelines issued by the International Chamber of Commerce (ICC) Uniform Customs and Practices for Documentary Credits [6]. By including a sentence such as "this letter of credit has been issued under the rules of ICC/ UCP 500" these guidelines become legally enforceable, independent of differences in national legislation of the involved parties' countries. The diagram shown in Figure 3 gives an overview of the document flows among these roles. Following that, Figures 4a-e show snapshots taken from InterProcs of the role procedures developed for this trade scenario.

Figure 3. Overview Diagram for Documentary Credit Procedure

---

6 This model may also be executed from the Website: http://www.euridis.fbk.eur.nl/Euridis/
Figure 4a. Snapshot of DPN for Consignee

Figure 4b. Snapshot of DPN for Shipper
Figure 4c. Snapshot of DPN for Issuing Bank

Figure 4d. Snapshot of DPN for Corresponding Bank
In this section we provide an overview of the InterProcs system, which implements the modeling representations we have developed for automated trade scenarios. The motivation behind the development of InterProcs is to validate our concepts and representations for electronic trade scenarios, demonstrating their feasibility through realistic prototype transaction models with actual EDI documents. The system divides into two separate systems: InterProcs Executor, which executes existing transaction models; and InterProcs Designer, a tool for the design and knowledge base development of trade scenarios.

5 InterProcs

In this section we provide an overview of the InterProcs system, which implements the modeling representations we have developed for automated trade scenarios. The motivation behind the development of InterProcs is to validate our concepts and representations for electronic trade scenarios, demonstrating their feasibility through realistic prototype transaction models with actual EDI documents. The system divides into two separate systems: InterProcs Executor, which executes existing transaction models; and InterProcs Designer, a tool for the design and knowledge base development of trade scenarios.

5.1 InterProcs Executor

In this section, we explain the operation of the InterProcs Executor. With it, one can view and execute existing trade scenario models in three modes:

**Viewer Mode:** This mode provides a simulation of the total scenario on a single machine. The trade scenario is accessed as an applet from a Web site. Documents are transmitted among the roles internally within the executing Java program. This mode is useful for design and demonstration purposes. It also provides a convenient means for distant development of models: new versions of a scenario can be put up on a Web site and viewed by clients at remote locations.
Gaming Mode: As the name suggests, the purpose of this mode is for interactive gaming, normally as a single location using a local network, with multiple machines and multiple players. The roles of the trade scenario are downloaded from a Web site, and executed using InterProcs Executor as an applet.

Network Mode: The purpose of this mode is for prototype testing of the trade scenario in geographically separate locations. As in the gaming mode, the roles of the trade scenario from a Web site, but here they are executed using InterProcs Executor as a stand-alone application (which allows access to local files and databases). Documents are transmitted among the roles via normal Internet email.

5.2 InterProcs Designer

In this section, we explain the operation of the InterProcsDesigner. With it, one can design new automated trade scenarios utilizing:

- graphical drafting using Documentary Petri Nets, by role
- re-usable template sub-procedures
- design of electronic documents
- design of detail computations on documents

A principal feature of InterProcs is its graphical user interface for designing trade procedures. Furthermore, since the system embeds a Prolog engine, auxiliary rule-bases can be added to a trade scenario model, allowing further automated 'intelligence' such as heuristic navigation of regulatory constraints. InterProcs can not only be used to draw trade procedures, it also offers the possibility to simulate them, including graphical animation of the transaction flow. When designing trade scenarios, the scenario actions of each role are represented as a separate Documentary Petri Net, shown in a separate window on the screen. The communication between the roles is exclusively through exchanges of (electronic) documents. (This is a practical as well as legal requirement of trade scenarios.)

Trade scenarios may be constructed either top-down or bottom-up. Using a top-down approach, an integrated version of the overall trade scenario is developed, which is then (automatically) divided into separate sub-scenarios for each of the roles. Using a bottom-up approach, distinct scenarios (procedures) are developed from the perspective of each separate role. By simulating these together as a complete scenario, one is able to identify and diagnose any incompatibilities among the roles. The result, whether designed top-down or bottom-up, is an automated trade scenario that executes in a distributed fashion, with autonomous parties (at different geographical locations, with different machines) for each role. The characteristic that the resulting automated trade scenarios are distributed in this way is legally essential: since most of the documents handled by a trade procedure have a legal significance, it is vital that each organization have completely independent control of the documents they send out, since they will be legally responsible for the consequences.

Using the various operating modes of the InterProcsExecutor, this distributed execution of the trade scenario may be analyzed and evaluated. In the viewer mode, the distributed execution is simulated on a single machine. Using the gaming mode,
for instance in a group collaboration setting, managers can play the different roles, and become evaluate the scenario from the different role perspectives. In the network mode, different organizations may participate in the testing of the scenario from their local sites.

The system at present operates as a design and prototyping tool for trade scenarios. However, it has been developed in such a way (in Java) so as to be able to save the resulting trade scenarios as object-oriented components. These components may be combined with other business system components (e.g. for database access, security, application interfaces) to provide a production-level implementation. With this vision, trade scenarios may be stored in a publicly accessible, global repository, available via the Internet. Thus, the promise is for plug-and-play installation of complex trade transaction models, enabling small as well as larger companies easier entry into new (also international) markets.

6 Automated Generation of Trade Scenarios

A limitation of the manual design approach presented thus far (and as well, a limitation of other open EDI approaches) is that the scenarios produced are fixed, that is, they cannot be adapted or adjusted to meet additional needs of a given situation. In this part of the project, we address this problem with an expert system approach, by which scenario components are broken down into reusable component parts, which can be flexibly reassembled to meet the needs of a wide variety of situations. The computational formalism we introduce is called a procedure constraint grammar (PCG). As its name suggests, an objective of the PCG representation is to describe procedures by their temporal ordering constraints, rather than the absolute sequence of steps. This allows for more flexible re-combination of procedural components (doing and control tasks).

Using a procedure constraint grammar, the user interacts with the system, specifying constraints and objectives of the contracting situation. Based on these specifications, the system composes a trade procedure, which is presented in graphical form, and which can then be compiled and simulated. Here, the term 'grammar' is used in the linguistic sense of generative grammars, i.e. a set of rules for generating syntactically correct or well-formed sentences in a language. The objective of PCG rules is to generate procedures that are not only well-formed syntactically, but also from a control standpoint. In this aspect, a procedure constraint grammar operates like an expert system shell that may be used to develop knowledge bases about contracting and associated legal and documentary requirements. Unlike language grammars, however, which are typically represented as an integrated hierarchy of rules, PCG's are organized as constraints on a target procedure. It is the job of the PCG constraint solver to identify a (minimal) solution procedure (according to some preference ordering of the user - e.g. minimal duration vs minimal risk).

Key features of procedure constraint grammars are therefore their flexibility to model situation-specific variations of generic trade procedures, and the re-usability of procedural knowledge previously developed by domain experts. Our objective is in a sense to obtain the best of both worlds, to allow contracting parties to specify unique requirements of their contract situation, while yet maintaining a legal integrity and controls in the trade procedure. The resulting electronic trade procedure should be
trustworthy in that each of the parties is assured that preventative or detective controls are in place in case of the other party's non-performance, or other accidental events occur. Other approaches to this objective have been considered, but proved not to be sufficient. These include a sub-procedure approach, where actions of the trade procedure can refer to other substitutable procedures. This proved too inflexible in that the situational variations often need to include a combination from different sources of procedural knowledge: those related to the task; those relating to controls; and those relating to the specific communications media employed. We also considered an object-oriented approach, but found it to have similar difficulties. Object oriented methods handle procedural knowledge mainly by overriding routines in the parent procedure. For our purposes, this is much like the sub-procedure approach. Additionally, the requirement of multiple knowledge sources leads to multiple inheritance, with the associated difficulties of contention.

In our current approach, knowledge specified as independent 'constraints', which can be at arbitrary levels of abstraction. Where different levels of abstraction need to be combined, this is handled by the constraint solver by expanding them to a common lowest level of detail. Where contentions occur, these are dealt with by preference orderings, which are specified in the knowledge base. Further discussion of procedure constraint grammars is found in [12, 14, 15]. The notation used in these papers is a linear one, similar to that used in many AI planning systems. Currently under development is a graphical variant of the current DPN graph notation, that we call scenario templates. Using these scenario templates are designed graphically in much the same way as the current DPN's are. Scenario templates can invoke other scenario templates as sub-procedures (with parameters and logical variables as arguments). We allow multiple variations of a scenario template definition, with different selection conditions. (This is like the multiple rules in a grammar). Together, these scenario templates comprise a scenario grammar of equivalent functionality to the PCG's described above.

7 Summary, Conclusions

The concept of an electronic trade scenario was introduced as a potential solution to "open" electronic commerce - trade among parties that have no prior trading relationship. The vision is that these trade scenarios would be stored in a publicly accessible electronic library (perhaps a "global repository" maintained by an independent international organization), and downloaded by trading parties as needed for a particular trade. The Documentary Petri Nets (DPN) representation was presented as a candidate representation for such trade scenarios. The InterProcs system was presented as a prototyping environment to support the design and execution of such trading systems using this DPN representation. Features included a graphical design interface for trade scenarios, Internet-based scenario execution, audit daemons for detecting control weakness, as well as scenario grammars and supply chain designer for the automated generation of trade scenarios. Future directions include the output of trade scenarios as object-oriented components for assimilation within emerging business component architectures, to support plug-and-play installation of trade scenarios into production transaction systems.
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Abstract. In this article a general business process architecture is presented, which is based on the Architecture of Integrated Information Systems (ARIS) and which is composed of the four levels of process engineering, process planning and control, workflow control and application systems. The ARIS-House of Business Engineering encompasses the whole life-cycle range: from business process design to information technology deployment, leading to a completely new process-oriented software concept. At the same time, the architecture bridges the gap between business process modeling and workflow-driven applications, from Business Process Reengineering to Continuous Process Improvement.

1. New Approaches of Developing Information Systems

There are two fundamental ways of (re-)engineering information systems. The “formal driven” approach is based on the goal of developing and implementing a technical correct running system. The “content driven” approach is based on the goal of developing and implementing an organizational correct running system. By using reference models, content and technology can be combined in a new way.

The content driven approach starts with the design of the strategic business opportunities and the organizational requirements. The resulting models are the basis for an iterative business improvement and technological implementation. The content driven approach can be structured as a layer model and described in an architectural framework for business process management. Reference models as “blue prints” for business engineering can be used to model and optimize business processes.

The term "business process" is defined universally. A business process is described as a procedure relevant for adding value to an organization. It is viewed in its entirety, from beginning to end. Figure 1 illustrates the business process of order entry processing. The initial requirements of the customer lead to order acceptance by the manufacturer’s Sales department. Sales then relays information to Purchasing, in order for them to supply bought-in parts. Finally, Production plans and executes the work-order.
Figure 1 illustrates this procedure by a series of events triggering functions. The initial event of the process is the customer requirement. The final event is the completion of the product in Manufacturing. Events not only trigger functions, they are themselves the results of functions. Processes can be split into sub-processes. Conversely, sub-processes can be joined together. By introducing logical operators, the control structure with its event-driven process chain (EPC) can be expanded to accommodate variously complex procedures [1], [2], [3].

Fig. 1. Modeling of a business process, using event-driven process chains (EPC) [4]

Besides describing the procedural structure of events and functions, there must also be a focus on describing the organizational units assigned to the functions. Many reengineering projects are actually directed at re-allocating functions to organizational units.

Aligning the enterprise along its processes offers the possibility to hit several business targets. But a process-oriented business management not only requires a concept for the systematic design and organization of the business processes themselves (by means of so-called Information System Architectures).

Process-oriented business management also calls for tools and concepts to design the information systems supporting these processes. The aim is to design and control the organizational structures in a very flexible way so they can rapidly adapt to changing conditions (of the market, competitors etc.) [5].
2. ARIS-House of Business Engineering Architecture

Despite an abundance of various reengineering concepts in recent years, business processes have emerged as the focal point of business reengineering [6], [7], [8], [9], [10], [11].

The Architecture of Information Systems (ARIS) can be used as a keystone for Business Process Reengineering and Business Process Management [1], [4], [12]. ARIS-House of business engineering (HOBE) enhances the ARIS process architecture by addressing comprehensive business process management, not only from an organizational, but also from an IT perspective (see Figure 2) [12], [13].

Fig. 2. The ‘ARIS-House of Business Engineering’ Architecture of Business Processes [4]

Because business process owners need to focus on the „one shot“ engineering and description aspects of their business processes, ARIS HOBE provides a framework for managing business processes -- from organizational engineering to real-world IT implementation, including continuous adaptive improvement. HOBE also lets business process owners continuously plan and control current business procedures and devote their attention to continuous process improvement (CPI) [14], [15].

At level 1 (process engineering), business processes are modeled in accordance with a manufacturing work schedule. The ARIS concept provides a framework which covers every business process aspect. Various methods for optimizing, evaluating and ensuring the quality of the processes are also available.

Level II (process planning and control) is where business process owners’ current business processes are planned and controlled, with methods for scheduling and
capacity, and (activity based) cost analysis also available. Process monitoring lets process managers keep an eye on the states of the various processes.

At level IV (workflow control), objects to be processed, such as customer orders with appropriate documents or insurance claims, are delivered from one workplace to the next. Electronically stored documents are delivered by workflow systems.

At level IV (application system), documents delivered to the workplaces are specifically processed, i.e., functions of the business process are executed using computer-aided application systems -- ranging from simple word processing systems to complex standard software solution modules--, business objects and java applets.

The four Levels are interdependently connected. Information at Level II regarding the profitability of current processes, is the point of departure for continuous adjustment and improvement of the business processes at Level I. Workflow Control is linked to Level I, because Workflow Control at Level III requires the description of business processes. At the same time, Workflow Control reports actual data regarding the processes to be executed (amounts, times, organizational allocation) back to Level II. Applications at Level IV are executed from the workflow system at Level III and configured according to the business process models at Level I.

2.1 Engineering Business Processes

Business process engineering aims to achieve the greatest efficiency possible in terms of business-organizational solutions. Organizational departments, reengineering project teams or even business process owners can be responsible for process engineering. While work schedule development for manufacturing processes might be institutionally allocated to a certain department for years as job preparation, other kinds of business processes are not quite as regimented. We would recommend having the same entities responsible for engineering as are responsible for the business processes themselves.

Generally, enterprise business processes, such as a typical purchasing process, are engineered at the type level. Subtypes for certain subforms (orders for spare parts, normal parts or just-in-time parts, for example) can also be created. However, ordering processes are usually not modeled just because specific parts need to be ordered.

On the other hand, work schedules for specific parts in manufacturing processes are indeed documented. This is due to the fact that process descriptions are not only used to support fundamental organizational rules, but also for direct process execution. The more process documentation is utilized for executing business processes, such as for workflow control, the more descriptions for process instances become necessary.

When engineering optimal business processes, reference models can be included, along with available knowledge on best practices. It is also possible to compare alternative procedures (benchmarking) or carry out simulation studies or quality evaluations.
Reference models, which can be developed in real-world situations (best practices) or theoretically, document process know-how that can be utilized for modeling. We can distinguish between procedural models or the implementation of standard software, and business models such as for order processing or product introductions. Models can be specialized for vertical markets (resulting in vertical market reference models). ARIS concept reference models, developed by consultancies with expertise gained in customer projects, are available for practically every vertical market. Thus, documented process expertise results in the development of commercial products.

Reference models can be quite comprehensive, consisting of hundreds or thousands of model objects. This is why various levels of aggregation are used. Reference models provide enterprises with an initial process engineering solution, letting them determine the degree of detail of the model and the business content. Adapted to company-specific requirements, reference models evolve into company-specific models. Actual case studies have shown that the use of reference models in organizational projects can reduce time factors and costs by more than 30%.

Reference models provided by software vendors as software documentation (the most comprehensive model being SAP’s R/3 reference model) benefit the customer by utilizing business process know-how, providing the opportunity to compare business software solutions or pinpointing positive or negative implementation issues. Process know-how is increasingly being regarded as an important component of overriding corporate knowledge management. Corporate knowledge includes know-how regarding the products, technologies, organizational procedures and rules as well as the individual know-how of each individual employee. Documenting, storing, utilizing and enhancing this basic know-how is a key task of knowledge management [16].

While it is essential to evaluate activity based costing and benchmarking results for a single business process, multiple alternatives are generated, studied and analyzed in simulation studies in order to engineer the best possible business process. No methodical enhancements of the business process model are necessary for defining and analyzing the various engineering alternatives in what-if-situations. After analysis, the existing process model serves as the foundation for the simulation. In dynamic simulations, on the other hand, the dynamic behavior of process alternatives is studied. Individual processes are generated in accordance with the process model, their processing is tracked. Thus, processes are defined at the instance level and their interrelationships are analyzed. This pinpoints any potential delays before any processing begins. As far as the process alternatives to be analyzed are concerned, it is possible to define various process structures, processes with different function times and operating behavior, respectively, of the respective organizational units. Alternatives are generated individually, in accordance with empirical studies, or randomly and automatically.

The structure of a simulation model can be derived directly from the general structure process (see Figure 3).

ISO 9000 definitions include criteria for defining the quality of business processes. Companies can have their adherence to these standards certified. The main idea of these certifications is that the quality of the processes is an indication of the quality of the processes themselves.
All around the world, standards such as ISO 9000 and 9xxx, as well as the more rigid QS-9000 in the automotive industry, are now well established. In addition to certifying adherence to basic standards like ISO 9001, they stress management aspects and pave the way for total quality management (TQM). Efforts towards enhancing quality do not grind to a halt, however, once adherence to ISO 9000 standards has been certified. In order to optimize enterprise processes in accordance with certain goals, TQM requires people to think and act in a process oriented manner and to constantly review and improve existing procedures.

The result of systematically capturing, storing and maintaining business process know-how in a repository is called a process warehouse. Process warehouses are fed from a wide range of project sources in which business processes are analyzed. These projects can include reengineering tasks, ISO 9000 certification, implementation of standard software, activity based costing, etc. When various methods and tools are used in these projects, the content of the models in the process warehouse needs to be consolidated and then merged with other models. In consistent and transparent organizational guides, this process know-how can then be made available to additional projects. Finally, Internet and intranet technology enables distribution in global enterprises.

![Simulation Diagram]

Fig. 3. Example of a simulation with EPCs [4]

2.2 Planning and Controlling Business Processes

Engineering a business process concludes in a kind of template for individual business processes (process instances). In order to be able to plan and control current
business processes, the appropriate information must be made available to the persons responsible for the process.

Process monitoring provides the employees involved in and responsible for the business processes with up-to-date status information regarding the current business processes. In addition to the processing status, current process times and process costs can be shown ad hoc. This provides the persons responsible for the business process with transparent information for answering customers’ questions and manipulating the remainder of the process if necessary.

Project and production scheduling systems also provide information on "to-be" and "as-is" deviations from the schedule and costs of the business processes that are to be executed. This, as well as other information, is utilized to continuously improve business processes.

Every method used in describing Level I, such as process analysis, model comparison, ISO 9000 certification or simulation, can be employed for CPI. BPR and CPI should be regarded in the same vein. When a certain situation arises, causing a company to reflect on its structures, this in turn can lead to a BPR project. However, even after resolving the problem, processes still change. New organizational concepts can arise. New Best Practice cases become available as reference models. New technologies are invented. New knowledge is obtained from processes, which have just been implemented, leading to an adjustment of the process. Hence, Process Design is a continuous process. Frequently, conflicts of interest lead to apparent disparities between BPR and CPI: applications vendors are sometimes blamed for the lengthy procedure occasionally necessary to implement their software. They are concerned that their product could be held responsible for any additional delay if they are connected with a BPR project. Therefore, they oppose BPR strategies and recommend rapid installation of their software and subsequent CPI. Due to their interest in selling consulting services, consulting companies, on the other hand, recommend the opposite approach: first, develop a new engineering (organizational) concept and then support it with the new software. This prevents unnecessary and awkward procedures from being carried over into the new software concept. The contradictions of these two approaches are resolved in the 'ARIS-House of Business Engineering' because BPR and CPI are so closely intertwined.

The integration of a process costing component within ARIS is important for implementing a permanent Improvement Process (see Figure 4).
The intense debates in business administration circles in recent years regarding process costing generally dissipate if one adheres to this basic view of business processes [17], [18]. Process costing has always been around, however, only in areas in which process descriptions are available, such as in calculating manufacturing processes. That is why we use terms like concurrent calculation, where as-is costs of a manufacturing order, and thus of a manufacturing process, are determined in parallel with an ongoing process.

Process data can also be summarized in an executive information system (EIS) or data warehouse, supporting process management.

### 2.3 Workflow Control

Business process engineering and business process planning levels, respectively, are geared to business oriented managers. Workflow control converts business processes into IT tools.

Generally, it is not possible to administer an entire business process with one application software system. Very often, a variety of systems for sales, purchasing, manufacturing or accounting is necessary. Even integrated standard application packages have gaps which have to be filled by custom systems or standard applications from other vendors. None of these systems is individually capable of determining the status of the entire process (for example, every processing state of a particular order). It therefore makes sense to allocate the responsibility for comprehensive process control to an explicit system level rather than distributing it across several systems. This level is called „workflow“.
Workflow systems pass the objects (documents) to be processed from one workplace to the next. Ideally, they do this electronically, from the computer system of one workplace to the next operation step’s system. This requires a detailed description of the procedure, customized for the individual process type, and of the respective employee [19].

Figure 5 illustrates how a specific process in the execution level is derived from the procedure defined in Level I. Instead of the general attributes of the organizational unit, we now find actual business users. Instead of the general term, we find an order that is linked to an actual customer.

After the conclusion of a workstep, the workflow system retrieves the document from the electronic out-bin of the business user and transports it into the electronic in-bin of the next business user. If several business users are involved in processing, the procedure can be placed in several in-bins. As soon as a business user has begun with the process, the procedure is deleted in the other in-bins. The workflow system is informed of the process status, execution time and the appropriate business user of every business process. Thus, the workflow procedure is also the foundation for Process Management in Level II. It reports the data for cost and scheduling evaluations and provides process information for process monitoring. An agreement by the Workflow Management Coalition, a group of Workflow vendors, has standardized interfaces. Now, various workflow systems can be linked with one another [20].

The process representation of workflow systems can also be used to guide business users. This increases their knowledge of the interrelationship of organizational business processes.

The specific procedure in Figure 5 (right box) follows from the general business process procedure. You create a specific procedure by giving information on particular business users and by selecting a certain path outlined in the general business process description. Thus, business users can always see how their activity is embedded in the process, who will precede and who will succeed them within the process. For example, they can also see that only the left branch of a business process is relevant for them; the control flow of the right branch might be deleted. Since a particular process has not been created for the business user of the succeeding activity, only the department name, ”Warehouse”, is listed. Depending on the capacity situation at that time, the business user of the next workstep is not determined until the conclusion of the task. During Process Workflow, processes with precisely defined procedural structures can be differentiated from processes with only roughly defined procedural steps.

In many operational or repetitive procedures (such as order or loan processing), functions, their procedural branches and organizational units are determined from the start. Thus, the process is well-structured and can be described with the EPC method. On the other hand, other processes can only be described partially since functions become apparent during the process. This is also the case when the sequence of the process steps is determined ad hoc or the organizational units to be processed become apparent on an ad hoc basis. In these cases, we define the process as being poorly structured. It can only be modeled in an imperfect way. For example, functions can only be presented in a ”TO DO” list; the sequence will be determined by the project
team during the process. It is at this time that the person to whom the task has been assigned, is also determined.

Fig. 5. The workflow component guides users according to processes [13]

Workflow systems seem to be more suitable for controlling well-structured processes. Likewise, less structured processes are supported by groupware systems, which only offer tools such as electronic mail, video conferencing, shared conferencing etc., but which do not require logical knowledge of the processes. In real-life situations, we will always find a mix of these two structure forms. Thus, workflow systems are capable of "exception handling", that is, procedure control can be changed ad hoc during processing. This functionality can be linked with groupware tools, complementing workflow and groupware. In the future, these two systems will even grow together.

2.4 Application Systems

Current vendors of integrated software systems are splitting their systems into smaller modules. Many of them are now just loosely coupled. This makes it possible to release upgrades for each individual module and not across-the-board for the entire system. On the whole, there is a strong tendency today towards splitting application software into individual components (componentware). These modules are re-assembled into complete solutions according to process models. The operational data in these applications are managed by database systems.

In the object-oriented approach, data and functions are encapsulated and communicate via a messaging system, which performs material handling for the workflow
system. The objects correspond to the "folder" and provide references to data and functions. It is important to note that Level III is responsible for the entire process of the operation. It calls up objects to be processed, such as electronic forms for filing insurance claims, loan application forms for loan processing operations or customer orders for customer order processing. It then passes them on to the appropriate processing station and calls up the program modules.

This separation of the control flow of programs and function execution is bringing about tremendous changes in the software market. Vendors of conventional application software will have to decide whether they want to be brokers’ at Level IV and just provide "componentware" with some editing functionality - or if they want to move up to the rapidly growing workflow systems market. Conversely, software manufacturers without much experience in applications are reaching a new point of departure, now that workflow systems are being developed. Particularly in service applications, the processing rules in Level IV can be so simple that they only involve data entry or document editing. Many functions could therefore be executed at this level, such as calling up a spreadsheet or a word processing program. This makes workflow systems that control the coherence of a procedure all the more important.

What this means for users is that a new architecture for application software is on its way. Service providers, such as banks and insurance companies, do not have a large selection of standard applications at their disposal to support their operational procedures. Now they can document (model) their business procedures in Level I and control their procedures by implementing a workflow system in Level III. In Level IV, they can still use their existing software to support the processing rules. Nevertheless, today it is necessary to split software in Level IV and make it accessible to workflow control. By separating procedure control from function execution statements, information systems are split into data management, procedure control and function execution.

Figure 6 shows a prototype of such an integrated process-oriented information system. The left window represents the user interface of the modeling tool and the features that can be used to design and analyze information models on Level I and II. The models stored in the repository can be used to configure and activate workflow processes. The window in the middle shows an activated workflow process on Level III. The application software on Level IV is pushed by the workflow management system and represented in the right window.

3. Customizing and Configuration with Reference Models

When supporting business processes in their entirety, it is not sufficient to simply split the whole process into the four parts intellectually or as a physical system, as described above. We must also separate their links with one another. We have already noted that the individual business events in the Process Workflow Level are generated by copying the business process design in Level I. The generating of this business design is thus a link between the business process modeling tool and the workflow system. In the Workflow Management Coalition, experts are working on creating
accepted standards for this link [20]. The same goes for delivering workflow results to Level II, for example, by delivering details regarding as-is schedules or as-is amounts to Level II for evaluation purposes.

These two links make it possible to immediately update a business process procedure, even in execution and evaluation levels. This occurs without having to manipulate any computer programs. Thus, organizational Design Level I plays a tremendous role within the whole architecture.

From an organizational point of view, the link between Level I and Level IV is equally important. Thus, the modeling level not only generates procedure control, but also processing rules and data transformation. After starting with a group of processing rules that are only very roughly defined, for example, it is possible to filter and adapt only those that are really important for the business procedures.

Application Systems of the future have to be consistent in carrying through this concept of model-driven customizing:

Changing the attributes of the data model in Level I alters the data tables in Level IV (see Figure 7). Modifying process models, in turn, varies the sequence of function procedures. Changing function models either switches off or activates functions. Finally, employing the organizational model allocates functions to certain organizational units and determines the screen sequence. Application Systems are derived directly from industry-specific market reference models described according to the ARIS Method. Using the Modeling tools, they can then be developed into company-specific "to-be" models.
In order to transfer the model into application software, a build-time-system, class library and configuration model is relevant. The build-time-system converts the company-specific ARIS model, based on object-oriented programming, into an operational application system (run-time system). The build-time system utilizes a class library consisting of predefined business administration and data processing classes. The processing rules for this conversion are comprised in the configuration model. Here is an example: Processing rules guarantee the DP-conversion of the ARIS models into database objects. They further govern the description of database objects and links between external and internal identifiers (e.g. for tables and columns). Besides modifying procedure rules, model-based customizing enables the adjustment or expansion of data models, dialogue masks and process organization. Thus, the application is derived directly from the process model of the enterprise and then configured from business-objects.
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