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Preface

Past, Present, and Future of Knowledge Acquisition

This book contains the proceedings of the 11th European Workshop on Knowl-
edge Acquisition, Modeling, and Management (EKAW ’99), held at Dagstuhl
Castle (Germany) in May of 1999. This continuity and the high number of sub-
missions reflect the mature status of the knowledge acquisition community.

Knowledge Acquisition started as an attempt to solve the main bottleneck
in developing expert systems (now called knowledge-based systems): Acquiring
knowledge from a human expert. Various methods and tools have been developed
to improve this process. These approaches significantly reduced the cost of de-
veloping knowledge-based systems. However, these systems often only partially
fulfilled the task they were developed for and maintenance remained an unsolved
problem. This required a paradigm shift that views the development process
of knowledge-based systems as a modeling activity. Instead of simply transfer-
ring human knowledge into machine-readable code, building a knowledge-based
system is now viewed as a modeling activity. A so-called knowledge model is
constructed in interaction with users and experts. This model need not neces-
sarily reflect the already available human expertise. Instead it should provide a
knowledge level characterization of the knowledge that is required by the system
to solve the application task. Economy and quality in system development and
maintainability are achieved by reusable problem-solving methods and ontolo-
gies. The former describe the reasoning process of the knowledge-based system
(i.e., the algorithms it uses) and the latter describe the knowledge structures
it uses (i.e., the data structures). Both abstract from specific application and
domain specific circumstances to enable knowledge reuse. Various methods and
tools have been developed in the meantime that support this (knowledge-level)
modeling process. A rather new insight (and here we are in the third phase of the
development process of the knowledge acquisition area) is that these methods
have a much broader application area than the original purpose they were de-
signed for. They cannot only be used to model knowledge-based systems in the
sense of implemented computer programs. Individuals, organizations, and com-
binations of human and artificial agents are knowledgable systems that solve cer-
tain tasks by using their knowledge. Knowledge Management is concerned with
acquiring, organizing, representing, and distributing the knowledge of such enti-
ties. It is not very surprising that methods and techniques developed for modeling
knowledge-based systems can be applied to support such activities. Currently, it
looks likely that this application scenario will become even more important for
knowledge acquisition methods than their original application area.

The contributions to the workshop reflect the three purposes of research on
knowledge acquisition issues. Some of them aim at further improving knowledge
elicitation (i.e., support the process of extracting and creating knowledge), some
of them deal with knowledge-level modeling of knowledge-based systems, and
some of them discuss possible ways to apply and redefine this work in a knowl-
edge management context.
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Asunción Gómez-Pérez, Dolores Rojas-Amaya

Formally Verifying Dynamic Properties of Knowledge Based Systems . . . . 157
Perry Groot, Annette ten Teije, and Frank van Harmelen

Integration of Behavioural Requirements Specification within
Knowledge Engineering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
Daniela E. Herlea, Catholijn M. Jonker, Jan Treur,
and Niek J.E. Wijngaards

Towards an Ontology for Substances and Related Actions . . . . . . . . . . . . . . . . 191
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Reengineering and Knowledge Management

Daniel E. O’Leary
University of Southern California, 3660 Trousdale Parkway,

Los Angeles, CA 90089-1421
oleary@rcf.usc.edu

Abstract.  This paper investigates some of the relationships between
reengineering and knowledge management, with particular emphasis on
sequencing relationships between reengineering and knowledge management.
This is done using four basic approaches.  First the paper explores how some
knowledge management computing artifacts can be reengineered.  Second, the
paper traces the interaction between reengineering and knowledge
management in typical organizational projects, illustrating the importance of
sequence, and extending the results with a real world example.  Third, the
impact of reengineering on ontologies and knowledge bases is briefly
reviewed.  Fourth, issues that differentiate reengineering knowledge
management systems and typical transaction processing flows are analyzed.
Finally, simultaneous reengineering and knowledge management are
investigated.

1 Introduction

The purpose of this paper is to investigate some of the issues in the relationship
between reengineering and knowledge management.  Both reengineering and
knowledge management are seen as basic processes being used to manage a
particular environment in order to improve processes and create value from the
processes.  Much of the focus of knowledge management has been to develop
knowledge management artifacts and processes around an existing set of processes,
in order to support further value creation from those processes.  However,
reengineering is concerned with changing processes to exploit the available
technology.  As a result, there are inevitable interactions between reengineering and
knowledge management.

Unfortunately, knowledge management and reengineering are not often used in the
same settings, either simultaneously or sequentially.  This paper argues that greater
improvement and value creation could occur if original artifacts and processes were
reengineered and then knowledge management artifacts and processes were
developed, or if both were done simultaneously.

2 Reengineering

Reengineering has been defined (Hammer 1990, p. 104) as using “...the power of
modern information technology to radically redesign our business processes in order
to achieve dramatic improvements in their performance.”  There are two basic
approaches to reengineering, the obliteration approach and the best practices

D. Fensel and R. Studer (Eds.): EKAW’99, LNAI 1621, pp. 1-12, 1999.
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approach.  Consistent with Hammer, the obliteration approach seeks to start from
ground zero and build the right processes.  The best practices approach has taken the
view that a library of best practices be developed and maintained.  Then firms would
choose a portfolio of best practices as a way of building the reengineered
organization.

Hammer elicited seven basic principles of reengineering that are useful in analyzing
how reengineered systems differ from their predecessors:

• Organize around outcomes, not tasks
• Have those who use the output perform the process
• Subsume information processing work into the real work that produces the

information
• Capture information once and at the source
• Put the decision point where the work is performed
• Treat geographically dispersed resources as though they were centralized
• Link parallel activities instead of integrating their results

Other authors (e.g., Davenport 1993 and Hammer and Champy 1993) have
developed alternative and additional principles.  However, in each case these
principles suggest that reengineered systems are fundamentally different than the
previous system.

Ultimately, as firms do reengineering, organizations, processes and people change.
Rather than being task oriented, jobs become outcome oriented.  Tasks are shifted to
different persons to accommodate reengineering.  Portfolios of tasks performed by
particular individuals change.  Reengineering leads to changes in who performs a
given process with those using the output performing the process.  In reengineered
processes, there are fewer accountants talking to accountants.  Instead, information
activities are gathered while the work is being done.  For example, loading dock
personnel can wand bar coded goods to gather input for a centralized database.  As a
result, of that shift, information is gathered a single time and decisions in
reengineered systems can be made where the work is performed.  The dock worker
gets information as to whether or not the goods were ordered, and decides how to
proceed based on that information.  Reengineered systems are likely to treat
geographically dispersed resources as centralized, in order to generate economies of
scale. Finally, rather than producing components in parallel and then assembling,
the processes are linked.  Too often in non-reengineered systems, parallel results did
not assemble effectively.  Throughout, processes are changed to exploit new
technologies.

3 Reengineer Knowledge Management Computing Artifacts [1]

Recently, Brown (1999) made the case for “calm computing.”  One of the primary
tenets of that speech was that current systems lead to information “underload” since
they limit context and periphery.  Brown asked the listener to imagine trying the
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“toilet tube” phenomena: put on the equivalent of toilet tube glasses and see your
periphery disappear.  Brown noted that experience was similar to what a computer
user would experience in today’s systems.  After noting the problem of information
underload, Brown addressed the issue of how computing could be changed to
accommodate broadening across three dimensions to generate context: center vs.
periphery focus; explicit vs. the implicit; and attending vs. attuning.

Part of that intriguing speech was concerned with generating “Knowledge
Management Computing Artifacts,” (KMCA) designed to mitigate the underload
problem.  KMCA would include the many efforts to develop maps of knowledge,
such as Inxight, developments in personal digital assistants (PDA’s) and other
computing artifacts.  In particular, Brown (1999) discussed a number of KMCA,
including audio icons and some “squeezy interfaces.”  Since the choice of the nature
of these icons and interfaces is based in process and designed using technology, they
are a potential subject for reengineering.

Audio icons that make noise when objects are trashed are one such artifact.  As
noted by Brown, one way in which audio icons can be used is to have the noise,
made based on the size of the file that is being trashed.  This is analogous to other
phenomena, for example, when a rock falls and hits the ground the bigger the rock,
the bigger the sound.  As a result, the audio icon captures some of the context in a
manner that is consistent with broad reaching human experience.  A big noise when
the expectation is for a small noise (or conversely) creates an awareness of a
potential problem.

With squeezy interfaces computing artifacts are established so that when a user
interacts with an artifact the right thing happens.  For example, a tilt-sensitive
personal digital assistant (PDA) was developed that mimicked the movement of a
Rolodex set of cards.

A physical Rolodex includes a card for each relevant person or organization.  As a
result, a Rolodex captures information about names, addresses, phone numbers and
email addresses.  A tour of organizations will find that many secretaries and some
managers have rolodexes on their desks.  Rolodexes can take many different forms,
as can be seen in an office supply order book, each with their own look and feel.

Overtime, Rolodex’s percentage of the address listing business has decreased and
will continue to decrease.  Increasingly, physical rolodexes are being replaced with
computer-based rolodexes.  Further, with the increasing use of “hoteling” in some
organizations, physical rolodexes are disappearing as manager’s desks disappear.

As a result, the Rolodex probably is not based in as broad reaching human
experience as say the noise of a file being trashed.  Many have probably never used a
Rolodex.  (The author has no intuition for a Rolodex.)  Accordingly, a PDA that
duplicates such a dated technology may be directing KMCA efforts in the wrong
direction.  Instead as with reengineering, squeezy interfaces for KMCA should focus
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on experiences with broader-based human experience, or resident in more
contemporary technology.

Another dated technology proposed for knowledge management is the “smart paper
staple.”  The notion of a smart staple derives from a staple placed in a cow's ear to
keep track of information about the cow.  Smart paper staples have an http address
stored in them so that addition or confirmatory information can be stored in an
alternative form.  However, the basic notion is that a paper copy is the primary
version.  An old technology is driving the KMCA.

In both the case of the Rolodex PDA and the smart paper staple, knowledge
management was applied to an existing process without reengineering and the result
is KMCA that is based in limited experience and/or old technology.

4 Stages of Interaction Between Reengineering and Knowledge
Management

Reengineering and knowledge management inevitably interact with each other.  In
addition, typically they are sequentially used to make processes more valuable and
efficient.  Some of the relationships are summarized in figure 1.

Knowledge Management

R
ee

ng
in

ee
ri

ng

No

Yes

No Yes

Classic KM

Classic 
Reengineering

Example: KM 
Support of ERP

Reengineering would
require change of 
the KM process

Stages of Interaction Between 
Reengineering and Knowledge Management

Fig. 1.  The interaction of reengineering and knowledge management and their sequencing.

4.1 Classic Reengineering

In a classic reengineering process there is little attention given to knowledge
management per se.  The primarily concern is making sure that the processes are
changed to exploit technology.  As part of this change, systems are likely to be
changed based on the seven principles of reengineering, discussed above.
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Developing systems based on those principles gets different portfolio’s of tasks to
different people than in the original system.  In addition, those principles often
reduce the number of employees.  All of these changes resulting in substantially
different systems.

4.2 Classic Knowledge Management

Classic knowledge management starts with an existing process and then builds a
knowledge management system to support the process.  In order to assure that
knowledge is gathered, updated, distributed and used, knowledge management
“bakes” it into the process, i.e., the knowledge management is embedded in the
process.  Perhaps the clearest example of baking knowledge management into a
process is in the case of a help desk.  At the help desk, representatives serve
customers.  Each transaction between representative and customer is captured
building up a history of relationships and knowledge about the customer and the
representative, in addition to the product.  That knowledge base can be used to
provide knowledge about customer service.

4.3 Knowledge Management Support of a Reengineered Process

Increasingly, knowledge management systems and artifacts are being set up to
support reengineered processes.  For example, substantial reengineering is going into
the development and implementation of enterprise resource planning (ERP) systems,
such as SAP.  Increasingly, knowledge management systems are being developed to
support use and development of those ERP systems.  For example, reports from ERP
databases are being developed and put on Intranets as a means of distributing
information.  In addition, firms are building FAQ's to help users answer questions
that they may have about how to use the system and other issues.

4.4 Reengineering and Knowledge Management: Which one first?

If a knowledge management system is developed for a process it will be designed to
provide information to the existing process.  If the system is reengineered then, as
noted above, that can change who does what tasks and needs what information.  If
the knowledge management system is baked into the process then if the process
changes so must the knowledge management system.  Accordingly, reengineering
will change the requirements of the knowledge management system, requiring
redesign.  As a result, generally, reengineering is first, followed by knowledge
management.

5 Case Study: Texas Instruments’ Capital Budgeting Process

This section provides a case study of Texas Instruments’ knowledge management
efforts in the area of capital budgeting.  In this case study, a department in Texas
Instruments built a knowledge management system without reengineering the
underlying process.  Ultimately, this bottom-up approach, without reengineering
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cements the existing capital budgeting process.  Unfortunately, there are some
limitations in the existing process that are also further exasperated by this further
cementing of the process.

5.1 Knowledge Management Effort [7]

In the form of an integrated expert system and database, the Microwave
Manufacturing Department built a knowledge management system.  At the time of
the case study, Texas Instruments was organized into 8 major groups, including
Defense Systems & Electronics Group (DSEG).  Each group consisted of entities.
For example, DSEG had six entities, including the Business Development Entity.
Each entity had about four divisions, e.g., the Business Development Entity included
the Microwave Technology Products Division.  Within divisions there were multiple
departments, e.g., the Microwave Manufacturing Department.  This basic
organization structure is illustrated in figure 2.

Texas Instruments Organization Structure

DSEG

Group

Entity

Division

Department

Business
Development

Microwave
Technology 
Products

Microwave Manufacturing

Fig. 2.  Texas Instruments has an extensive organization structure.  The system developer, the
Microwave Manufacturing Department, is at the bottom of the hierarchy.

Unfortunately, the capital budgeting process had a number of limitations at the time.
Capital expenditures required substantial documentation and committee review for
any expenditure of $1,000 or more.  Larger expenditures could require up to four
levels of management committees.  DSEG prepared over 1,500 requests in a typical
year, each of which could require substantial review time.

The knowledge management system, was built to facilitate the construction of
proposals to be submitted for funding, as part of the capital budgeting process.  The
system was based on knowledge gathered at the Microwave Manufacturing
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department level and was designed to meet the needs of a rapidly growing
department, with large capital requirements.  Because the department had experience
at generating (successful) capital packages, they had accumulated substantial
expertise in knowing what the committees wanted to see in a capital proposal.

The system had knowledge about depreciation, income taxes, and division
production plans.  A system user provided information about a particular capital
proposal and then determined what would need to be done to make the proposal
acceptable to the committee(s) responsible for evaluating capital proposals.  For
example, if the proposal included a request for a new welder, then the system would
ask the user questions about when the welder would be needed and how many welds
would be required.  Based on past experience the system would determine if the
welder would be approved based on the parameters gathered.

Whereas, the rest of the company averaged an 80% success rate on their capital
proposals, the Microwave Manufacturing Department was able to generate a higher
acceptance rate.  For one set of 50 proposals, the system indicated that three
proposals would not be acceptable by the capital proposals group, whereas the other
forty-seven would be acceptable.  The system was right on all fifty.  The system
apparently was so successful at generating budget proposals, that other groups,
entities, divisions and departments became interested in acquiring the system for
their own use.

5.2 Some Limitations in the Knowledge Management Effort

Although the system has been hailed as a success story for expert systems, there is
another perspective.  The Texas Instrument knowledge management effort was
limited in a number of ways.  First, the group that built the system was not in a
position to make any changes in the existing capital budgeting process.  The
development group was a “process taker.”  For example, even though the $1,000
requirement was very low, there was no change in the process.  Second, the group
took the existing processes and developed a system that would help them best
function within the context of the existing processes. The department needed capital,
and the system could be used to help them develop proposals that met the
requirements of the review committees.    The department saw the existing processes
as those that needed knowledge management support.  They optimized the
knowledge management system, subject to the existing processes, that the
department saw as constraints. Third, the development of the knowledge
management system ultimately further embraced the existing set of processes.  As
the system was given to other divisions, units, etc. the existing policies would be
further cemented in the organization.  As a result, there was no re-thinking of
budgeting policy and knowledge. The organization as a whole ultimately was driven
to using a system that contained the policies and other knowledge of the
organization, from the viewpoint a lower level department.
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6 Reengineering and Ontologies

Reengineering and ontology development also must be sequenced.  Currently, much
of the reengineering uses ERP systems to facilitate and enable reengineering of
transaction processing systems.  Implementation of those systems typically requires
that an organization change its organizational design and flows of information and
knowledge from a functional approach to process-oriented approach in order to
accommodate the ERP software.

Process oriented ontologies are likely to be substantially different than functionally
oriented ontologies.  Some differences in information flows are summarized in figure
3, which illustrates the basic differences in functional and process flows in SAP’s
R/3 ERP system.

Order Management Process

Proposal Commit-
ment

Configur-
ation

Credit
Check

Delivery Billing Collec-
tion

Pr
oc

es
s

Sales & Distribution

Production
 Planning

Sales & 
Distribution

Sales & 
Distribution

Materials
Management

Financials Financials

SA
P 

M
od

ul
e

Fig. 3. Sample Mapping of a Reengineered System to a Process, based on SAP’s R/3
enterprise resource planning system.

Process-based technologies are not just used in transaction-based systems.  Process-
based ontologies are also used in knowledge management systems.  For example, a
number of consulting firms have developed process-oriented ontologies that they use
internally to organize best practice databases.  A sample model of such an ontology
is included as figure 4.  A functional based ontology would be substantially different,
focusing on stove-piped functional needs rather than cross functional value creation.
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Perform Business Improvement

Manage Environmental Concerns

Manage External Relationships

Manage Corporate Services and Facilities

Manage Financials

Manage Human Resources

Provide Legal Services

Perform Planning and Management

Perform Procurement

Develop & Maintain Systems and Technology

Perform 
Marketing and

Sales

Define 
Products and
Services

Produce 
Products and
Services

Manage 
Logistics and
Distribution

Perform
Customer 
Service

KnowledgeView Multi-Industry Process Technology (Price Waterhouse)

Fig. 4.  One firm’s model of their ontology for their best practices knowledge base.

7 Reengineering and Knowledge Bases

Reengineering also influences the type and content of knowledge bases developed or
required for knowledge management.

7.1 Knowledge Base Types

The types of knowledge bases will differ between reengineered process organizations
and functional organizations.  For example as seen in figure 3, a process oriented
organization’s “Order Management Process” requires tight “linkages” between Sales
& Distribution, Production Planning, Materials Management and Financials.
However, in a classic functional organization, there are only limited linkages
between the functional areas.

7.2 Knowledge Base Content Differences

A “lessons learned” knowledge base could have substantially different content in a
reengineered process oriented organization, as opposed to a functionally oriented
organization.  In the process organization, linkages with other functions could force
development of different lessons learned.

The same lesson ultimately could appear in either knowledge base, but different
people could be interested in it.  For example, as seen in figure 3, all of those
interested in the efficiency of the Order Management process, would be concerned
with the financial aspect of collection.  However, in a functionally oriented
organization, only the financial department would be interested.
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8 Reengineering Knowledge Management Systems vs.
Reengineering Transaction- Based Systems

This section provides a brief discussion of how reengineering a knowledge
management system is different than reengineering a transaction processing system.
AI-based systems built to reengineer transaction processing systems (either explicitly
or implicitly) have concentrated on quantitative metrics that relate to measuring
flows of information.  Generally, those metrics are related to the principles of
reengineering.  For example, such systems might measure the

• number of hand-offs of a particular document (task vs. outcome orientation),
• extent to which output is used by those generating the information (have those

who use the output perform the process),
• extent to which information capture is embedded in work (subsume information

processing into the real work),
• information capture efficiency (capture information once and at the source),
• the amount of parallelism in a network flow representation of a process (link

parallel activities rather than integrating their results),
• extent to which a process is manual or automated,
• extent to which flows are reviewed (e.g., internal audit function of checking

documents).

Heuristics easily can be developed to take an existing graph representation of
information flow and reengineer it to optimize across these metrics.  In some cases
authors have used these same metrics to begin to try to reengineer knowledge
management systems.

Unfortunately, such a reengineering of knowledge management systems would likely
be the wrong path to pursue.  Knowledge management is not generally concerned
with transaction information flows.  Instead, reengineering of a knowledge
management system needs to consider the principles on which a knowledge
management system is based.   One such approach to capture some of the principles
of knowledge management was initiated in O'Leary (1998) (others have also pursued
these principles).  O'Leary (1998) argued that the principle functions of a knowledge
management system are to facilitate (the five C's)

• conversion of data and text into knowledge,
• conversion of individual and group's knowledge into accessible knowledge,
• connection of people and knowledge to other people and other knowledge,
• communication of information between users,
• collaboration between different groups, and
• creation new knowledge that would be useful to the organization.

Some quantitative measures that relate to these functions include
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• percentage of data analyzed using knowledge discovery approaches,
• percentage of text analyzed using knowledge discovery approaches,
• number of links connecting knowledge
• nature of network connecting knowledge (e.g., single level tree)
• percentage of groups or individuals actually collaborating,
• percentage of time spent collaborating

Unfortunately, these measures don't really capture how useful the system was or the
quality of the interactions.  Although reengineering of transaction-based systems can
pursue quantitative measures, reengineering of knowledge management systems also
seems to required more qualitative data, as captured in the following (and other)
questions.

• Does the knowledge management system accomplish these functions?
• To what extent does the system make converted or created information

available?
• Do all who need the system have access to the system?
• How can the system be modified to accomplish these functions?

9 Simultaneous Reengineering and Knowledge Management

Generally, this paper has portrayed a sequence of reengineering and then knowledge
management of a process.  However, from an alternative point of view, knowledge
management is a technology that needs to be exploited as part of the reengineering
process, suggesting simultaneity between reengineering and knowledge
management.

To-date there has been limited research and real world implementation designed to
address simultaneous development of a reengineered system and its supporting
knowledge management system.  Much of the technology designed to enable either
reengineering or knowledge management is not designed to facilitate generation of
the other.

10 Summary

This paper has argued that knowledge management and reengineering are tightly
bound together, and generally, reengineering should proceed prior to knowledge
management, or simultaneously.

When considered in the context of reengineering, some knowledge management
computing artifacts that have been proposed and developed put the knowledge
management first.   Although some KMCA are based in broad human experience,
others replicate out-dated environments that could be reengineered.
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In order to provide high quality processes, generally reengineering is pursued prior
to knowledge management.  If not, there can be a number of problems.

• Knowledge management further cements existing processes.  As a result, if
processes are not efficient or need to be improved, those inefficiencies will be
further entrenched.  Accordingly, it is critical to reengineer before the
knowledge management systems are built.

 
• Knowledge management needs to be pursued carefully.  Without reengineering,

knowledge built into systems may come from the perspective of knowledge and
policy takers.  The system may be built to “optimize” across the department’s
view, rather than the overall organization.  Ultimately, this can lead to a very
different system than that developed with the overall organization in mind.

 
• Ontologies developed for functional organizations are not generally applicable to

process-based organizations.  As a result, if firms are planning to move toward a
more process-based approach, then it can be important to reengineer and then
develop the ontology.

 
• The knowledge bases that come from first reengineering and then developing a

knowledge management system would differ substantially from those that would
result without first reengineering.
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Abstract. Formulating precise and e�ective queries in document re-
trieval systems requires the users to predict which terms appear in doc-
uments relevant to their information needs. It is important that users
do not retrieve a plethora of irrelevant documents due to underspeci-
�ed queries or queries containing ambiguous search terms. Due to these
reasons, networked digital libraries with rapid growth in their volume
of documents, document diversity, and terminological variations are be-
coming increasingly di�cult to manage.
In this paper we consider the concept of knowledge navigation for fed-
erated digital libraries and explain how it can provide the kind of inter-
mediary expert prompting required to enable purposeful searching and
e�ective discovery of documents.
Keywords: digital library, meta-data, ontology, clustering, browsing,
navigation, semantic indexing, concept searching.

1 Introduction

Digital libraries bring large volumes of information to the user, whether re-
searcher, analyst, student or casual browser. The classical approach by Infor-
mation Retrieval (ir) is to de�ne scalable techniques such as the vector-space
model for matching queries against many thousands of documents e�ciently [21].
This technique attempts to maximize the relevance of a document to a query. ai
approaches have also been similarly intensioned although focusing on applying
domain knowledge and analogical reasoning rather than numeric matching tech-
niques. For example, an analogical reasoning system can be used to construct
the possible interpretations of query terms corresponding to alternative paths in
the inference network and to negotiate them with the user. In this way the user
is able to select his/her intended interpretation of an unstructured query.

The relevance of query terms to documents is only one part of a complex
problem. Currently, there is a massive investment world-wide in making digital
document repositories accessible over networks. The result of this is that users
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of Digital Libraries (dls) are overwhelmed by the amount of documents that
are required to assimilate but also of the constant inux of new information. At
the same time there is also a major investment in providing indexing, catego-
rization, and other forms of meta-data for dl documents and a large number of
ir techniques have been developed for automatic categorization of repositories
for which human indexing is unavailable. These activities result in quite diverse
meta-data vocabularies, e.g., index and thesaurus terms, that characterize docu-
ments. Therefore, the number of meta-data vocabularies that are accessible but
unfamiliar for any individual searcher is increasing steeply.

1.1 Limitations of Index Terms

Despite user knowledge that several terms within a particular domain may have
the same meaning, known ir technology can only match terms provided by the
searcher to terms literally occurring in documents or indexing records in the col-
lection. Unfortunately, keyword expansion techniques have shown no signi�cant
improvements over other standard ir techniques as it is usually very di�cult
to choose which keywords to expand [5]. This implies that there are too many
potentially matching documents which may not be retrieved due to the variation
of the index terms used, and the uidity of concepts and vocabularies in di�erent
domains.

The situation described above is particularly acute in digital libraries with
spatial distribution which aim to make widely distributed collections of hetero-
geneous documents appear to be a single (virtually) integrated collection. Such
federated digital libraries (fdls) typically specialize in a fairly narrow and spe-

ci�c domain area, e.g., Biomedicine, Computer Science, or Economics. Although
the amount of searching in fdls is expected to rise, diminishing search e�ective-
ness and less reliable answers is the predictable result as a consequence of the
explosive increase in meta-data heterogeneity due to terminology uctuations.
The challenge is to provide automatically the kind of expert assistance that
a human search intermediary, familiar with the source being searched, would
provide. In [3] has been argued that the most e�ective solution to improving
e�ectiveness in the search of digital repositories would be technology to assist
the information searcher in coping with unfamiliar meta-data vocabularies.

1.2 From Terms to Knowledge

A particularly promising methodology for addressing these objectives is knowl-

edge navigation. This methodology relies on the use of computer assisted support
for acquiring and relating digital information originating from diverse heteroge-
neous document repositories. Knowledge navigation combines techniques from
knowledge representation and natural language processing with classical tech-
niques for indexing words and phrases in text to enable a retrieval system to
make connections between the terminology of a user request and related termi-
nology in the information provided in an fdl.
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At this juncture it is useful to discriminate between terms and concepts.
Terms may appear in documents or meta-data descriptions and may originate
from a controlled vocabulary of terms such as a thesaurus and have a predom-
inantly structural avor. Concepts, on the other hand, are used to organize
index terms into distinct, higher-level, conceptual categories that have a distinct
meaning.

The purpose of knowledge navigation is to help users negotiate a pathway
through an overwhelming universe of information in order to improve their un-
derstanding. This requires locating, identifying, culling, and synthesizing infor-
mation into knowledge. Knowledge navigation does this by analyzing the con-
ceptual structure of terms extracted from document indices and using semantic
relationships between terms and concepts to establish connections between the
terminology used in a user's request and other related terminology that may
provide the information required.

We consider the development of a methodical, scalable search process critical
to the successful delivery of information from networked digital library systems.
Hence, in order to provide users with tools for knowledge navigation, a four step
process may be introduced: (i) Determining the information needs of users by
means of di�erent term suggestions; (ii) Locating candidate documents that may
address these needs; (iii) Analyzing the structure, terminology and patterns of
use of terms and concepts available within these information sources; and �nally,
(iv) Retrieving the desired documents. The very nature of this process suggests
that we should provide facilities to landscape the information available in fdls
and allow the users to deal with a controlled amount of material at a time, while
providing more detail as the user looks more closely.

To support the process of knowledge navigation while overcoming the com-
plexity of wide-area information delivery and management, we cannot rely on
a collection of meta-data index terms which simply contain terms reecting the
content of documents in an fdl. A more structured and pro-active approach to
searching is required. In such situations, concept browsing can be particularly
bene�cial [10, 18]. The precursor of such an advanced browsing approach assumes
that we are in a position to impose some logical organization of the distributed
information space in such a way that potential semantic relationships between
related documents in the network can be explored. Accordingly, the objective
of knowledge navigation systems is to be able to handle a spontaneous descrip-
tion of the information required while minimizing the need for an information
seeker to engage in repeated query reformulation in order to discover the exact
terminology that will retrieve the information required.

In this paper we discuss how the use of knowledge knowledge navigation tech-
niques can be used to transform an fdl from a passive warehouse of navigatable
information to an environment that supports pro-active distributed document
searching and retrieval. The paper is organized as follows. First we introduce
the precursors of knowledge navigation such as a common ontology and rich
meta-data sets. Following this, we discuss the bene�ts of knowledge navigation
for fdls and introduce a conceptual fdl architecture. Subsequently, we discuss
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di�erent dimensions of browsing and querying and report on related research.
Finally, we summarize the main points of this paper.

2 Conceptual Network Creation and Maintenance

For knowledge navigation to be e�ective it should provide an e�cient network
of pathways that can allow a person to navigate through conceptual space in a
dl and can also reveal relationships between concepts. It should support human
browsing and navigation in \conceptual space" by providing a structured map
of the concepts used in the indexed material and allowing a user to move con-
veniently back and forth between concepts in a classi�cation scheme and thus
locate the text material where these concepts occur. It should also be able to
use paths in the conceptual index to �nd relationships between terms in a re-
quest and related terms that may occur in relevant material. In the following
we present some relevant terminology and explain why the use of ontologies and
conceptual networks can be bene�cial to knowledge navigation.

2.1 From Indexing Terms to Conceptual Networks

Indexing terms are used when adding a document to a (digital) library for ef-
�cient retrieval of the document. Surrogates of the documents in a digital li-
brary, commonly known as meta-data, are created by professional catalogers
and indexers. The concept of meta-data is examined further in section 3.

Vocabulary in information retrieval usually refers to the stylized adaptation of
natural language to form indexing terms. In such situations we tend to de�ne
a vocabulary purely in terms of word structures that can be manipulated,
but the meanings of the words are constructed subjectively and situationally
and the use of the vocabulary is predominantly social [3].

A thesaurus in the �eld of information and library science is de�ned as \a
compilation of words and phrases showing synonyms, hierarchical and other
relationships and dependencies, the function of which is to provide a stan-
dardized vocabulary for information storage and retrieval systems" [20]. Such
a list of thesaurus terms, also called an authority list, is useful in showing
terms, which may be used in indexing, and which should be not.
Conventional thesauri often represent a general subject area, so that they
usually need signi�cant enhancement to be tailored to a speci�c domain. This
has triggered ai research to attempt to represent knowledge of a domain in a
declarative formalism, with the goal of permitting knowledge to be expressed
with such detail that it can be manipulated automatically.

An ontology may be generally de�ned as a representation of a conceptualiza-
tion of some domain of knowledge [8]. It is a formal and declarative rep-
resentation which includes the vocabulary (or names) for referring to the
terms in that subject area and the logical statements that describe what the
terms are, how they are related to each other, and how they can or cannot
be related to each other. Ontologies therefore provide a formal vocabulary
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for representing and communicating knowledge about some topic and a set
of relationships that hold among the terms in that vocabulary. This consen-
sus knowledge about a speci�c and narrow domain is meant to be relatively
stable over time, and reusable to solve multiple problems.
Formal ontologies de�ne vocabulary with logic. The exact syntax and se-
mantics depends on the representation language, e.g., description logics [27].
Formal ontology concept de�nitions are usually constructed as frames with
de�nitions including a name, a set of relations to other concepts, and a nat-
ural language description that serves strictly as documentation [27].
Informal ontologies, such as WordNet [13], use a dictionary style natural lan-
guage description, and this description provides the authoritative meaning
of the term. Informal ontologies use richer kinds of relationships than sub-
sumption and are directed graphs rather than trees as in the case of formal
ontologies.
Compared to description systems in dls, ontologies are more expressive,
precise and powerful. They are powerful because their precision supports
reasoning. Ontologies can be used to de�ne sets of of descriptive meta-data,
e.g., the Dublin Core elements, see section 3, as well as systems for classifying
knowledge [27].

A conceptual network is a collection of semantic nodes with links between
them, in such a way that many relationships are captured. Detailed coverage
of a domain is an elaborate process involving rich semantic relationships, e.g.,
semantic roles and part-of relationships [13], usually more than those that
a typical thesaurus can sustain. However, newer generation thesauri and
ontologies contain richer information that can be used as basis to construct
conceptual networks [14].

As the vocabulary of each living language grows continuously, especially in
the technical-scienti�c domains, it will be very hard to claim that any thesaurus
is ever complete. Regular updates must be applied to every thesaurus to keep it
abreast of terminology evolution and changes [1].

2.2 Managing Network Growth

The dynamic nature of thesauri and conceptual networks means that most static,
hierarchically organized classi�cations such as the udc tree1 or the classi�cation
of the Journal of Economic Literature (jel)2 are not adequate to serve as a
complete conceptual network. More speci�cally, classi�cation tools do not aim
at covering the complete terminology of a domain, instead they aim to identify
speci�c sub�elds (subjects) within broader �elds. Of course their subject head-
ings can be used as a starting point for thesaurus construction, and they can be
included as generic `see also' (related term) pointers in a conceptual network.

Conceptual networks such as WordNet [13] contain enough terminology and
relationship information to be usable. However, these are usually too static and

1 http://main.bib.uia.ac.be/MAN/UDC/udce.html
2 http://www.econlit.org/elclasbk.htm
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cover a broad range of common �elds while being sparse on specialized domains
{ which are far better suited to assist users in knowledge navigation [2, 11].
It is especially important to have the conceptual network organized in terms
of concepts instead of plain index terms. WordNet uses the synset primitive
to group highly synonymous terms together while the EuroWordNet project
extends the synonymy relation to include multiple languages [24, 25]. Other work
on Lexicons, aimed speci�cally at conceptual modeling [9], also suggests ways of
organizing terminology to properly present a conceptual space to users.

Acquiring a suitable conceptual network therefore is not just a matter of
copying existing thesauri or term lists. Considerable e�ort should be put into
the creation and maintenance of a conceptual network for knowledge navigation
purposes. Any semantic network which models a piece of reality needs regular
updating in order to stay synchronized with the world it represents. It is unrea-
sonable to expect that a network can be constructed once and remain stable for
an extended period of time. According to [16]: \The danger is that if the the-
saurus is permitted to become monolithic and resistant to change, it can actually
hinder both indexing and retrieval."

In the case of a virtual library system { which exhibits spatial distribution
and which specializes in one particular scienti�c �eld, such as economics, astron-
omy or chemistry { the network should be maintained by experienced librarians
and catalogers. These people can quickly recognize the particular places in the
conceptual network where potential new concepts should be placed, and can up-
date and verify the network as part of their regular work. In this way they help
develop a `conceptual map' of their domain, which can be very useful for other
purposes besides knowledge navigation support.

3 Meta-data: the Foundations of Document Description

and Discovery

Surrogates of the documents in a digital library { called document index records

(dirs), or meta-data { are usually created by professional catalogers and index-
ers. The concept of meta-data (index records) when applied in the context of
digital libraries typically refers to information that provides a brief characteri-
zation of the individual information objects in a dl and is used principally in
aiding searchers to access documents or materials of interest [22]. The purpose of
meta-data is to describe a certain the type of a resource and provide the means
of identifying topics related to the search terms.

In recent years there has been a focus on meta-data in relation to describing
and accessing information resources through digital libraries, or the World Wide
Web in general.3 In contrast to traditional descriptive cataloging, which relies
on very complex rules requiring extensively trained catalogers for successful ap-
plication, simpler descriptive rules are employed which are su�ciently simple
to be understood and used by the wide range of authors and publishers who

3 http://ifla.inist.fr/II/metadata.htm
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contribute information to the Web. Many librarians and organizations create
handicraft collections of records (portals) that are more informative than an
index entry but is less complete than a formal cataloging record to character-
ize document resources. Some of these collections of \third-party" meta-data
records classify the document resources using organizational methods such as
the Library of Congress classi�cations, udc codes, or home grown schemes. The
collections also include subject or keyword information, as well as title and au-
thority information.

The term meta-data in the context of dls has been used in conjunction with
the \Dublin Core" [26] which is being developed as a generic meta-data standard
for use by libraries, archives, government and other publishers of online informa-
tion. The Dublin Core was intended to be limited to describing \document like
objects" such as html pages, pdf �les and graphic images. It was intended to be
descriptive, rather than evaluative. The Dublin Core standard was deliberately
limited to a small set of elements which would have applicability over a wide
range of types of information resources. However, the descriptive rules suggested
by the Core do not o�er the retrieval precision, classi�cation and organization
that characterizes library cataloging.

To support pro-active searching fdls need to rely on higher-level (and more
structured) meta-data than that of descriptive cataloging to support dealing
with the problems of large-scale searches and cross disciplinary semantic drifts.
The meta-data schema

4 should capture in its �elds the contents and topics of
documents based on elements of the Dublin Core, e.g., title, creator, subject and
textual summaries (description), and also provide �elds that allow to associate
search terms and concepts to related sets of terms and topics in other documents.
It is particularly useful to be able to combine meta-data descriptions with on-
tologies. If an ontology underlies meta-data descriptions, then it can represent
the meta-data terms associated with documents in a precise and explicit manner.
It can help alleviate term mismatch problems by grounding meta-data supplied
terms to commonly used and understood terms. It can also ontologically de�ne
implicit (narrower, broader, part of) relationships between meta-data supplied
terms, thus, making them amenable to computational reasoning.

4 Requirements for E�ective Knowledge Navigation

It is evident that facilitating access to a large number of distributed document
repositories and libraries involves a range of requirements that cut across both
user and system needs.

Topic classi�cation schemes In order to be able to search large information
spaces an important requirement is to partition them into distinct subject
(topic) categories meaningful to users. This makes searches more directed
and e�cient. It also facilitates the distribution and balancing of resources
via appropriate allocation to the various partitions.

4 http://www.imsproject.org/md overview.html
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Abstracting meta-information Support for meta-information concentrates
not on the descriptions (meta-data) of network-accessible information items
but rather on high-level information whose purpose is to cross-correlate,
collate, and summarize the meta-data descriptions themselves. This type
of summarization or synoptic topic knowledge is called meta-information.
Thesaurus-assisted explanations created for each such subject-based abstrac-
tion (and its contents) can serve as a means of disambiguating term meanings
and addressing terminology and semantic problems.

Incremental discovery of information As users are confronted with a large,
at, disorganized information space it is only natural to support them in
negotiating this space. Accordingly a knowledge navigation system should
provide facilities to landscape the information available and allow the users
to deal with a controlled amount of material at a time, while providing more
detail as the user looks more closely.

Domain speci�c query formulation assistance An important service is
user assistance with the formulation of information retrieval queries. For
example, users may not know or understand the idiosyncratic vocabular-
ies used by information sources to describe their information artifacts and
may not know how to relate their functional objectives to these descriptions.
Any system that provides global information access must help the user for-
mulate meaningful queries that will return more useful results and avoid
inundating them with unwanted material. This can be achieved by allow-
ing a query-based form of progressive discovery in which the user �nds out
about subject-areas of interest rather than speci�c information items, viz.
index terms.

Relevance feedback and results explanation The need to provide infor-
mation users with explanations regarding the rationale for the relevance
of information presented in response to queries and of the meanings of the
terms occurring in the presented information is apparent.

Scalability support Scalability is an important issue for any large distributed
system as it deals with the management of distributed resources, repositories,
and document collections. A scalable system is one that can grow piecemeal
without hindering functionality or performance if the current system con�g-
uration expands beyond the resources available.

5 Federating Digital Libraries

The issues presented in the previous sections illustrate the wide range of problems
to be considered when designing and implementing an fdl. This section presents
a conceptual architecture for an fdl and illustrates how issues identi�ed in the
previous can have implications in several areas of this architecture.

In the following we will describe two di�erent approaches to the problem
of federating digital libraries. The �rst approach is based on the premise that
the interconnected dls agree on using a single standard ontology (or thesaurus)
for cooperation. The second approach is based on the premise that although
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individual dls agree on cooperating they wish to retain complete control and
autonomy of their local thesauri { which can also continue to evolve with the
passage of time. This second con�guration is typical of cases where there is an
element of multi-linguality involved.

In both cases our approach to knowledge navigation in fdls is based on
linguistic techniques and ontology-based categorization. Large-scale searching is
guided by a combination of lexical, structural and semantic aspects of document
index records in order to reveal more meaning both about the contents of a
requested information item and about its placement within a given document
context. Prior to describing the two di�erent con�gurations to federating dls we
will describe a conceptual architecture for fdls which will be used as a reference
to explicate their di�erences.

5.1 Conceptual Architecture for Federated Digital Libraries

To exemplify the fdl environment we use a comprehensive example from a fed-
erated library in Economics embracing various institutional libraries scattered
over the European continent. Each library maintains its own collection of docu-
ments, using both full text and controlled vocabulary indexing. Users of the fdl
in Economics should be able to search and access documents no matter where
they originate from and irrespectively of the terms used to index the documents
in the individual libraries.

Figure 1 shows a conceptual view of this fdl. The architecture is in a position
to provide a conceptually holistic view and cross-correlate information from the
multiple libraries (repositories). The in the fdlmeta-data schemas contain meta-
data terms in addition to other descriptive information such as geographical
location of documents, access authorization and usage roles, charge costs, and
so on. An aggregation of meta-schema terms for semantically related documents
will result in forming a subtopic. For example, meta-data schemas individual
libraries may abstract documents about market structure and pricing and may
contain such index terms as monopoly, oligopoly, auction, rationing, licensing, etc.
The aggregation of these terms generates a more generic subtopic (concept)
called Market Models, step 2 in Figure 1. Although this concept is semantically
clear to many users, it is highly unlikely that the term `market models' appears as
such in the documents. Finally, semantically related concepts such as Industrial
Economics, Household Economics, Consumer Economics and Market Models are
aggregated in their turn into the higher-level concept Micro-Economics, see step 3
in Figure 1. We refer to this type of construct as Topic or Generic Concept [19].
In this example, we assume for reasons of simplicity that terms are connected to
topics via a single level of concepts. However, in a reality terms may be connected
to topics via an elaborate hierarchy of concepts.

Topics thus represent semantically related dir clusters (via their respective
meta-data schemas) and form topically-coherent groups that unfold descriptive
textual summaries and an extended vocabulary of terms for their underlying
documents. A topic is thus a form of a logical object (a kind of a contextualized
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Fig. 1. Connecting meta-data schemas and forming the Topic space.

abstract view over the content of large semantically related document collec-
tions) whose purpose is to cross-correlate, collate, and summarize the meta-data
descriptions of semantically related network-accessible data.

Overall a networked digital library system (representing a narrow domain,
e.g., economics, astronomy or engineering) may be viewed in terms of four logical
layers, as depicted in Figures 1 and 2, where

1. the top most layer corresponds to the topic or generic concept layer;
2. the second layer from the top represents the subtopic or concept layer asso-

ciated with the meta-data schemas;
3. the third layer represents the index terms associated with the documents;
4. the bottom layer corresponds to the document collection layer (document

base in Figure 1).

This four-tier architecture is the key ingredient to knowledge navigation in
federated dls. It generates a semantic hierarchy for document terms in layers
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of increasing semantic detail (i.e., from the name of a term contained in a doc-
ument index, to its structural description in the subtopic layer, and �nally to
the generic concept space layer where the entire semantic context { as well as
patterns of usage { of a term can be found). Searches always target the richest
semantic level, viz. the topic layer, and percolate to the schema layer in order to
provide access to the contents of a document cluster. This methodology results
in a simpli�cation of the way that information pertaining to a large number
of interrelated collections of documents can be viewed and more importantly it
achieves a form of global visibility.

This type of topic-based clustering of the searchable information space pro-
vides convenient abstraction demarcators for both the users and the system to
make their searches more targeted, scalable and e�ective. This type of subject
partitioning creates smaller semantically related collections of documents that
are more e�cient for browsing and searching. Concept searching can be utilized
as opposed to keyword searching which is the traditional method employed by
most contemporary search engines.

5.2 Tight Coupling: a Common Ontology-based Approach

The tightly coupled architecture describe in this section is based on earlier re-
search activities on the topica federated digital library system [19]. The archi-
tecture has as its main objective to impose a logical order to an otherwise at in-
formation space by categorizing the content of document meta-data schemas and
clustering them into topically-coherent, disjoint groups which are anchored on
standard ontologies. Classical document clustering techniques from IR are used
for this purpose [15]. The information space in fdls is logically partitioned into
meaningful subject areas. This results in clusters of documents formed around
speci�c topic categories where di�erent kinds of term suggestions { automat-
ically generated by a thesaurus (ontology) { can be used to enhance retrieval
e�ectiveness. We refer to this setup as the topic space for each group of seman-
tically related documents, see Figure 2. After individual contextual spaces of
documents are formed, subject-speci�c browsing or searching can be performed
by a variety of tools that concentrate on concept (as opposed to term) browsing.
Only in this way we can allow tools and searchers to selectively access individ-
ual document aggregations while ignoring others. The inclusion of a complete
vocabulary and semantic information in the topic space provides the opportu-
nity for \intelligent" navigation support and retrieval, with the system taking a
more active role in the navigation process rather than relying purely on manual
browsing.

To resolve terminology mismatches and semantic drifts between disparate
index terms, topical synoptic knowledge and a standard vocabulary for term
suggestions is supported by each topic. A common ontology is used to disam-
biguate topic-related terms and concepts and terms originating from di�erent
meta-data sets in the networked dls. The common (canonical) ontology, e.g., an
appropriate extension of the in-house Attent thesaurus, is used to represent con-
cepts, terms and their relationships in a conceptual graph structure, akin to an
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Fig. 2. Forming a conceptual network by linking documents to concepts and topics.

associative thesaurus. Term disambiguation for the diverse meta-data terms and
their surrounding concepts is achieved with reference to this conceptual network
to make connections between requested items and indexed terms of information.

A topic is materialized by a class hierarchy depicting all concepts and terms
sampled by the topic, e.g., Micro-Economics. Each topic is characterized by its
name and the context of its concepts and terms. A topic's concept space con-
sists of abstract descriptions of terms in the domain, ontological relationships
between these terms, composition of terms, terminology descriptions, hypernym,
hyponym, antonyms-of, part-of, member-of (and the inverses), pertains-to rela-
tions, selected term usage and de�nitions (narrative descriptions), domains of
applicability, list of keywords, and other domain speci�c information that apply
to the entire collection of members of a topic. For example, if the user chooses to
explore the topicMicro-Economics (s)he will view the terms shown by the concept
browser on Figure 3. Once the concept Household Economics has been selected
then a term bucket containing all possible terms under this topic is revealed.
Subsequently, the user is free to choose terms that reect her/his own prefer-
ences to form queries against the entire fdl. Terms in documents are matched
to those appearing in the term bucket by word analysis techniques [15]. Hence,
the user is pointed to the relevant documents where in the �rst instance (s)he
can see (and possibly query) the document meta-data schema. The topic-areas,
described by the topic descriptor classes, are interconnected by weighted links
to make the searches more directed, see Figure 2. When dealing with a speci�c
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concept such as Market Models we are not only able to source appropriate in-
formation from remote document-based on the same topic but also to provide
information about semantically related topics, e.g., Business Economics in the
case of the Micro-Economics topic. The stronger the weight the closer the relat-
edness between two topics. Documents within a topic are all connected to this
topic by a weight 10/10. Currently, the weights to topics are manually assigned
by catalogers. This can be replaced in the future by text analysis techniques and
IR ranking algorithms to determine the relatedness of topics.

In summary, the topic structure is akin to an associative ontology (thesaurus)
and on-line lexicon (created automatically for each topic category). Ontology-
assisted explanations created for each topic-based information space serve as a
means of disambiguating term meanings, and addressing terminology and se-
mantic problems. Therefore, the topic structure assists the user to �nd where a
speci�c term that the user has requested lies in its conceptual space and allows
users to pick other term descriptions semantically related to the requested term.

5.3 Loose Coupling: Inter-linking Independent Thesauri

One problem with the approach outlined above is that an agreed upon conceptual
network needs to be maintained on the basis of a common ontology (thesaurus).
In many cases, the individual libraries contributing to the virtual library will de-
mand complete freedom in maintaining their own, specialized, localized system,
including the index vocabulary (thesaurus). However, these libraries would not
object against re-using their thesauri, and would favor mutual linking of concepts
between thesauri. In such cases we need to provide software solutions that permit
users to pose queries using terms from a thesaurus (source thesaurus) that was
not used to index the documents being searched. A cross-thesaurus gateway will
then translate the query into terms from the remote thesaurus (target thesaurus)
that was used to index the documents. We will explain this approach based on
our experience with working on the European virtual library for Economics.

The Decomate Project5 is an example of a truly federated, virtual library for
Economics. The contributor libraries are geographically distributed over Europe
and each partner maintains several databases, indexed using di�erent thesauri,
e.g., EconLit/jel, ibss, Attent, in di�erent languages (English, Spanish, and
Italian).

In Decomate, a Multi-Protocol Server is capable of simultaneously querying
all relevant thesauri: a `horizontal' multi-query can be issued that retrieves all
matching terms out of all thesauri. Decomate does not directly support inte-
gration of the federated thesauri. However, it provides a cross-thesaurus linkage
(bridging) facility which allows generating a virtual concept network involving
terms from any two interacting thesauri based on semantic closeness, see Fig-
ure 4. A connection can still be made if we follow neighboring, viz. semantically
related, concepts in the conceptual network which may lead to matching concepts
in the thesauri. When concepts are semantically matched, the terms contributed

5 http://www.bib.uab.es/decomate2
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by all thesauri can be collected in a virtual term bucket, originating from the
meta-data underlying the matched documents, in order to facilitate the accessing
of documents whose terms are missed by the indexers (Figure 4).

Some thesauri (such as jel) include unique codes for concepts. For example,
Household Behavior: General has the jel code d10, irrespective of the actual term
or language used for its description. Related jel codes are d11 Consumer Eco-

nomics: Theory, d12 Consumer Economics: Empirical Analysis, and d13 Household

Production. Linking up such instances of the jel thesaurus in di�erent languages
is therefore an easy task.

Fig. 3. Browsing the Attent Thesaurus

The virtual conceptual network is, just like a view in the database parlance,
created dynamically, and in bottom up fashion, every time a user �res a query
containing a term that matches a local thesaurus. This is contrast to the ap-
proach taken in section 5.2 where a a �xed ontology is used as a basis for match-
ing concepts from di�erent dls in a top down fashion. The virtual conceptual
network is not only used for concept matching but also for user browsing pur-
poses.

6 Information Discovery Strategies

An interesting dichotomy in the space of document retrieval strategies is the
distinction between searching and browsing.
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Searching implies that the searcher knows exactly what s/he is looking for. If
the collection to be searched is small compared to the precision of the query, the
resulting number of `hits' will be su�ciently small to allow further processing.
Searching falls short, however, when the user is required to know (or remember)
the valid keywords, how these keywords correlate with concepts that s/he wishes
to �nd, and how the keywords may be combined to formulate queries.

Traditional ir queries are considered as an analytical strategy, requiring plan-
ning, cognitive overhead, goal-driven and batch-oriented techniques. However,
when faced with ill-de�ned problems requiring information access, users often
wish to explore the resources available to them before exploiting them. This ex-
ploration may be partly aimed at re�ning their understanding of the potential
information space or content that is available to, and partly aimed at formulating
a concrete course of action for retrieving speci�c documents. Tools that support
the browsing of document meta-data collections, as opposed to searching, are
aimed at satisfying this need to learn more about documents in a collection
before taking any action.

The purpose of browsing is to provide an open, exploratory information space
to the user. Browsing can be accomplished by providing links between terms that
can be explored at will as the focus of exploration changes. In many cases as
new information is obtained in the process of browsing the goal may change.
Strategies can be selected in response to these conditions to pick up new chunks
of information. We can view browsing as a semi-structured, heuristic, interac-
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tive and data-driven activity of exploratory nature quite distinct from keyword
(boolean) searching. Navigation can be seen as a special form of browsing char-
acterized by high interactivity in a structured environment with the destination
seldom predetermined. Navigation balances user and system responsibility with
the user making choices from directions provided by the system. Navigation
provides \pathways to discovery instead of answers to queries" [6]. Therefore,
navigation is an ideal guide for serendipity of information, where users browse
at random seeking information that is unknown, often not knowing what their
target is unless it is seen.

Knowledge navigation is an advanced form of navigation where the system
plays a more pro-active role by locating, identifying, culling, and synthesizing in-
formation into knowledge that it uses to assist the information seeker to discover
the exact terminology that will retrieve the information required. It is not sur-
prising that knowledge navigation concentrates on browsing prior to embarking
on searching (querying) activities. In this way searches become more directed
and e�ective as unwanted material is discarded during the process of navigation.

In section 5.2 we explained how navigation can be used to guide the user
to discover the exact terminology required to retrieve documents dealing with
speci�c issues under the broader topic of Micro-Economics, see also Figures 2 and
3. This is one form of navigation that can be provided with the fdl con�gurations
described in section 5. We refer to this mode of navigation as index-induced

navigation.

Another form of navigation that can be used with systems that provide
weighted relationships among topics, see Figure 2, is that of topic-driven naviga-

tion which is when the user embarks on explorative searches and is most likely
interested to �nd data closely related to a local document by following topic link-
weights. We will use the topic connections shown in Figure 2 to illustrate this
form of navigation. The concept-driven search is based on the weights with which
a speci�c document base, e.g., Market Models { which is the subject of interest of
some users { is linked to the various other topics in the system. This document
base's weight to the Micro-Economics (its own topic) is 10/10, whereas its links
to the topics Macro-Economics, Business Economics, and Development Economics

are weighted with 2/10, 7/10 and 5/10, respectively. The Micro-Economics topic
is in closer proximity to the Market Models document-base, followed by the Busi-
ness Economics, Development Economics, and Macro-Economics topics. The user
may then choose to explore concepts and meta-data information contained in the
Micro-Economics topic �rst. Subsequently, s/he may choose to explore the Busi-

ness Economics topic, followed by the Development Economics, and so on. The
two modes of navigation can be mixed: when exploring these topics the user may
embark on index-driven navigation to gain more insight into the concept found.

When the user needs to further explore the search target, intensional, or
schema queries [17] { which explore meta{data terms { can be posed to fur-
ther restrict the information space and clarify the meaning of the information
items under exploration. Sample intensional queries related to the topics in the
previous sections may include the following:
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query-1: Give me all terms similar to \value theory" under JEL AND Attent.

query-2: Give me all terms more speci�c than \value theory" and all their parts

under JEL.

The previous two queries return de�nitions and connections between concepts
and terms under di�erent thesauri.

Finally, when the users are su�ciently familiar with the terminology and
understand the uses of the terms employed in an fdl they can issue exten-

sional queries which retrieve documents or document meta-data (in case of non-
electronic documents). Some representative extensional queries may be:

query-3: Give me all documents dealing with \Household Behavior: General"

under JEL AND \Family Expenditure" under Attent.

query-4: Give me all documents similar to author = \S. Hochguertel" AND

\A. van Soest" AND title = \The relation between �nancial and housing

wealth of Dutch households".

Query-3 returns documents which belong to the intersection of two concepts
in two di�erent thesauri, wile query-4 tries to match a certain book pattern
(through its associated meta-data) to that of other documents.

7 Related Work

Related work can be broken into two broad categories. First, work that spans
di�erent ir techniques such as query modi�cations and query re�nement and
clustering techniques. Second, activities in the area of digital libraries that con-
cern themselves with subject-based information gateways.

7.1 Query Modi�cation and Re�nement

Related work on query modi�cation has focused on automatic query expansion
[7, 4] by means of addition of terms to a query to enhance recall. Query expansion
has been done using thesauri or based on relevance feedback. Automatic query
expansion techniques rely mainly on fully automatic expansion of terms to the
query according to a thesaurus with no user intervention. The thesaurus itself
can be either manually or automatically generated. With relevance feedback
[4] query terms are selected or weighted based on a retrieved result set where
terms are added to the query based on evidence of usefulness. Interactive query
expansion can be used on basis of relevance feedback, nearest neighbors and
terms variant of the original query terms that are suggested to the user.

Query re�nement tries to improve precision (and not recall) by perusing the
documents and selecting terms for query expansion which are then suggested to
the user [23]. Automatically generated thesauri are used for suggesting broader
and narrower search terms to the user.

Our approach di�ers from these activities as we place emphasis on charac-
terizing document sets, logically partitioning them into distinct sets and then
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interactively querying these sets based on concept rather than term retrieval. As
basis of comparison we use a standard ontology. In this way users are assisted to
formulate meaningful queries that return a large number of desirable documents.

7.2 Clustering Techniques

In most clustering ir techniques the strategy is to build a static clustering of
the entire collection of documents and then match the query to the cluster
centroids [28]. Often a hierarchical clustering is used and an incoming query
is compared against each cluster in either a top-down or a bottom-up manner.
Some variations of this scheme were also suggested in which a document that
had a high similarity score with respect to the query would �rst be retrieved and
then would be used for comparison to the cluster centroids. However, if a query
does not match any of the pre-de�ned categories then it would fail to match
any of the existing clusters strongly. As a remedy to this problem previously
encountered queries are grouped according to similarity and if a new incoming
query is not similar to any of the cluster centroids it might be instead similar to
one of the query groups, which in turn might be similar to a cluster centroid.

Our clustering techniques, although employing many of the traditional ir

clustering algorithms, follow a di�erent approach. First documents are sorted and
tied to their high-level centroids (called generic concepts in this paper) and then
interactive tools are provided for the user to expand or narrow her/his context
and disambiguated her/his terms (via navigation through a lexical network).
Once the centroid that contain these terms is determined then queries can be
issued against its underlying document sources.

7.3 Subject-based Information Gateways

Of particular interest to our work are subject gateways. These are facilities that
allow easier access to network-based information resources in a de�ned subject
area [12]. Subject gateways o�er a system consisting of a database and various
indexes that can be searched through a Web-based interface. Each entry in the
database contains information about a network-based resource, such as a Web
page, Web site or document. Entries are usually created by a cataloger manually
by identifying a resource, describing the resource in appropriate template which
is submitted to the database for indexing.

Typical examples of subject gateways are: the Social Science Information
Gateway (SOSIG),6 which incorporates a complete thesaurus containing social
science terminology, and the Organization of Medical Networked Information
(OMNI)7 which allows users to access medical and health-related information.
The key di�erence between subject gateways and the popular Web search en-
gines, e.g., Alta Vista, lies in the way that these perform indexing. Alta Vista

6 http://www.sosig.ac.uk/
7 http://omni.ac.uk/
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indexes individual pages and not resources. For example, a large document con-

sisting of many Web pages hyper-linked together via a table of contents would

be indexed in a random fashion. In contrast to this, subject gateways such as

OMNI index at the resource level, thus, describing a resource composed of many

Web pages in a much more coherent fashion. In this way the resource containing

numerous pages can be returned as an individual hit even by a search engine

that indexes each Web page as a distinct entity.

8 Summary

In this paper we presented the concept of knowledge navigation for federated

digital libraries and explained how it can provide the kind of intermediary expert

prompting required to enable purposeful searching and e�ective discovery of

documents.

We have argued that knowledge navigation in federated digital libraries

should be guided by a combination of lexical, structural and semantic aspects of

document index records in order to reveal more meaning both about the contents

of a requested information item and about its placement within a given docu-

ment context. To surmount semantic-drifts and the terminology problem and

enhance document retrieval, alternative search concepts and terms and terms

senses are suggested to users. Finally, we have briey outlined two fdl architec-

tures, that are currently under development, which enable users to gather and

rearrange information from multiple digital libraries in an intuitive manner.
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Abstract. We describe the ingredients of an intelligent agent (a bro-
ker) for con�guration and execution of knowledge systems for customer
requests. The knowledge systems are con�gured from reusable problem-
solving methods that reside in digital libraries on the Internet. The ap-
proach followed amounts to solving two subproblems: (i) the con�gura-
tion problem which implies that we have to reason about problem-solving
components, and (ii) execution of heterogeneous components. We use
CORBA as the communication infrastructure.

1 Introduction and motivation

We think that software reuse will play a more and more important role in the
next century, both general software components, as well as so-called knowledge
components. Knowledge components are object of study in the knowledge en-
gineering community and include problem-solving methods and ontologies. In
this paper, we are concerned with problem-solving methods (PSMs). Nowadays,
many PSM repositories exist at di�erent locations [4, 24, 7, 29, 2, 31, 8, 20],
which opens, in principle, the way to large-scale reuse. There are, however, at
least two problems that hamper widespread reuse of these problem-solving com-
ponents: they are neither accessible nor interoperable. In this paper, we present
an approach aimed at remedying these two problems. We will present a software
agent {a broker{ that is able to con�gure PSMs into an executable reasoner.
The work presented here forms part of an ESPRIT project whose aim is to
make knowledge-system technology more widely available at lower costs.

Our approach is based on the integration of di�erent technologies: knowl-
edge modeling, interoperability standards and ontologies. PSMs are made ac-
cessible by describing them in the product description language UPML (Uni�ed
Problem-solving Method description Language) whose development is based on
a uni�cation of current knowledge-modeling approaches [25, 9, 28, 1, 23, 27]. For
letting heterogeneous PSMs work together, we use CORBA [22, 15]. Ontologies
are used to describe the di�erent worlds of the agents involved, which have to
be mapped onto each other.

In a nutshell, the two tasks we aim to solve, are the following (illustrated in
Figure 1). A broker program con�gures individual PSMs {that reside in di�erent

D. Fensel and R. Studer (Eds.): EKAW’99, LNAI 1621, pp. 33-48, 1999.
 Springer-Verlag Berlin Heidelberg 1999



customer

PSM
library2

PSM
library1Output

PSM2

PSM1

GlueCustomer’s
K B

Configuration process of broker

The product is a running KBS

System 1

System 2

broker

Fig. 1. Distinction between two systems: (1) the broker con�gures a problem solver by
reasoning with UPML, and (2) the output of the broker is a knowledge system, which
consists of executable code fragments corresponding to the selected PSMs, along with
\glue" for their integration to make them interoperate. The arrows in system1 denote
UPML expressions, whereas the arrows in system2 stand for CORBA structures.

libraries on the Internet{ into a coherent problem solver. The task is carried out
at the UPML-level and involves: interaction with a customer to establish the
customer requirements, matching the requirements with PSMs, checking the
applicability of the identi�ed PSMs (see also Figure 3), deriving components for
glueing the PSMs to the customer's knowledge base, and imposing a control
regime on the selected components (System1 in Figure 1). The other task we
have to deal with is to actually execute the con�gured problem solver for the
customer's problem (using its KB). It does not really matter whether the PSMs
are retrieved from the libraries and migrated to the broker or the customer's site,
or whether they remain in the respective libraries and are executed distributively.
CORBA makes these options transparent. The only requirement is that the site
where a PSM is executed should support the language in which the PSM is
implemented (System2 in Figure 1).

In Section 2, we briey review the ingredients needed to explain our approach.
Section 3 describes the con�guration task of the broker. In Section 4, we outline
how the con�gured problem solver is executed and in Section 5 we sketch the
CORBA architecture to implement our approach. Finally, Section 6 concludes
the paper.

2 Ingredients

Before we explain our approach in detail, we �rst briey explain its ingredients:
PSMs, ontologies, UPML and CORBA.
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2.1 Problem-solving methods

The components we broker are problem-solving methods, which are domain-
independent descriptions of reasoning procedures. PSMs are usually described
as having an input/output description, a competence description (what they can
deliver), assumptions on domain knowledge (what they require before they can
deliver their competence). We distinguish between two kinds of PSMs; primitive
and composite ones. Composite PSMs comprise several subtasks that together
achieve the competence, along with an operational description specifying the
control over the subtasks. Primitive PSMs are directly associated with executable
code.

2.2 Ontologies

An ontology is a shared and common understanding of some domain that can
be communicated across people and computers [17, 32, 17, 30]. Most existing
ontologies are domain ontologies, reecting the fact that they capture (domain)
knowledge about the world independently of its use [18]. However, one can also
view the world from a \reasoning" (i.e. use) perspective [19, 14, 10]. For instance,
if we are concerned with diagnosis, we will talk about \hypotheses", \symptoms"
and \observations". We say that those terms belong to the task ontology of
diagnosis. Similarly, we can view the world from a problem-solving point of
view. For example, Propose & Revise sees the world in terms of \states", \state
transitions", \preferences" and \�xes" [14, 20]. These terms are part of the
method or PSM ontology [16] of Propose & Revise.

Ontologies can be used to model the worlds of the di�erent agents involved in
our scenario (illustrated in Figure 3). So we have task ontologies, PSM ontologies
and domain ontologies to characterize respectively the type of task the customer
wants to solve, the PSM, and the application domain for which a customer wants
a KBS to be built. These di�erent ontologies are related to each other through
what we call bridges.

2.3 A product description language

In order to reason about the di�erent components involved, we need a
component-description language. The idea is that providers of PSMs (library
builders) characterize their products (i.e. PSMs) using a standard language.
Note that providers are free to use any particular implementation language. The
broker understands this product language and reasons with it. The language we
developed is the Uni�ed Problem-solving Method description language (UPML)
and integrates notions from various existing knowledge modeling approaches
[12]. UPML allows to describe in an integrated way task ontologies, task spec-
i�cations, domain ontologies, PSM ontologies, and bridges between these com-
ponents. The syntax of the language is speci�ed in the ProtegeWin3 tool [21]

3 http://smi-web.stanford.edu/projects/prot-nt/
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Fig. 2. The class hierarchy of the UPML language (left), and the attributes of a UPML
speci�cation (left).

which is a tool that allows one to write down a meta-description of a language.
Figure 2 gives the class hierarchy of UPML (left part of �gure). A UPML spec-
i�cation consists of, among others, tasks, PSMs, domain models, ontologies and
bridges (see right part of Figure 2). Bridges have to �ll the gap between di�erent
ontologies by renaming and mapping.

Having speci�ed the structure and syntax of UPML, ProtegeWin automati-
cally can generate a knowledge acquisition tool for it, that can be used to write
instances in UPML (i.e. actual model components). For describing the compe-
tence of PSMs, FOL formulas can be used. Typically, library providers use a
subset (the part related to PSM) of UPML to characterize their PSMs, using
the generated KA tool.
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2.4 Interoperability standard

CORBA stands for the Common Object Request Broker Architecture [22] and
allows for network transparent communication and component de�nition. It en-
ables distributive execution of heterogeneous programs. Each of the participating
programs needs to be provided with a so-called IDL description (Interface De�-
nition Language), which de�nes a set of common data structures. Programs then
can exchange data that comply with the IDL de�nition.

In our approach, we use CORBA both for exchanging data during execution
of the problem solver, as well as for exchanging UPML speci�cations between
the broker, the libraries and the customer, during the con�guration task (note
that for clarity reasons, in Figure 6, the use of CORBA is only depicted for the
execution part, and not for con�guration part).

Task ontology Goal

PSM

KB
customer

PSM

PSM-domain
bridge

Configure
goal

match
PSM libraries
on the Internet

Check
assumptions

User action

PSM-task
bridge

Fig. 3. The steps the broker needs to make for selecting a PSM.

3 Con�guration task of the broker

In order to con�gure a problem solver, the broker reasons with characterizations
of components (instances) written in UPML. In Section 5, we will explain how
the broker gets access to UPML descriptions of PSMs. Figure 3 illustrates the
di�erent steps the broker takes. The current version of the broker is implemented
in Prolog4. Therefore, we have built a parser that generates Prolog from UPML
speci�cations written with the KA-tool generated by ProtegeWin.

Broker-customer interaction The �rst task to be carried out is to get the cus-
tomer's requirement, that is, what kind of task does s/he wants to be solved.
We use the notion of task ontology for this. A task ontology describes the terms
and relations that always occur in that task, described by a signature. When a

4 SWI-Prolog [33].
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task is applied to a speci�c domain, it imports the corresponding domain ontol-
ogy. A task ontology additionally describes axioms that de�ne the terms of the
signature.

With a particular task ontology, a whole variety of speci�c instances of the
tasks can be de�ned. In other words, a customer can construct a speci�c goal s/he
wants to have achieved by combining terms of the task ontology. For example,
in a classi�cation task, the task ontology would de�ne that solution classes5

need to satisfy several properties. Additional requirements on the goal are also
possible like complete classi�cation and single-solution classi�cation. A speci�c
goal would consist of some combination of a subset of these axioms, along with
the input and output speci�cation (i.e. observations and classes, respectively).
Goals can be speci�ed in FOL (which the customer does not need to be aware
of) such as: 8 x:class in(x,output-set) ) in(x, input-set) ^ test(x,

properties), which says that the output class is a valid solution if it was in
the original input and if it its properties pass some test (namely, that they are
observed).

Broker-library interaction and broker-customer's KB interaction Given the goal
of the customer, it is the broker's task to locate relevant and applicable PSMs.
Two problems need to be solved here:

{ Matching the goal with PSM competences and �nding a suitable renaming
of terms (the ontology of the task and the ontology of the PSMs may have
di�erent signatures).

{ Checking the assumptions of the PSM in the customer's knowledge base,
and generating the needed PSM-domain bridge (for mapping di�erent sig-
natures).

These tasks are closely related to matching software components in Software
Engineering [34, 26], where theorem proving techniques have shown to be inter-

esting candidates. For the current version of our broker, we use the leanTAP [3]
theorem prover, which is an iterative deepening theorem prover for Prolog that
uses tableau-based deduction.

For matching the customer's goal with the competence of a PSM, we try to
prove the task goal given the PSM competence. More precisely, we want to know
whether the goal logically follows from the conjunction of the assumptions of the
task, the postcondition of the PSM and the assumptions of the PSM. Figure 4
illustrates the result of a successful proof for a classi�cation task (set-pruning)
and one speci�c PSM (prune). In Figure 4, Formula (1) represents the task goal
to be proven (explained in the paragraph on \broker-customer interaction"),
Formula (2) denotes the assumption of the task, Formula (3) the postcondition of
the PSM and Formula (4) represents the assumption of the PSM. The generated
substitution represents the PSM-task bridge needed to map the output roles of

5 Note that \class" is used in the context of classi�cation, and not in the sense of the

OO-paradigm.
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-----------------------------------------------------------------------

9 ?- match_psm('set-pruning,prune,Substitution,10).

The goal to be proven is :

formula(forall([var(x, class)]), (1)

implies(in(x, 'output-set'),

and(in(x, 'input-set'), test(x, properties)))).

The theory is:

and(formula(forall([var(x, class)]), (2)

equivalent(test(x, properties),

formula(forall([var(p, property)]),

implies(in(p, properties),

implies(true(x), true(p)))))),

and(formula(forall([var(x, class)]), (3)

implies(in(x, output),

and(in(x, input),

formula(forall([var(p, property)]),

and(in(p, properties),

has_property(x, p)))))),

formula(forall([var(x, element), var(p, property)]), (4)

implies(has_property(x, p), implies(true(x), true(p)))))).

Substitution = ['input-set'/input, properties/properties,

'output-set'/output]

Yes

-------------------------------------------------------------------------

Fig. 4. Matching the task goal of the \set-pruning task" with the competence descrip-
tion of the \prune" PSM using a theorem prover. The task provides the goal to be
proven (1). The theory from which to prove the goal is constituted by the assumptions
of the task (2), the postcondition of the PSM (3) and the assumptions of the PSM (4).
The \10" in the call of the match denotes that we allow the theorem prover to search
10 levels deep. The resulting substitution constitutes the PSM-task bridge.

the task and PSM onto each other. The output of the whole matching process,
if successful, is a set of PSMs whose competences match the goal, along with
a renaming of the input and output terms involved. If more than one match is
found, the best6 needs to be selected. If no match is found, then a relaxation of
the goal might be considered or additional assumptions could be made [5].

Once a PSM has been selected, its assumptions need to be checked in the
customer's knowledge base. Because the signatures of the KB ontology and PSM

6 In the current version, we match only on competence (thus on functionality). How-
ever, UPML has a slot for capturing non-functional, pragmatic factors, such as how
often has the component be retrieved, was that successful or not, for what applica-
tion, etc. Such non-functional aspects play an important role in practical component
selection.
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-----------------------------------------------------------------------

10 ?- bridge_pd(prune, apple-classification, B).

The goal to be proven is :

formula(forall([var(x, element), var(p, property)]), (1)

implies(has_property(x, p), implies(true(x), true(p)))).

The theory is:

and(formula(forall([var(c, class), var(f, feature)]), (2)

implies(has_feature(c, f), implies(true(c), true(f)))),

forall([var(x, class), var(y, feature)], (3)

equivalent(has_feature(x, y), has_property(x, y)))).

Limit = 1

Limit = 2

Limit = 3

Limit = 4

B = [forall([var(x, class), var(y, feature)],

equivalent(has_feature(x, y), has_property(x, y)))]

Yes

-------------------------------------------------------------------------

Fig. 5. Deriving the PSM-domain bridge: 8 x:class, y:feature (has feature(x,y) ,
has property(x,y)) at the fourth level.

ontology are usually di�erent, we may need to �nd a bridge for making the
required proof possible. Figure 5 illustrates the result of a successful proof for
deriving a PSM-domain bridge. In the �gure, we ask to derive a PSM-domain
bridge to link together the prune PSM and a KB for apple classi�cation. Formula
(1) represents the PSM assumptions (same as Formula (4) in Figure 4). We
want to prove Formula (1) from the assumption of the KB (Formula (2)) and
some PSM-domain bridge (if needed). In our prototype, a PSM-domain bridge
is automatically constructed, based on an analysis of the respective signatures.
This involves pairwise comparison of the predicates used by the PSM and the KB
that have the same arity. A match is found if the respective predicate domains
can be mapped onto each other. The constructed bridge is added to the theory
(Formula (3)) and then the theorem prover tries to prove the PSM assumption
from this theory (i.e., from the conjunction of Formula (2) and (3)), which is
successful at the fourth level of iteration (Figure 5). Note that, in general, it is
not possible to check every assumption automatically in the KB; some of them
just have to be believed true [6].

Figure 3 shows the case for primitive PSMs. In case of composite PSMs the
following happens. When a composite PSM has been found to match the task
goal, its comprising subtasks are considered as new goals for which PSMs need
to be found. Thus, the broker consults again the libraries for �nding PSMs. This
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continues recursively until only primitive PSMs are found.

PSM1

PSM2

IDL

PSM3

PSM4

IDL

do-task(In, Out):-
solve(PSM2(In, O)),

solve(PSM4(O, Out)).

IDL

CORBA BUS    -     TCP/ IP
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KB

IDL

Configuration
task

Broker

Customer
Browser

output         broker

competences
assumptions

requests
Task structures

library

Task
ontologies

libraryConfiguration

Execution

assumptions

Fig. 6. The whole picture.

Integration of selected PSMs The result of the process described above is a set
of PSMs to be used for solving the customer's problem. In order to turn these
into a coherent reasoner, they need to be put together. In the current version,
we simply chain PSMs based on common inputs and outputs, taking into ac-
count the types of the initial data and the �nal solution. This means that we
only deal with sequential control and not with iteration and branching. We plan
to extend this by considering the control knowledge speci�ed in the operational
descriptions of composite PSMs (controlling the execution of their subtasks).
This knowledge needs to be kept track of during PSM selection, and can then
be used to glue the primitive PSMs together. The same type of control knowl-
edge can be found explicitly in existing task structures for modeling particular
task-speci�c reasoning strategies [9, 2, 11]. Task structures include task/sub-task
relations along with control knowledge, and represent knowledge-level descrip-
tions of domain-independent problem solvers. If the collection of PSMs selected
by the broker matches an existing task structure (this can be a more or less strict

41Towards Brokering Problem-Solving Knowledge on the Internet



match), then we can retrieve the corresponding control structure and apply it.

Output of the con�guration task of the broker The output of the broker is thus
a program in which each statement corresponds to a PSM (with the addition of
the derived PSM-domain bridge to relate the PSM predicates to the needed KB
predicates), as illustrated {in an oversimpli�ed way{ in Figure 6. The next step
is to execute this program, which may consist of heterogeneous parts.

------------------------------------------------------------------------

module ibrow

{

typedef string atom;

enum simple_value_type enum value_type

{ int_type, { simple_type,

float_type, compound_type,

atom_type list_type

}; };

union simple_value union value

switch (simple_value_type) switch (value_type)

{ case int_type: { case simple_type:

long int_value; simple_value simple_value_value;

case float_type: case compound_type:

float float_value; sequence<value> name_and_arguments;

case atom_type: case list_type:

atom atom_value; sequence<value> list_value;

}; };

interface psm

{ value solve(in value arg);

};

};

-----------------------------------------------------------------------

Fig. 7. The IDL description for list-like data structures. For space reasons we printed

it in two columns, but it should be in one column.

4 Execution of the problem solver

Once we have selected the PSMs, checked their assumptions and integrated them
into a speci�cation of a problem solver, the next step is to execute the problem
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solver applied to the customer's knowledge base. Figure 6 situates the execution
process in the context of the overall process.

Since we use CORBA, we need to write an IDL in which we specify the data
structures through which the PSMs, the KB and the broker communicate [15].
Figure 7 shows the IDL. In principle, this IDL can then be used to make inter-
operable PSMs written in any language (as long as a mapping can be made from
the language's internal data structures to the IDL-de�ned data structures). In
our current prototype, we experiment with Prolog and Lisp, and our IDL pro-
vides de�nitions for list-like data structures with simple and compound terms.
This IDL is good for languages based on lists, but might not be the best choice
for including object-oriented languages such as Java. An IDL based on attribute-
value pairs might be an alternative. Figure 8 illustrates the role of IDL in the
context of heterogeneous programs and CORBA. Given the IDL, compilers gen-
erate language speci�c wrappers that translate statements that comply with
the IDL into structures that go into the CORBA bus. The availability of such
compilers7 depends on the particular CORBA version/implementation used (we
used ILU and Orbix).

Prolog

Lisp

IDL

Generated
Prolog

wrapper

Generated
Lisp

wrapper

CORBA
bus

wrap-
per

wrap-
per

Fig. 8. The role of IDL.

The last conversion to connect a particular language to the CORBA bus
is performed by a wrapper (see left wrappers in Figure 8) constructed by a
participating partner (e.g. a library provider of Prolog PSMs). This wrapper
translates the internal data structures used by the programmer of the PSM or
KB (e.g. pure Prolog) into statements accepted by the automatically generated
wrapper (e.g. \IDL-ed" Prolog). Figure 9 shows an example of a simple PSM
written in Prolog and wrapped to IDL. Wrapping is done by the module convert,
which is imported into the PSM and activated by the predicates in value and
out value).

7 The compiler for Prolog has been developed inhouse.
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-----------------------------------------------------------

:-module(prune,[

psm_solve/3

]).

:- use_module(server(client)).

:- use_module(convert).

psm_solve(_Self, Arg, Return) :-

in_value(Arg, prune(Classes,Features)),!,

prune(Classes,Features,Out),

out_value(Out, Return).

prune([], _, []):-!.

prune(Classes, Features, Candidates) :-

setof(Class,

( member(Class, Classes)

, forall(member(Feature,Features),

has_property(Class, Feature))),

Candidates).

-----------------------------------------------------------

Fig. 9. A simple \prune" PSM implemented in Prolog.

5 Architecture

In the context of CORBA, our PSMs are servers and the statements in the
problem solver (the program con�gured by the broker, see Figure 6) are the
clients. This means that each PSM is a separate server, the advantage being
modularity. If we add a new PSM to the library, and assuming that the PSMs
run distributively at the library's site, then we can easily add new PSMs, without
side e�ects. The customer's KB is also a server which the broker and the PSMs
can send requests to.

During the execution of the problem solver, the broker remains in charge of
the overall control. Execution means that when a statement in the problem solver
program is called (a client is activated), a request is sent out to the CORBA
bus and picked up by the appropriate PSM {a server (through a unique naming
service). Execution of the PSM may mean that the PSM itself becomes a client,
which sends requests to the customer's knowledge base (a server). Once the PSM
�nished running and has generated an output, this is sent back to the broker
program, which then continues with the next statement.

Another issue is that typically a library o�ers several PSMs. Our approach
is that each library needs a meta-server that knows which PSMs are available
and that starts up their corresponding servers when needed. The same meta-
server is also used for making UPML descriptions available to the broker. In our
architecture, PSMs are considered objects with two properties: (i) its UPML
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description and (ii) its executable code. The meta-servers of the various libraries
thus have a dual function: (i) provide UPML descriptions of its containing PSMs,
and (ii) provide a handle to the appropriate PSM implementation.

Interaction with the broker takes place through a Web browser. We use a
common gateway interface to Prolog (called plcgi

8) to connect the broker with
the Web.

6 Conclusions

We presented the ingredients of an approach for brokering problem-solving
knowledge on the Internet. We argued that this implied solving two problems: (i)
con�guration of a problem-solver from individual problem-solving methods, and
(ii) execution of the con�gured, possibly heterogeneous, problem solver. For the
con�guration problem, we developed a language to characterize problem-solving
methods (UPML), which can be considered as a proposal for a standard product-
description language for problem-solving components in the context of electronic
commerce. We assume that library providers of PSMs characterize their prod-
ucts in UPML. Moreover, we also assume that the customer's knowledge base
is either characterized in UPML, or that a knowledgeable person is capable of
answering all questions the broker might ask concerning the ful�llment of PSM
assumptions. For matching customers' goal with competences of PSMs, we used
a theorem prover, which worked out satisfactory for the experiments we did.

With respect to the execution problem, we use CORBA to make interoper-
ability of distributed programs network-transparent. The use of CORBA for our
purpose has turned to be relatively straightforward. Our current IDL describes a
list-like data structure, making interoperability between for example Prolog and
Lisp easy. For including object-oriented languages such as Java, we may have to
adapt the current IDL. We assume that the PSMs and the customer's knowledge
base come with wrappers for converting their language-speci�c data structures
into those de�ned in the IDL.

In this paper, we presented our approach by demonstrating the core concepts
for a simple case, but additional work is needed to see whether and how the ap-

proach scales up. For example, the leanTAP theorem prover was convenient for
our small example, but might not scale up to more complex proofs. Open issues
include (i) to make the matching of the customer's goal with the competence
of the PSMs less strict (partial match), (ii) to include other aspects than func-
tionality in this matching process (non-functional requirements), (iii) to include
other control regimes than sequencing (branching, iteration), (iv) to deal with
sets of assumptions (possibly interacting), (v) to take more complicated tasks
than classi�cation.

The interface through which customers interact with the broker, is an impor-
tant issue. Currently, the broker takes the initiative in a guided dialogue, asking
the customer for information when needed. Our plan is to extend this to include

8
plcgi is only for internal use.
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more exibility in the sense that the customer can browse through the libraries
(using Ontobroker's hyperbolic views [13]), select PSMs, check for consistency
of her/his selection, and ask for suggestions which PSMs to add to the current
selection.
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Abstract. The purpose of TERMINAE is to help building an ontol-
ogy, both from scratch and from texts, without control by any task. Re-
quirements have been defined for a methodology on the basis of real ex-
periments. TERMINAE fulfills these requirements, involving theoretical
bases from linguistics and knowledge representation. Its strong points are
integration of a terminological approach and an ontology management,
precise definition of concept types reflecting modeling choices, and trace-
ability facilities. This paper presents briefly the experiments leading to
the requirements, and focuses on the tool and its underlying methodol-
ogy.

1 Practical and theoretical basis of TERMINAE

In what follows, we use the term ”domain ontology”, with the meaning of ”on-
tology” in [33]:
” An ontology is a hierarchically structured set of terms for describing a domain
that can be used as a skeletal foundation for a knowledge base ”. This definition
seems to be totally compatible with that of [16]:
” An ontology is a logical theory accounted for the intended meaning of a formal
vocabulary, i.e. its ontological commitment to a particular conceptualization of
the world ”.
We use also the same distinction between top-level ontology, domain ontology,
task ontology and application ontology as in [16]. We agree too with Guarino’s
definition of a knowledge base as being obtained by specialization of an ontology
to a particular state of the world.

In TERMINAE, the computer-aided tool presented in this paper, we often
use the term ”knowledge base” for ”ontology of a generic knowledge base” be-
cause what we speak about is always state-independent, and the term ”ontology
management” is not yet widely used. TERMINAE is used as an ”ontology man-
agement” tool, even if its representation language allows the description of facts
by individual concepts.
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1.1 Some practical considerations

TERMINAE is a tool based on a methodology elaborated from practical experi-
ments of ontology building in the domain of telecommunications. The aim of one
of these projects was to help the supervision of a telecommunications network
[6]. The supervision operators receive alarms from supervised equipment as the
result of different kinds of incidents, some of which are minor, others really seri-
ous. The operator must rapidly choose the right action, even if the exact cause is
not known. The work consisted in building a knowledge base of incidents to help
the supervision; the task was well defined, not exactly diagnostic but a cluster-
ing of alarms under incident headings in order to classify the incident from the
alarm and to know what action to perform.

The difficulty in this modeling was to clarify the domain and to extract rel-
evant information from a large amount of documents, but the choices of the
entities to be defined for the application have been considerably facilitated by
the final task. The domain modeling led to identify some concepts of the un-
derlying domain which did not correspond to terms in the expert language, but
which were immediately recognized as being relevant for structuring the domain.
For instance, a concept WorkProblem (PbTravaux in French) was defined during
the modeling to cluster all the causes of incidents due to maintenance on the
network. But the domain ontology was just a taxonomy of concepts, without
formal definition, the concept names being self-explanatory. The formal appli-
cation ontology was designed for the task and made operational in the BACK
description logic [24].

Another project was the building of a knowledge base on software engineer-
ing requirements in the domain of telecommunications [5]. These requirements
describe ISDN (Integrated Services Digital Network) supplementary services,
which means new specific functionalities; the language used is very specialized,
specific to the domain of telecommunications and more particularly to the do-
main of ISDN supplementary services.

Requirements are prescriptive rather than descriptive, with a lot of modal
expressions such as ” it shall be... ”, ” ...may.. ”, ” ...has to... ” and there are
few precise definitions. For instance, ” the SUB (subaddressing) supplementary
service allows the called user to expand his addressing capacity beyond that
given by the ISDN number ”. The objects of the new domain are being defined
using objects that are already known. For instance, ISDN exists with its basic
services, its calls involve called and calling users, etc.

These new supplementary services define a new domain, with new objects
and new terms, for which no terminology, or ontology, exists yet. Building the
knowledge base was intended to give a better view of the result of the spec-
ification process, and since it was not built for a final application, there was
no application bias. The ontology reflects the specification and ISDN domains,
neither of which are made up of concrete objects.
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1.2 Conclusion about the experiments

The lesson we learnt through our modeling experiments reinforces the literature
on ontology: when modeling is controlled by the final task and when the domain
is well established or concrete, modeling is easier than without any application
bias or when the domain is new, informal, and hardly investigated.

When there is no task to drive the domain building, the modeling looks
like the work of a linguist, lexicologist or terminologist. The major difference
is that the final modeling has to be used not only for human understanding or
translation, but also for automatic inferences, which need more formal model-
ing. Researchers from computational lexical semantics ([25],[19]) have begun to
investigate the close relations between these two approaches, domain ontology
modeling and computational lexical semantics. The description of all the possible
semantic uses of a word may be possible if it is restricted to a specialized domain
relatively to a corpus, while it seems an inaccessible goal in general language.
What is needed in both domains is understanding, i.e making ” reasonable ”
inferences. Linguistic methods to define lexical items or terms (lexical items in
a specialized domain) are usually introspection (traditional in classical lexicog-
raphy) and, more recently, corpus analysis (traditional in classical terminology).
Even if they are not formal, linguistic methods are rigorous, and there are now
usable linguistic tools to help the work.

We think, as others ([30], [2], [22]), that domain modeling would benefit
from a close interaction between linguistic methods or tools and computer-aided
knowledge engineering methods or tools. Ontology, terminology, and lexical se-
mantics aim to describe the world through the words of the language, in all
language’s generality for lexical semantics, restricted to a technical domain for
terminology and for ontology as we have defined it. Our idea is to push the
integration of these disciplines as far as possible into a tool, TERMINAE.

1.3 Some requirements for methods and tools to build a domain
ontology

Since the beginning of the 90’s, a lot of principles have been elicited for the design
of ontologies; the best known may be those of [14], [15]. A lot of ontologies have
been designed in big or small projects (see [13] for a review of worldwide known
projects and the general literature from the recent conferences or workshops on
ontologies or modeling [36], [37] ,[38] ,[39]. But researchers are still asking for
guidelines and methodologies, and building usable or reusable ontologies faces
the same difficulties.

To these existing principles, we propose to add some requirements that fit the
need we met during our work on modeling. All the experiments faced the problem
of building an ontology of a domain from texts and we needed a tool to help us.
Some exist, but none fitting our needs. We wanted to have a linguistic approach,
to take advantage of the method and techniques existing in the terminology
domain. We wanted a CAKE tool to help the human task as much as possible.
We wanted a formal ontology to help validate the ontology, while avoiding most
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of the common mistakes such as redundancy and inconsistency, and we also
wanted to be able to query the ontology and make inferences. This led to the
following requirements for building a domain ontology from scratch and from
texts without being task-driven.

* Linguistic-based methods:
Linguistic methods such as the study of terminology are required. Terminol-
ogy is studied from domain texts, that is to say a description of a term is
elaborated from its occurrences in the texts.

* A typology of concepts to highlight the modeling choices:
When modeling an ontology, different types of concepts are elaborated. Some
come from the text, others from the type of text, from the domain, from
meta-knowledge, from common-sense knowledge. Some are introduced to
structure the ontology bottom-up or top-down. It is important to be able to
distinguish the modeling choices in order to understand and maintain the
ontology.

* Formality to avoid as far as possible incoherence and inconsistencies:
The support of an ontology has to be formal to avoid incoherence and to
allow further inferences. The drawback of this option is a loss of meaningful
substance but this is the price of correctness and automation.

* Traceability, maintainability, back linking to texts:
A condition of usability is the ability to understand the ontology, i.e. to be
able to decide if the underlying conceptualization fits the addressed problem
or domain or not. This implies a documented ontology, with links to its
sources and comments on the modeling process.

TERMINAE has been built to meet these requirements.

2 TERMINAE

2.1 Overview of the tool

TERMINAE is a computer-aided knowledge engineering tool written in Java. Its
originality is to integrate linguistic and knowledge engineering tools. The linguis-
tic engineering part allows the definition of terminological forms from the study
of term occurrences in a corpus. A terminological form defines each meaning of
a term, called a notion, using some linguistic relations between notions, such
as synonymy. The knowledge engineering part involves knowledge-base manage-
ment with an editor and browser for the ontology. The tool helps to represent a
notion as a concept, which is called a terminological concept.

2.2 Knowledge engineering part

Knowledge-base formalism Knowledge representation formalisms, like con-
ceptual graphs or description logics, describe an epistemological level, in the
sense of [10]. They provide logical primitives, the meaning of which is domain-
independent, and syntactic rules to build language formulae. They also provide
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rules for semantic composition, which allows the sense of a formula to be com-
puted from the sense of the primitives which compose it. But the definition of
the non-logical primitives of the domain, the interpretation of which is given by
the domain, is left to the knowledge engineer. So the task of building a formal
ontology of a domain comes down to defining the non-logical primitives of the
formalism[4].

The formalism used in TERMINAE belongs to the family of description
logics. These formalisms are now well known [34]. They describe concepts by their
necessary and sufficient conditions, in order to organize concepts into a taxonomy
of subsumption along which the properties are inherited, and to classify concepts
in this hierarchy according to their properties. TERMINAE formalism is only
a terminological language, close to the T-box language of Back [18], with the
following syntax:

Table 1. Syntax of TERMINAE terminological language

Concept Terms Role Terms

[concept]::[concept-name] [role]::[role-name]
| anything | [role] and [role]
| nothing | domain([concept])
| [concept] and [concept] | range ([concept])
| all ([role],[concept]) | [role]comp [role]
| atleast([INTEGER],[role]) | trans([role])
| atmost([INTEGER],[role]) | inv([role])

This language has been chosen to facilitate the design, although the classification
becomes NP-complex . The operators involved are not used sufficiently often to
lead to an unacceptable lack of efficiency in the terminological part.

Typology of concepts for the modeling Moreover, to help the understand-
ing and maintenance of the modeling, concepts have specific labels to express
their structuring-type and their linguistic-type. This typology does affect neither
the classification nor another inferential process, and the labels are transparent
for the formal semantic interpretation. These labels are used as comments by
the knowledge engineer when building or maintaining the base, and they re-
flect everyday experience in knowledge engineering. They emphasize a modeling
point of view on the concept, following two methodological dimensions: the usual
structuring dimension, and the linguistic one that we have introduced.

Structuring dimension The structuring-type of concept is either top-down or
bottom-up, and it expresses the way the concept has been introduced into the
ontology.
Top-down structuring (TDS) type concepts partition off the domain early on into
large subdomains which are easier to manage. This allows the knowledge engineer
to structure his/her conceptualization process. Often the domain differentiates
between fundamental objects such as physical object or abstract object in the
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domain of telecommunications, and data and function in the domain of software
specifications.
Bottom-up structuring (BUS) type concepts come from a deeper study of the
specialized domain. For instance, in telecommunications, BUS concepts may be
exchange, call, or subscriber. Sometimes the limit is not so clear, and a concept
may remain unlabeled. A BUS concept may be designed as regrouping BUS
concept (RBUS), which means that it has been created to put together a family
of concepts with some common properties. These properties may be formally
defined at the level of the RBUS concept and then restricted, or just given as
a comment on the RBUS concept. This is the case in the telecommunications
network supervision application for the concept ”work problem”, under which all
the concepts ”incident cause bound to maintenance work” have been clustered.
Experts have spontaneously agreed with this conceptualization, which allows
them to better structure the huge number of causes they have to keep in mind.

Linguistic dimension The other dimension of a concept is its linguistic accu-
racy, with respect to the corpus. Terminological (T) concepts are built from the
study of the corpus, and they correspond to one or more terms of the specialized
domain. One term (the ”vedette”) is chosen as a name for the concepts. For in-
stance, ”ISDN number” is a terminological concept, as is ”to-allocate”(affecter
in French) that will be modeled further. Pre-terminological (PT) concepts cor-
respond to several expressions, sometimes real sentences (such as ”this type of
problem occurs when work is programmed on the network, the supervision center
has been notified, but all the consequences have not been indicated”, or ”inci-
dent cause bound to maintenance work”), none of them being more used than
the others. Ultimately, a specific term will be adopted, but it is not the case
for the moment. One expression is chosen as the name for the concept (in the
example above, WorkProblem).
The name of a concept may not correspond to a term in the domain studied,
for instance the top-level concepts are usually not terminological. It may appear
that a not-terminological (NT) concept has the same name as a terminologi-
cal one, i.e. they are homonyms in the ontology. For instance ”domain” may
be terminological in a telecommunications text, meaning the set of equipment
supervised by a specific exchange (the supervision domain of the exchange); it
may also exist to design parts of the general ontology, for instance supervision
domain, exploitation domain, taxation domain. In such a case, as in case of pol-
ysemic terms, the concepts are distinguished by suffixing their name, domain-1
and domain-2.
It also happens that a concept is needed to structure the ontology and that a
known term corresponds to the concept, but this term is not attested in the
corpus. For instance, the term ”telecommunication” does not occur in the ISDN
corpus, it belongs to a domain including that of ISDN, but the concept is needed
to structure the ontology. The concept will be defined with the terminological
not attested (TNA) type.

Table 2 recapitulates the different types of concept. The two dimensions are
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Table 2. Concept types

Dimension Type of concept

structuring top-down (TDS)
bottom-up (BUS)
regrouping bottom-up (RBUS)

linguistic terminological (T)
pre-terminological (PT)
terminological not attested (TNA)
not terminological (NT)

independent. A priori, most of the primitive concepts are TDS and NT/TNA,
most of the defined concepts are BUS/RBUS and T/PT, but no exact corre-
spondence is possible. For instance, WorkProblem (PbTravaux in French) is a
RBUS concept which has been defined to regroup all the causes of incidents due
to work programmed on the network. Although this concept is neither linguis-
tically attested in the corpus nor by the expert, the expert is so much in favor
of the definition of this new concept that it will certainly become a PT concept
very soon. For the moment, it is an NT concept, i.e. not terminological.

The bootstrap top-level ontology TERMINAE has been designed to build
an ontology from scratch and the engineers must face the bootstrap problem,
that is to say:

* How to describe concepts without first having defined the roles?
* How to describe roles without first having defined the concepts?

In practice, concepts and roles are described at the same time and the structuring
process is questioned at each step. But where do we start? TERMINAE proposes
around thirty concepts established from the state of the art and a kernel of
relations close to linguistic cases, that may be modified depending on the needs
[17],[20],[32],[28]. Figure 6 will show some of them in the next section.

2.3 Linguistic engineering part

Theoretical terminological approach The proposed approach follows recent
work in terminology [31]. The original postulate of terminology stipulated that
scientific knowledge is based on logical reasoning and gave the term as the mini-
mal unit of this knowledge [35]. The term had to be pure, without any emotional
or non-cognitive connotation, with a single meaning, precise, mono-referential,
which means that to a term corresponds one and only one concept and vice
versa. This idea of a purely logical scientific language no longer corresponds to
recent knowledge, which considers language and even texts as the basis of scien-
tific work. Moreover, even in restricted domains, term univocity is not respected,
and a term may correspond to several notions because of the existence of linguis-
tic phenomena such as metonymy or polysemy. For example, in the domain of
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the specification of ISDN supplementary services, which is a very restricted do-
main in telecommunications, the term call forwarding (renvoi d’appel in French)
may designate three different notions: a supplementary service, or the action
performed when this service is invoked, or the result of this action when the
service is invoked.

Practical terminological approach TERMINAE supports a methodology to
build terminological concepts from the study of the corresponding term in a cor-
pus. The first step is to establish the list of terms. This requires the constitution
of a relevant corpus of texts on the domain. Then LEXTER [8], a term extrac-
tor, proposes to the knowledge engineer a set of candidate terms from which the
effective terms have to be selected with the help of an expert. The next step is to
conceptualize each term. The knowledge engineer analyzes the uses of the term
in the corpus to define all the notions (meanings) of the term. He/she gives a
definition in natural language for each notion and then translates the definition
into a formalism. The new terminological concept finally may or may not be
inserted into the ontology, depending on the validity of the insertion. Figure 1
shows the path from text to terminological concepts.

Fig. 1. From text to Knowledge base

Terminological study TERMINAE integrates the results of LEXTER, a tool
which extracts candidate terms by means of local syntactic parsing techniques
based on surface patterns. Figure 2 presents the graphical user interface to study
the occurrences of a term candidate. The right part of the window shows the
occurrences of the term selected in the left part. The term ”affecter” and its 19
occurrences are extracted from the corpus on the ISDN supplementary services
specification. For each occurrence, the user may display its context (the whole
paragraph or only the preceding or following sentences).
A terminological form is created from the study of the term. Figure 3 presents

the terminological form of the verb ”affecter”, which is polysemic. Occurrences
1, 2, 3, ... lead to the notion ”to allocate”. The others lead to the notion ”to
modify”, with the result that the knowledge engineer fills out two modeling
forms. The knowledge engineer binds a distinct notion to each meaning which is
defined by a set of occurrences and a text. For instance the notion ”affecter-1” is
defined by the given occurrences and the text ”an exchange allocates something
to something”.
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Fig. 2. Terminological study interface

Fig. 3. A terminological form

Normalization and formalization The methodology followed leads us from
the study of the text to modeling forms for one term. Each notion underlying
a term is described by its uses with the other notions in the corpus. We call
this process term normalization, in line with [26]. This means that the choice of
corpus is fundamental for the building of the ontology, because the normalization
is relative to the corpus. From the analysis of these uses of the term, the engineer
fills out a modeling form for each notion, which includes the following fields (see
figures1 4 and 5):

* a normalized definition of the notion, which is the list of its linguistic relations
with other lexical items

* a more formal definition, where each relation is translated into a primitive
relation chosen from a list of predefined relations

* a formal definition, where each relation corresponds to a role in the ontology
and where the related lexical items are bound to a concept in the ontology

1 Text and term are French. We have tried to translate some elements for a better
understanding, that explains the French/English mix presented in some windows.
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Each modeling form is bound to the terminological form. This form represents
the choice of modeling of the knowledge engineer. It will be saved for the trace-
ability of the modeling. The engineer defines the list of linguistic relations of
the notion from the terminological definition and the analysis of the list of oc-
currences. This is entirely manual and is dependent on the competence of the
knowledge engineer.
Then, the linguistic relations are translated into primitive relations with the aid
of a list of predefined relations given with their definition and some examples.
Most of these relations are defined as roles of the ontology.
Then under the control of the engineer, TERMINAE translates each primitive
relation into a role. If the matching is not successful, the engineer has the pos-
sibility to add a new role to the initial ontology, and a corresponding relation
to the list of predefined relations. An unsuccessful matching means either that
the name of the relation is unknown as a role or that the role cannot link the
concepts together.
Indeed, a value concept must be defined for each role of the notion which is
being defined. The value concept of the role R is the least common subsumer
of the concepts bound to the terms which have an R relation with the notion.
The classifier of TERMINAE helps to find this least common subsumer, through
the analysis and conceptualization of the list of occurrences of the notion. This
implies that the notions in relation with the notion which is being defined must
themselves be defined, as the modeling process is iterative. Other choices may
be to give up a particular notion related to the one being defined or to consider a
more generic one. The form keeps trace of the modeling process for traceability
and further modeling. The result is a concept with a name and a list of relations
with other concepts, and this concept may be inserted into the formal ontology.
Let us examine the formalization of the notion ”affecter-1” (to allocate). The
normalization phase gives the description :
”affecter-1” is an action which has three linguistic relations ”agent”, ”object”,
”second object”. The translation of these relations into primitive ones gives :
”affecter-1” isKindOf action with relations ”AGNT”, ”OBJ”, ”RCPT”.
Each property has to be translated into a role of the knowledge base. These
properties will be described by the roles AGNT, OBJ and RCPT which are
defined on the concept ”action”. To define the value concept for each role, the
knowledge base is searched for a concept which subsumes the value concepts
corresponding to the value terms. So the concepts (subscriber’s line, channel,
access) are subsumed by the concept ”equipment”; the concepts ”communica-
tion” and ”equipment” are subsumed by the concept ”entity”. Thus the notion
studied is formalized into the terminological concept ”affecter-1”(to allocate):

to-allocate::= action and (all AGNT exchange) and (all OBJ equipment)
and (all RCPT entity)

Insertion into the ontology The last step is the insertion of the concept
into the knowledge base. The knowledge-base system may give information to
the knowledge-base designer. Let us suppose that the knowledge base already
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Fig. 4. Modeling form of ”affecter-1” (to allocate)

includes some concepts as shown in the figure 6. It informs that the concept ”to-
allocate” has the same roles as the concept ”to-assign”. The concept ”to-assign”
is described by:

to-assign::= descriptive-action and (all AGNT exchange)
and (all OBJ equipment) and (all RCPT spatial-entity)

The knowledge base designer takes either one of the four following decisions:

1. that ”to-allocate” is a specialization of ”to-assign”. The designer defines the
concept ”to-allocate ” as isKindOf the concept ”to-assign”.

2. that ”to-assign” is a specialization of ”to-allocate”. The designer defines the
concept ”to-assign” as isKindOf of the concept ”to-allocate”.

3. that the two concepts are brothers, with the same father ”descriptive-action”.
The designer defines the concept ”to-allocate” as isKindOf the concept
”descriptive- action”.

4. that the underlying notions are synonymous. The designer specifies that
the concept ”to-assign” also represents a notion of the term ”to allocate”;
TERMINAE adds a comment to the concept ”to-assign”, a link between
the concept and the modeling form of ”to-allocate”, and returns to the two
terminological forms to specify that ”to allocate” and ”to assign” terms are
synonymous.

In each case, the knowledge-base system will check the validity of the insertion.
For example, in case (1), the knowledge-base system will inform the designer
that it has detected incoherence on the value role RCPT. Indeed, the ”entity”
concept is not subsumed by the ”spatial-entity” concept. The designer choice
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Fig. 5. Modeling form of ”affecter-2” (to modify)

has to be changed, or the concept description has to be modified. The designer
must explain the choice in a comment linked to the concept. These comments
are necessary to understand the modeling and to modify it, they facilitate main-
tenance and readability. The knowledge-base system allows ontology description
and avoids incoherence. The classifier helps to search for similarity and to group
concepts together, while the comments facilitate maintenance and readability.
The traceability requirement is achieved through the links between the text,
the different forms and the terminological concepts in the ontology. The result-
ing ontology is strongly linked with terminology, and so benefits from the solid
experience in semantic modeling of the specialized domain. It is relatively in-
dependant from any application, which means that it is necessary to make a
new model that is well adapted to the application in question. In particular,
the relations may need to be extended by other relations that are closer to the
inferences of the application, but its linguistic base makes it directly usable for
applications on text retrieval, corporate memory, texts-on-line filtering, etc.

3 State of art

3.1 The terminological knowledge bases

Interactions between knowledge engineering and terminology are studied since
1990, that gave birth to the notion of terminological knowledge base ([30],[2]).
In France, the TIA ([9]) group works since 1993 on this theme. A terminological
knowledge base (called TKB in what follows) is a terminology, more specifically
a term bank, which is electronically accessible. The main difference is that a
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Fig. 6. The part of the ontology involved in an insertion, before the insertion

TKB includes conceptual knowledge ”a large and highly structured amount of
conceptual information for each term” [21], and its admitted objective is to be
used as the knowledge base of some system. The study of the terms in the texts
of a domain (any text, interview reports, technical reports, teaching manuals)
allows the definition of the domain objects by giving a definition of the terms
verified by an expert. A TKB includes the terms of one or more specialized
domains, lexical information on these terms, and indications about their use
(domain, sub-domain, kind of specific document, kind of specific speaker) and
relations with concepts. Several concepts may correspond to one term. A TKB is
independent of any application; it is built from texts describing a domain, which
may involve several applications. It defines the terms depending on their context,
i.e. their uses in texts, linking a concept with the corresponding term occurrences.
It may be created by terminologists and used by knowledge engineers as the
starting point for building a domain ontology. TERMINAE proposes knowledge
engineer to start with a terminological study for defining the concepts of the
ontology which corresponds to a term. Its aim is not terminology building but
ontology building, the resulting terminology being a side-effect.

CODE, a TKB management tool. The best known TKB management tool
is CODE, Conceptually Oriented Design/Description Environment, developed
by D. Skuce and his group at Ottawa from 1990 to 1995 ([30], [21], [29]. This
tool is a general-purpose knowledge management system. It assists in the various
operations necessary to create a knowledge base: inputting, structuring, debug-
ging, retrieving, explaining. CODE uses a frame representation language, allow-
ing consistency-checking based on inheritance mechanism. It provides a highly
developed graphic user interface and aims at the production of documents into
a pseudo natural language, for linguistic exploitation. The main difference with
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TERMINAE, apart from its being wide-spread, is that it was rather designed for
a terminologists workstation than as a formal ontology building tool. Technically,
the term extraction is very different, and methodologically it does not distinguish
between concepts coming from a terminological study and from modeling needs.

A TKB model. [3] proposed a model of TKB in which textual occurrences
of terms, terms and concepts are linked together as in usual TKB, but where
term-concept links are labeled by the context of use, following [11]. This label
structures the TKB into several points of view, which reflect a distinction be-
tween specialized domains, such as meteorology and telecommunication. This
allows the univocity of the labeled term-concept link to be kept, akin to classical
terminology. The concepts are structured into a hierarchical network, where they
are defined in a semi-formal way, normalized but still informal. This informality
allows the TKB to be adapted to a specific application and its required formal-
ization.
TERMINAE allows for non-univocity of the term-concept link, and focuses on
knowledge engineering part and formalization, rather than on manageability of
a terminology with multiple views.

3.2 A computational linguistics based knowledge engineering tool

KAWB (Knowledge Acquisition WorkBench)[22] is an example of advanced in-
tegration of linguistic tools. It is a semi-implemented tool to acquire semantic
features of a domain from large text corpora. It uses methods from computational
linguistics, information retrieval and knowledge engineering. A data extraction
module includes first a word class identification based on linguistic annotation of
texts, statistical word clustering, with access to external linguistic and semantic
sources; then a pattern finder collects collocations for words, searches for regu-
larities and proposes lexico-semantic patterns for a conceptual characterization
to the knowledge engineer. An analysis and refinement module helps the engi-
neer to test patterns which represent his/her hypotheses, groups together the
cases found by the search and generalizes them to ask the engineer for a final
decision.
This tool is applied in Medicine,where extensive work has been done, and where
a thesaurus exists (UMLS, Unified Medical Language System); it is real NLP
technology application independent, even if it requires knowledge engineer in-
tervention, as all knowledge engineering tools. This is a perfect example of how
NLP may help acquisition of domain knowledge from texts. Today, TERMI-
NAE tries to use simple NLP tools. For instance, LEXTER uses local syntactic
parsing techniques based on surface patterns to extract candidate terms from a
tagged text, where KAWB uses a word tagger, a specialized partial robust parser
and a case attachment module which requires more lexical information from a
knowledge base and external lexical data bases.
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3.3 A formal ontology building tool

ONTOSAURUS [33] is an example of browser and editor of ontology based on
a formal representation language. It is a user-friendly and Web-based tool for
browsing and editing ontologies or knowledge bases, with the Loom knowledge
representation formalism. Each concept is described on one HTML page, with all
the relevant information; this page contains two types of information, informal
or formal. The informal part includes image and textual documentation with
reference links to other source documents and references used in formalizing the
concept; the formal part includes the concept definition, the related concepts
of the hierarchy (super, sub and sibling concepts), its roles, its instances in
the knowledge base. Asserted and inferred informations are distinguished, that
is useful with description logics tools because the classifier makes sometimes
some obscure inferences [24]. Hyper-links abilities facilitate the browsing. The
LOOM integration provides ontology maintenance services such as the automatic
detection of incoherence, inconsistency and missing definitions.
This tool fulfills our requirements on traceability and formality; but it lacks of
methodology guidelines and, as often in knowledge engineering tools, there is no
distinction between term and concept. The linguistics used for identifying the
concepts to put into the ontology is not made explicit.

3.4 An example of strong principle based methodology

METHOTONLOGY [12] is a very interesting work on the ontology development
process. A list of activities to be done is elicited, from planification of task and
resources needed to build an ontology to its maintenance. Reuse is strongly
recommended, and the conceptualization, formalization, implementation steps
are distinguished, even if formalization and implementation come to the same
when the formal language is implemented as description logics usually are. It
highlights the similarity between ontology and classical software life cycles, such
as the needs of an ontology requirements specification. TERMINAE takes place
from conceptualization step, and its proposed top-level ontology from state-of-
the-art ontologies meets the METHOTONLOGY integration purpose. But in
the domains we study, it would have been very difficult to follow more than
the first step of conceptualization part, to define data dictionary and concepts
classification trees. Indeed, there is no constant, no formula, no constraint, no
axiom in the studied domains, which are hardly formalizable. The other steps of
conceptualization are not applicable.

4 Conclusion

This paper presents a linguistics-based methodology and tool to help knowledge
engineering. We think that domain ontology modeling would benefit from a closer
interaction between linguistic methods or tools and computer-aided knowledge
engineering methods or tools. Our aim is to push the integration of these disci-
plines as far as possible into a tool, TERMINAE. The tool, like the methodology
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it supports, has been developed from the requirements of real applications, to
facilitate ontology building from texts.
The requirements were as follows:

* To use the methods and tools from terminology in linguistics to find and
define concepts. At present, a term extractor, LEXTER, provides term can-
didates that may then be modeled through the normalization process.

* To provide traceability for maintenance and back linking from the ontology
to texts. This is achieved through the links between the text, the different
forms and the terminological concepts in the ontology.

* To highlight the modeling choices. A modeling typology of concepts leads
the designer through the ontology.

* To avoid as far as possible incoherences and inconsistencies. A terminological
formalism provides a classification mechanism to help the designer to detect
redundancies and incompatible definitions.

Today, TERMINAE has been developed in Java. There is still a lot of work to
be done to integrate the state-of-the-art in lexical semantics and computational
linguistics. Some tools could easily be inserted, such as morphological match-
ers to align term occurrences one under the other and to facilitate the manual
comparison of the uses. As far as we know, very few proposals have been made
to help in the elaboration of semantic classes (Zellig [7]), but less sophisticated
tools may help, such as LEXICLASS ([1]) that eases to cluster terms according
to their ”terminological context” given by LEXTER. TERMINAE has been de-
signed through real applications, but it has not yet been extensively used and
the methodology needs to be developed further. So far, TERMINAE has been
designed as a knowledge engineering tool with an ontology modeling objective,
but it could also be used as a terminological knowledge base, since it handles the
definition of terminological forms, the links to the text, and the links between
notions.
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(1996)

64 B. Biébow and S. Szulman
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pour la création d’un noyau de base de connaissances sur la supervision. Final
report, CNRS-Cognisciences-CNET Contract, étude numéro 4, Assistance à la
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Abstract. Many tasks in experimental software engineering (ESE) in-
volve the acquisition of knowledge. Only for very few of them systematic
knowledge acquisition (KA) practices have been established. It is ex-
pected that these ESE tasks can be accomplished more e�ectively if the
application of appropriate systematic KA methods is fostered.

Most reports on KA applications in software engineering address only
some selected aspects. A broader ESE perspective with its additional
facets (e.g., quality and knowledge management issues) has not yet been
presented so far.

This paper surveys applications of knowledge acquisition in experimen-
tal software engineering, introduces a repository of knowledge elicitation
(KEL) techniques, and suggests a methodology for the development of
customised KA methods in experimental software engineering. Reposi-
tory and methodology aim at fostering the dissemination of systematic
KA practices in ESE. They are applied at Fraunhofer IESE to develop
methods for the acquisition of experiential software engineering knowl-
edge.

Keywords: knowledge acquisition, knowledge management, experimen-
tal software engineering

1 Introduction

Software engineering (SE) involves a multitude of knowledge-intensive tasks:
Elicitation of user requirements for new software systems, identi�cation of best
software development practice, experience collection about project planning and
risk management, and many others.

In addition, the discipline of experimental software engineering (ESE)1 places
particular emphasis on knowledge management and knowledge-based support. It
builds on the assumption that continuous learning and systematic reuse of learnt

1 Experimental Software Engineering [1] covers all traditional �elds of Software En-
gineering. It places particular focus on the empirical investigation of Software En-
gineering concepts such as techniques, methods, or tools. Approaches for managing
the gained empirical knowledge play an important role in ESE.
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knowledge and experience are crucial for the further development of today's
software development and management practices.
Despite the importance of knowledge management in ESE, organised and mature
approaches to knowledge acquisition (KA) are rare. Compared to other areas of
engineering, SE is still quite young. Technological developments are progress-
ing fast. For these reasons, the often needed KA and knowledge management
components of methods and techniques have not yet been developed very far.
However, for the same reasons, e�ective knowledge acquisition and knowledge
management (KM) become more and more important for sustained business
success.
The objective of our work is to foster the further dissemination and use of ad-
vanced KA methods in ESE. This paper presents the approach through which
we want to achieve this objective. The approach consists of three elements:

{ Survey and characterisation of KA applications in ESE
{ A repository of reusable knowledge elicitation (KEL) techniques and expe-

rience
{ A methodology for developing customised KA methods for speci�c ESE tasks

The survey of KA applications provides an overview of the various tasks in ex-
perimental software engineering that can bene�t from advanced and systematic
knowledge acquisition practices. The characterisation of these applications illus-
trates the need for customised KA methods. It also is the �rst step to identify
requirements for the development of such customised methods.
A repository of knowledge elicitation techniques is important for disseminating
good KA practice throughout experimental software engineering. Many KEL
techniques that could be bene�cial to ESE are just not known to software engi-
neers. Operational de�nitions of these techniques need to be collected and made
accessible to software engineers. They must be supplied with experience about
when and how to use which technique. This information facilitates the selection
of KEL techniques for a speci�c knowledge acquisition task and supports the
application of the KEL techniques.
Such a repository does not only support knowledge acquisition and knowledge
management in ESE. It also is a knowledge management application itself, be-
cause the repository needs to be kept alive. It must be extended continuously,
and experience from the application of KEL techniques should be fed back into
it.
A methodology is needed to guide software engineers in the development of
customised KA methods. Such a methodology starts with the characterisation
of a knowledge acquisition task and selects appropriate KEL techniques from
the repository. The KEL techniques must then be integrated with each other
and supported by appropriate tools. The result is an operational, customised
KA method for the speci�c application task.
This paper is structured according to the three elements of our approach: Sec-
tion 2 surveys applications of knowledge acquisition in experimental software
engineering, Section 3 presents the repository of KEL techniques, and Section 4
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describes the knowledge acquisition methodology. A discussion and an outlook
on future work are addressed in Section 5. The remainder of this �rst section
briey introduces the �elds of experimental software engineering and knowledge
acquisition. It also lists requirements on KA applications in ESE, which were
used to guide the development of the approach presented.

1.1 Experimental Software Engineering

Software engineering aims at providing technologies that can be used for devel-
oping software and for managing software development. This involves the de�ni-
tion, selection, tailoring, and integration of principles, methods, techniques, and
tools in order to achieve a software product that meets the desired quality, time,
and cost requirements. For managing these requirements and for demonstrating
that they actually have been achieved, analytical and empirical measures must
be applied [2] [1].

Experimental software engineering is a branch of software engineering that ad-
dresses problems and research questions of software development and improve-
ment through an experimental approach. It utilises systematically designed ex-
periments and other kinds of empirical studies in order to enhance available
knowledge about the software domain. ESE is built on the principle of con-
tinuous learning and reuse of experience, which is de�ned through the Quality
Improvement Paradigm / Experience Factory (QIP/EF).

2. SET GOALS

3. CHOOSE MODELS4. PERFORM

5. ANALYZE

6. PACKAGE 1. CHARACTERIZE

Fig. 1. The Quality Improvement Paradigm

The QIP is a six-step proceeding for structuring software development and im-
provement activities (see Figure 1). It involves three overall phases: planning,
execution, and evaluation of the task. The planning phase is based on the ex-
plicit characterisation (QIP1) of the initial situation, the identi�cation of the
goals to be achieved (QIP2), and the actual development of the plan (QIP3).
The plan then guides the systematic execution of the task (QIP4). The subse-
quent evaluation phase involves the analysis of the performed actions (QIP5) and
the packaging of the lessons learnt into reusable artifacts (QIP6). The evaluation
allows to learn for similar tasks in the future.
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Fig. 2. The Experience Factory

The experience factory is a logical and/or physical organisation that supports
project developments by analysing and synthesising all kinds of experience, act-
ing as a repository for such experience, and supplying that experience to various
projects on demand. The experience factory complements the project organisa-
tion [2]. The experience factory is mainly responsible for conducting steps 5 and
6 of the QIP while steps 1 to 4 mainly concern the project organisation (see
Figure 2).
ESE has many relations to knowledge engineering and knowledge management.
KA from experienced software professionals is an important means for gaining
the knowledge and insight to answer ESE questions.

1.2 Knowledge Acquisition

Knowledge acquisition (KA) is the transfer and transformation of expertise from
some knowledge source to some explicit knowledge representation-usually de-
noted as knowledge base-that enables the e�ective use of the knowledge. This
de�nition is based on the one by Hayes-Roth et al. from 1983 [3]. It has been gen-
eralised slightly to meet the application of knowledge acquisition in experimental
software engineering as addressed in the remainder of this paper.
A KA method is an organised approach to knowledge acquisition. It involves a
de�ned process and guidelines for process execution. A knowledge acquisition
methodology de�nes and guides the design of KA methods for particular appli-
cation purposes. Section 4 suggests a KA methodology for experimental software
engineering. Knowledge elicitation (KEL) denotes the initial steps of knowledge
acquisition that identify or isolate and record the relevant expertise using one
or multiple KEL techniques. A KA method can involve a combination of KEL
techniques which is then called KEL strategy. These terms are used di�erently
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by di�erent authors. We have chosen our de�nitions to meet the speci�c termi-
nology needs of this paper.
Musen [4] lists several characteristics of knowledge acquisition that need to be
considered when applying KA methods:

{ Knowledge acquisition is a process of joint model building. A model of ex-
pertise is built in co-operation between a domain expert (i.e., the knowledge
source) and a knowledge engineer.

{ Much knowledge is tacit (i.e., it is not directly accessible). Appropriate KEL
techniques are needed to make it explicit.

{ The results of knowledge acquisition depend on the degree to which the
knowledge engineer is familiar with (a) the domain of the knowledge to be
acquired, and (b) its later application.

{ The results of knowledge acquisition depend on the formalism that is used
to represent the knowledge. Knowledge acquisition is most e�ective if knowl-
edge representation is epistemologically adequate (i.e., all relevant aspects
of expertise can be expressed) and usable (i.e., suits all later usage needs).

These characteristics of knowledge acquisition provide guidance for the design of
KA methods. For example, they imply that KA methods must assure that the
knowledge engineer becomes familiar with the application domain. In Section 4
a knowledge acquisition method is presented that reects these characteristics.

1.3 Requirements on KA in ESE

Experimental software engineering puts speci�c requirements on knowledge ac-
quisition that are quite di�erent from KA applications in other engineering sci-
ences or from the development of knowledge-based systems (KBS):

{ For most KA applications in ESE, the required knowledge exists only im-
plicitly, codi�ed, and informally. Hence, it can be quite di�cult to access
the knowledge. This imposes high requirements on the validity of the KEL
techniques and strategies used.

{ The results of KA in ESE are often the basis for further technical or man-
agerial activities. These activities depend very much on the reliability of KA
results. For this reason, the validity of KA methods and their results is an
important concern in ESE.

{ ESE involves a wide variety of target knowledge representation formats for
KA, which can be highly speci�c to ESE. Many of these knowledge rep-
resentation (KR) formats are di�erent from the traditional rule-, frame-,
or case-based formalisms involved in KBS. For this reason, the target KR
format becomes an important criterion to assess the appropriateness of a
candidate KEL technique.

{ In addition, an ESE artefact (e.g., a design document) often involves multiple
di�erent knowledge types (e.g., facts as well as rules and policies). Hence,
an appropriate KA method might require a combination of multiple KEL
techniques.
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{ In ESE, KA is not only useful for providing problem-solving support in
the form of knowledge-based systems. It can also provide the knowledge to
e�ectively perform technical and managerial tasks, and it can provide input
to corporate knowledge management systems and improvement programmes.

{ Knowledge-based systems have not yet found their way to wide-spread use
in the software industry (cf. [5] [6]). To foster their further dissemination, a
gradual transition from current ESE practices via knowledge management
implementation to KBS is recommended. This is an additional challenge for
KA in ESE, asking for KA methods that adapt to speci�c needs of KM
applications.

{ Systematic knowledge acquisition should be integrated into many ESE tasks.
As a consequence, KA methods should be applied also by non-knowledge en-
gineers. This requires a strong need for operational de�nitions of KA methods
and guidance for their application.

A KA methodology for ESE must take these requirements into consideration
and provide a well-organised approach to the selection of appropriate KEL tech-
niques. The KA methodology suggested in Section 4 reects these requirements.

2 A Survey of KA Applications in ESE

Experimental software engineering involves a multitude of knowledge acquisition
tasks. They can di�er in quite a variety of aspects such as involved knowledge
types, knowledge sources, knowledge users, modes of knowledge use, and target
knowledge representation. A good starting point to provide tailored and e�ective
methodological support to these knowledge acquisition tasks in ESE is to survey
these tasks systematically, and to characterise them appropriately.
This section presents such a survey and characterisation of KA applications in
experimental software engineering. It thus demonstrates the wide variety of KA-
related tasks, which has often not been recognised su�ciently by ESE. For the
�eld of knowledge acquisition, the survey provides a map of possible applications
for established KA approaches. The survey is not meant to be comprehensive
and complete. It was our intention to build on previous work in SE and to
complement it with a speci�c ESE perspective.

2.1 Literature Review

Applications of knowledge acquisition in software engineering have been described-
among others-by [6] [7] [8] [9]. A particular tradition in systematic KA can be
found in the �eld of requirements engineering (RE) (cf. [10] [11] [12] [13]).
Eriksson [7] lists three major application areas of knowledge acquisition in soft-
ware engineering: Initial feasibility studies, requirements speci�cation, and the
identi�cation of solution approaches for design and implementation problems.
He summarises that KA is a broad activity which may be useful at many stages
in the software development process. Some KA methods were already used in SE,
albeit often in a less explicit and systematic manner than in KBS development.
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Grogono [6] addresses the mutual interrelations between expert systems and
software engineering. Thus, indirectly, he also covers the need for knowledge
acquisition in SE. The expert systems that he lists require the following kinds
of knowledge: Requirements speci�cations, expertise on design structures (i.e.,
products or artifacts), expertise on the design and implementation processes
(mainly in the form of rules or heuristics), as well as software process models
(i.e., procedure-like representations).
Briand et al. [8] describe a method for estimating software development e�ort.
It is a hybrid approach that combines acquisition of experiential knowledge with
empirical data from past projects. The acquired causal models allow for e�ort
predictions that are based on signi�cantly less empirical data than would be
needed otherwise. Wilson and Hall [9] use construct elicitation to investigate the
perceptions of software quality that they found in a number of IT organisations.
The various analogies between knowledge engineering and requirements engi-
neering are surveyed and investigated by Angele and Studer [10] and by Shaw
and Gaines [11]. A recent publication by Weidenhaupt et al. [12] surveys and
investigates the application of various scenario techniques for the acquisition of
system requirements. Maiden and Ncube [13] describe an approach to the acqui-
sition of requirements for the selection of commercial o�-the-shelf software that
involves multiple semi-structured interview techniques.

2.2 Survey Results

Most reports on KA applications related to software engineering either address
only some particular aspects (e.g., requirements elicitation or cost estimation)
or focus on software development tasks only. A broader ESE perspective with its
additional facets (e.g., quality, improvement, and knowledge management issues)
has not yet been presented so far. To gain such a broader perspective on KA
applications in experimental software engineering as a basis for our further work,
we have investigated multiple literature sources and interviewed SE experts.
The results are shown in Table 1. The table demonstrates the wide area of
applications of KA in ESE. Each application is characterised briey.
Starting point of our investigation was a taxonomy of ESE tasks. It is listed
in the leftmost column of Table 1. The tasks are grouped into three categories:
Product engineering (i.e., the typical software development tasks), management
(e.g., project or quality management), and support (i.e., all activities that are
not directly related to the product development but that ease, facilitate, and
improve it). For each task, a set of knowledge items (i.e., artefacts or concepts)
was identi�ed, which are usually gained within the related task by some kind
of knowledge acquisition activity. Each knowledge item is characterised using
its subject topic and the typical kinds of knowledge encoding (i.e., whether it
is contained in documents, available in the minds of humans, or present in the
form of processes and procedures).
Each set of knowledge items is supplied with information about the typical
knowledge sources (e.g., a SE role or a document), its knowledge users, and
the target knowledge representations in which it is documented and used once
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Knowledge Items
Knowledge Knowledge

Target

Knowledge
ESE Task Subject Topics Encoding Sources Users Represen-

tations

Product Engineering

Requirements
Analysis

Requirements,
Business Processes,
Use Cases

H, P, D U, C, M,
SE, PD, S

SE S, G, U, F

Architecture Design Reusable Artefacts, D, H PD, L, SE G, S, F, U
Detailed Design Templates, SE, S G, S, F, U
Implementation Patterns1 F, G
Integration and
Testing

Test Plans,
Test Cases

D, H, P U, C, SE,
QM, SP

SE F, G, U, S

Maintenance Programme
Understanding

D, H, P SE, S, PD SE F, G

Software Acquisition Requirements,
Third-Party Products

D, H PD, L, SE SE S, U, G

Management

Project Management Time and E�ort
Estimates,
Schedules,
Sta�ng Plans

H, P, D PM, PD, L,
SP

PM F, S, G

Quality Management Quality Plans D, H, P PD, PM,
QM, SP, L

QM S, G

Risk Management Risk Mitigation Plans H, P, D PM, PD,
SP, L

PM S

Support

Con�guration
Management

Con�guration
Management Plans

D, H, P PD, SE,
QM, SP

SE, QM,
PM

F, G, S

Documentation User Documentation D, H, P PD, SE,
U, S

TW S, G

Process Modelling Process Models H, D, P SE, PM, QM,
PD, SP

SE, QM,
PM

F, G, S, U

Process Enactment Processes,
Guidelines

H, P, D SE, PM, QM,
SP, PD

SE, QM,
PM

S, G

Process Automation2 Process Models,
Con�guration
Management Plans,
System Architecture,
Code3

D, P, H PD, SP,
SE, PM,
QM

SE, QM F, G, S

Process Assessment Various aspects of
the software
engineering practices

P, D, H SP, PD,
SE, PM,
QM

PM, QM S, G, U

Measurement Quality Goals,
Understanding and
De�nition of Qualities,
Products, and Processes,
Expected Phenomena,
Measurement Plans,
Interpretations of
Observed Phenomena

D, P, H PD, SP,
SE, PM,
QM

PM, QM,
SE

F, G, S

Improvement Improvement Plans D, H, P PD, SE, PM,
QM, SP

QM, PM S, G

1
Typical subjects of these knowledge types are architectures, data models, algorithms, and code.

2
Note: This involves process automation using CASE tools, and process support using SE environments.

3
These items are structure- and process-related knowledge about different software engineering artefacts or

concepts relevant for setting-up process automation.

Legend: These lists are sorted by relevance. Most relevant items appear �rst.
Knowledge Types (Encoding): D=Documents, H=Humans, P=Processes.
Knowledge Sources and Knowledge Users: U=User, C=Customer, M=Marketing, PM=Project
Management, QM=Quality Management, SE=Software Engineer, TW=Technical Writer,
S=Existing System, PD=Existing Project Documentation, L=Literature, SP=Software Process.

Target Knowledge Representation: G=Graphics, U=Unstructured and S=Structured or
Semi-Formal Natural Language, F=Formal Language.

Table 1. Overview of KA applications in ESE
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it has been acquired. For each set of characteristics, the order in which they are
listed indicates an order of relevance.

2.3 Observations from the Survey

The survey and the characterisation of knowledge acquisition applications in
experimental software engineering provide an interesting perspective on the de-
tailed, speci�c KA requirements of ESE. Observations can be made that are
useful for selecting KEL techniques and for developing KA methods for appli-
cation in experimental software engineering. In the following, the most relevant
observations are summarised.

Product Knowledge vs. Process Knowledge. Two kinds of knowledge are
most important for the gross number of ESE tasks: Product knowledge and
process knowledge. Product knowledge addresses structure and other character-
istics of artefacts (e.g., system architecture or functionality). Process knowledge
deals with how ESE tasks should be performed (e.g., the development process,
policies, and guidelines), and how the tasks interact.

Dependency Chains between ESE Tasks. For product engineering and sup-
port tasks, especially, it is typical that there are chains of dependent tasks: Design
tasks depend on requirements analysis, and implementation depends on design.
Likewise, process assessment and measurement depend on process modelling,
and improvement depends on process assessment and measurement.

These dependency chains have implications on knowledge encoding: Knowledge
that is needed to accomplish the tasks in the chain can mainly be acquired from
human experts, especially the �rst tasks. During KA such knowledge is repre-
sented explicitly, so that the subsequent tasks can widely rely on documented
knowledge.

High Variety of Knowledge Sources. The lists of knowledge sources for the
di�erent ESE tasks can be quite long. The knowledge sources of a certain task can
be quite di�erent. This implies that the KEL techniques used to gain the required
knowledge must also be quite di�erent, because di�erent groups of persons (e.g.,
software engineers vs. customers) can show very di�erent communication styles
and terminologies.

Support Tasks Have Many Di�erent Knowledge Users. By de�nition
of the taxonomy that is used to structure the ESE tasks, the knowledge users
of product engineering tasks are software engineers, and those of management
tasks are project or quality managers. In contrast, each support task can have
multiple knowledge users, and the sets of users for two support tasks can be
di�erent.

The survey of KA applications in experimental software engineering and their
characterisations provide a starting point for the development of customised
KA methods that can be used to accomplish these tasks. The two following
sections suggest an approach by which the development of such methods can be
supported.
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3 An Experience Base of Knowledge Elicitation

Techniques

Software engineering can bene�t from the adoption of advanced KA practices.
Therefore, a body of knowledge about KA needs to be collected, made accessible,
and disseminated to software engineering professionals. Experience about KEL
techniques is of particular interest to experimental software engineering, because
these are the basic elements needed to develop customised KA methods for the
various ESE tasks.
This section presents the repository (or experience base) of KEL techniques
that has been built at Fraunhofer IESE. We describe the structure of the chosen
knowledge representation and outline how the knowledge was collected and how
it is used.
To support systematic KEL practices in ESE, the following information needs
to be provided to software engineering personnel:

{ Concise and operational de�nitions of the KEL techniques.
{ Information about the application context of the KEL techniques (i.e., in

which situations it can be applied, and in which situations it is inappropri-
ate).

{ Traceability information and literature references that allow to access further
information about the KEL techniques.

The representation structure we have chosen to describe experiences about KEL
techniques (in the following denoted as experience packages) meets these require-
ments. Table 2 shows an example experience package. It has the form of a table
with pre-de�ned information blocks. The upper part of the table contains the
de�nition and classi�cation of the technique as well as references and traceabil-
ity information (i.e., its name, and slots for sources, classi�cation, relationships,
description, and characteristics). The lower part contains information relevant
to selecting and using the technique (i.e., its application context). Its slots are:
Prerequisites, advantages, disadvantages, risks, and notes.
Each entry that has been acquired from some literature source is supplied with a
reference to this source. Information about application context is classi�ed using
keywords at the beginning of the statement. The classes indicate aspects of
knowledge elicitation to which the statements refer. For instance, KTYP stands
for knowledge types and marks statements like "Is appropriate for eliciting facts,
conceptual structure, causal knowledge, and justi�cation" in the advantages slot
of Table 2. ELIC and EXPT mark statements that refer to the roles of elicitor
and expert, respectively.
The experience base currently contains about 30 experience packages. Focus
is put on KEL techniques for elicitation from individual human experts in
interview-like sessions. Examples are semi-structured interview, retrospective
case description, list-related tasks, teachback, construct elicitation using reper-
tory grids, and laddering.
The information contained in the experience packages has been gained from
multiple literature sources that survey KEL techniques or report on experiences
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from using some of them (cf. [14] [15] [16] [17]). The raw information that has
been found in these texts has been categorised and structured gradually to gain
the experience packages. However, once the experience package structure had
been established, it was quite straight-forward to add new KEL techniques or to
extend the information about already catalogued ones.

Semi-Structured Interview

Sources Cordingly [14], Cooke [15], Welbank [16]

Classi�cation Interview/Semi-structured Interviews [14]
Interviews/Structured Interviews [15]

Relationships Kind of Interview

Description The interviewer has a list of prepared questions. But the order in
which they are covered and the words used to express them may
vary from interview to interview.
Many of the questions are open questions.
[14], [15]

Characteristics � Puts more demands on the interviewer than do fully structured
and pre-determined interviews. [14]

Prerequisites � Preparation of generic questions and coarse outline of interview
structure.
� Some basic familiarity of the elicitor with the domain and the
tasks for which knowledge needs to be acquired.

Advantages CNTS Structure provides more systematic and complete coverage
of the domain than unstructured interviews. [15]
STYL EXPT ELIC Structure tends to be more comfortable for
both expert and elicitor. [15]
PERF STYL The interview can ow smoothly. [14]
CNTS The interviewee's associations between topics can be iden-
ti�ed, because he/she has the freedom to follow spontaneous as-
sociations during the interview. [14]
KTYP Is appropriate for eliciting facts, conceptual structure,
causal knowledge, and justi�cation. [16]

Disadvantages PROC ELIC Requires more preparation time and domain knowl-
edge than unstructured interview. [15]
KTYP Is inappropriate for eliciting expert's strategy. [16]

Risks KTYP Can be inappropriate when used to elicit rules, weight of
evidence, and context of rules. [16]

Notes � Answers to one question may arise as part of answers in another
question. [14]
� The wording of questions can be adopted to the vocabulary of
the interviewee. [14]

Table 2. Example experience package for a KEL technique.

The experience packages can be used by software engineering professionals in
multiple ways to gain an overview over KEL techniques, and to select some that
meet the requirements of the tasks they have to accomplish. The structure of

77Applications of Knowledge Acquisition in Experimental Software Engineering



the experience packages and the keywords that classify each statement allow
to search or browse the information for various aspects or subject topics. A
KA method that illustrates very well how individual KEL techniques can be
integrated in a systematic manner has been presented by Briand et al. [8].
The experience base is extended and updated gradually. Currently, it is provided
as versioned electronic documents with some basic hypertext functionality to ac-
cess structure elements or indexed parts of experience packages. Our future plans
are to transfer them into HTML format and o�er them as an on-line experience
base through the intranet. In addition, we are about to implement the experience
base in a prototype knowledge management system that is specialised toward
decision support for the selection of SE technologies during project planning.
This knowledge management system called KONTEXT 2 [18] [19] supports the
entire life-cycle of Technology Experience Packages (TEPs), involving (1) knowl-
edge acquisition and modelling of TEPs, (2) decision support for the selection
of software engineering technologies, and (3) empirical evaluation of technology
application and update of TEPs. KONTEXT is a research prototype that is
being applied for internal uses at Fraunhofer IESE.
Currently, works are under way to build two variants of KONTEXT: One is for
o�ering Technology Experience Bases and the TEPs they contain over the in-
ternet. The other implements the core functions and data model of KONTEXT
into Fraunhofer IESE's corporate information network infrastructure. As soon
as these works will be completed, the experience base on KEL techniques can be
o�ered as part of a comprehensive knowledge management system that{among
other features{ allows for knowledge annotation and continuous knowledge evo-
lution of KEL experience.
The knowledge representation of KONTEXT in the Fraunhofer IESE corporate
information network deploys an object-oriented formalism and associated case-
based knowledge representation. Based on a collaboration with a commercial
case-based reasoning (CBR) tool provider, a CBR tool has been developed for
supporting the retrieval of experience packages [20] [21] [22]. For a public case
base a �rst implementation of the CBR tool has already been validated empir-
ically [23]3. Further experimental validation of KONTEXT is currently being
prepared.

4 A KA methodology for ESE

The further dissemination and implementation of systematic knowledge acqui-
sition practices in experimental software engineering requires an appropriate
methodological framework. This section suggests a methodology for guiding the
development and application of customised KA methods in ESE. The method-
ology starts with a characterisation of KA tasks (cf. Table 1) as starting point
and selects appropriate KEL techniques from the experience base (cf. Section

2 KnOwledge maNagement base on the application conTEXt of software engineering

Technologies.
3 http://demolab.iese.fhg.de:8080/
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3). It thus integrates the two other elements of our approach that have been
introduced in the previous sections.

Table 3 depicts the structure of the methodology. It involves four phases and
twelve steps. The initial phase is a pre-study for gaining background information
and requirements on design and application of the KA method. The second
phase, KEL strategy development, is the core part of the methodology. It de�nes
the KEL strategy. The two subsequent phases are knowledge elicitation and
modelling. Hence they address the application of the KA method.

The KA methodology is described in detail in [24]. The following sub-sections
outline its overall structure.

Phase Step / Sub-Step

Pre-Study Conduct pre-study on subject topic

Conduct pre-study on usage processes

Identify knowledge representation

KEL Strategy Identify requirements and candidate KEL techniques

Development � Characterise application situation

� Identify applicable KEL technique

� Identify further pre-study needs

De�ne KEL strategy

� Select KEL techniques

� Integrate KEL techniques

� Document KEL strategy

Develop support tools and validate KEL strategy

� Identify requirements on KEL execution

� Develop support tools

� Validate KEL strategy and support tools

Knowledge-Elicitation Plan knowledge elicitation

Prepare knowledge elicitation

Conduct knowledge elicitation

Knowledge-Modelling Construct knowledge model

Validate knowledge model

Release knowledge model

Table 3. Overview of the KA methodology.

4.1 Pre-Study

The �rst phase of the methodology aim at making the knowledge engineer famil-
iar with the subject topic and the usage processes of the knowledge models to be
acquired. Pre-study of the subject topic involves an investigation of relevant and
available knowledge sources. Based on this information, a suitable knowledge
representation formalism is determined or designed from scratch.
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4.2 KEL Strategy Development

The core phase of the methodology is the actual design of the KEL strategy.
It starts with identi�cation of requirements and candidate KEL techniques. If
further pre-study is needed, exploratory knowledge elicitation activities should
be planned explicitly. The identi�cation of appropriate techniques can be sup-
ported by an experience base of KEL techniques (cf. Section 3). The individual
techniques identi�ed must then be integrated, and the method must be de�ned.
Finally, support tools for knowledge elicitation must be provided, and the KEL
strategy and its support tools must be validated.
Explicit and operational de�nition of KA methods is recommended, because it
eases the dissemination and re-use of the methods. It also facilitates the plan-
ning of KA activities in the context of software projects, which have often tight
schedules. Furthermore, in experimental software engineering the KA methods
might be applied by persons with little experience in knowledge acquisition. So
operational methods can provide bene�cial guidance and support.

4.3 Knowledge Elicitation

The actual execution of a customised KA method starts with knowledge elici-
tation. Knowledge elicitation activities must be planned in accordance with the
schedule of the software projects in which the experts are working, and by which
the knowledge will be used later. Preparation activities involve customisation of
questionnaires and providing the technical infrastructure for knowledge elicita-
tion. During knowledge elicitation sessions, notes or records need to be taken.
Possibly some intermediate or mediating knowledge model is being developed.

4.4 Knowledge Modelling

The knowledge modelling phase translates the KEL results into an appropriate
knowledge model. The model needs to be validated thoroughly, because many
ESE tasks may build on it. Finally, the validated knowledge model is released
and disseminated. In some cases release and dissemination of KA results can
become a major task. For instance, the dissemination of acquired good design
practices may require an entire training programme.

4.5 Example KA Method

The methodology can be illustrated by a method for software development e�ort
estimation called COBRA (COst estimation, Benchmarking, and Risk Assess-
ment) [8]. COBRA applies several KEL techniques in an integrated and very
systematic way. It has an operational de�nition and is based on explicit ratio-
nales. COBRA has been applied successfully in industrial environments. Thus it
supports the appropriateness and validity of the KA methodology. Details about
COBRA and its relation to the presented KA methodology are addressed in [24].
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4.6 Validation of the KA Methodology

The KA methodology for ESE needs to be validated further by developing cus-
tomised KA methods for various ESE applications. Besides COBRA (see above)
Fraunhofer IESE has multiple projects ongoing in which KA methods for spe-
cialised ESE tasks are being developed. One is the elicitation of descriptive soft-
ware process models [25]. Others are the acquisition of application prerequisites
for SE technologies [26] [18] and the validation of software process improvement
methodologies [27] [28]. Past experience supports the appropriateness of the
methodology. A detailed validation study is currently ongoing (cf. [27]). Future
validation results will be reported in the web [29].

4.7 Tool Support for KA in ESE

The application of a KA methodology for ESE raises the question for possible
tool support. In general, whether appropriate tooling is readily available depends
very much on the speci�c kind of KA task to be supported (cf. Table 1). For
some tasks SE-speci�c tools are available (e.g., for requirements engineering
and process assessment). For other tasks tools from knowledge engineering can
be adapted to ESE (cf. [30]). However, for the majority of KA applications
in ESE, e�ective tool support is still rare. This is probably due to the widely
lacking formalisation of knowledge management and problem solving processes
in ESE. We expect that the KA methodology for ESE presented above will allow
for further formalisation and tool support of knowledge acquisition in ESE (cf.
KONTEXT [18]).

5 Conclusions and Future Work

Many ESE tasks involve some kind of KA activity. These activities can be ex-
pected to become more e�ective, if advanced KA methods will be used in a
systematic manner. Therefore KA methods need to be developed that are cus-
tomised to the speci�c requirements of the respective ESE tasks. In general, the
dissemination of KA methods in ESE should be fostered.
We have provided a survey of KA applications in ESE. It shows that these
applications can have very di�erent characteristics and that they impose quite
di�erent requirements on the KA method to be used. For this reason, a method-
ology has been presented for the development of customised KA methods. The
design of such methods is facilitated by an experience base of KEL techniques.
The experience base represents an ESE-speci�c knowledge management appli-
cation. It is accessible for consultants and researchers within Fraunhofer IESE.
It supports the dissemination of KEL techniques in experimental software engi-
neering and the accumulation of experiences about their use.
The approach presented in this paper has been and is being applied at Fraun-
hofer IESE. Main focus of our work is the acquisition of experiential knowledge
in experimental software engineering. Example applications are the acquisition
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of product/process dependency models [28], lessons learnt about software en-
gineering processes [31], and application prerequisites for SE technologies [26].
Related work addresses the elicitation of software process models [25] as well as
cost estimation, benchmarking, and risk assessment of software projects [8].
Future work will address the extension of the experience base of KEL techniques.
Additional KEL technologies and experience statements will be added. We have
also started to implement the experience base using a knowledge management
tool infrastructure. This will allow for case-based knowledge retrieval and inter-
active decision support for selecting KEL techniques. We are also continuing to
develop further our suit of customised KA methods (cf. [24]). Additional infor-
mation about these activities is provided in [29].
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1 Introduction

Much useful information is available over global electronic networks, particularly
the World Wide Web (Web). The Web could be a valuable resource for knowledge
engineers, supplying knowledge covering many subject areas. However, there is
often simply too much information available to each Web user. The lower bound of
the size of the “indexable Web” was estimated at 320 million pages in December
1997 [1]. This may be a serious underestimate as (among other things) it excludes
dynamic on-the-fly information serving over the Web. This exclusion is significant
because increasingly, the Web is being used as a gateway for dynamic information
transfer rather than simple delivery of static HTML pages.

There are other factors to be considered when using information from the Web.
The use of multiple formats and the distributed nature of the Web makes the
integration of this information a non-trivial task. Firstly each piece of information
must be retrieved from its location using network protocols, and re-represented in a
common format. Secondly, the pieces of information must be integrated with respect
to their meaning. This poses problems as information from different sources may
have been created from different, possibly contradictory, perspectives on the subject
concerned.

Knowledge can be thought of as information applied to a problem in order to
reach a goal. The Web holds information on a vast number of domains. However, it
does not present convenient packages of knowledge indexed by the kind of problems
they could be applied to. Within each domain represented on the Web, information
is available which could be used for solving many possible problems.

This paper presents the IMPS (Internet-based Multi-agent Problem Solving)
architecture. IMPS is an agent-based architecture driven by knowledge level models.
It is designed to facilitate the retrieval and restructuring of information from the
Web. Our purpose is to use the resulting knowledge as problem solving knowledge
suitable for use in an knowledge based system. IMPS uses an approach which
extracts and transforms information based on two criteria. The approach considers
firstly the domain (e.g. geology, respiratory medicine, electronic engineering), and
secondly the kind of task in which the information is to be used (e.g. classification,
diagnosis, scheduling). In effect, this approach describes on-line knowledge
acquisition using knowledge level models.

The structure of the rest of this paper will be as follows: We will describe how
knowledge level models such as problem solving methods and ontologies may be
useful in extracting information from the Web. Next we will present IMPS as an
architecture and a prototype. We will discuss the scalability of the architecture and
evaluation of the prototype. We will end with some conclusions.
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2 Knowledge Level Models

Different kinds of knowledge model generally represent a particular perspective on
the knowledge level. Van de Velde [2] points out that in practical terms, knowledge
can be divided into relatively stable structures.

“A KL-model is a structure that is imposed on knowledge when it is being
put to use in a class of problem situations.”

The common feature of this class of problem situations may be that they are all in
the same domain. In this case, the model imposed may be described as a domain
model. This model would describe features of the domain and could be useful in
various tasks within the domain.

Alternatively, the common feature of the class of problem situations might be that
they share a common task structure, although they appear in different domains. In
this case, the knowledge level model is a task model. There may be more than one
way to solve problems which share a task model. For instance, there are many
problem solving methods for carrying out classification tasks.

A full knowledge level model for a task would bring together the task model,
domain model and problem solving method into a coherent model which is
sufficient to solve the task. If this is the case, one may ask “Why use the separate
models in the first place?”. One of the reasons that these different knowledge
models are used is to guide knowledge acquisition. If a new domain is being
tackled, a task model may impose a structure on knowledge that can guide
acquisition, even though a full domain model has not yet been formed.

Another reason for using the separate models is the potential for knowledge
reuse. Full knowledge level models will rarely be reused as it is unlikely that
knowledge engineers will encounter exactly the same problem again. However,
domain models, task models and problem solving methods all have the potential to
be reused in problems which are similar in domain (in the case of domain models),
or task (in the case of task models and problem solving methods).

2.1 Problem Solving Methods

Reusable problem-solving methods (PSMs) focus on the idea that certain kinds of
common task can be tackled by using the same problem-solving behaviour (e.g.
generate and test a set of hypotheses), regardless of the domain in which they
appear. An abstract model of this behaviour is a problem solving method. This
method relates the task and domain models together so that goals can be
accomplished.

The separation of a problem solving method from domain knowledge is a feature
of various well known knowledge acquisition methodologies [3] [4] [5] [6]. What
these approaches have in common is the use of a finite library of domain
independent problem solving methods, which may need some tuning to suit the
domain of application.

Some methods, such as ‘generate and test’ or ‘heuristic search’ are so weak in
their assumptions of domain knowledge that they can be applied to a wide range of
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tasks with little fine-tuning. However, these weak methods tend not to be very
efficient. Stronger, more efficient methods have more requirements in terms of the
type and structure of domain knowledge and are therefore less widely applicable [7].
Figure 1 shows a typical domain knowledge schema for classification.

Additionally, problem solving methods are usually specified not as a homogenous
whole, but as a series of components or inference steps. Each of these components
describes a relatively independent step taken in the problem solving method. Each
oval in Figure 2 represents an inference step taken in the pruning classification
method. There is often some flexibility regarding the order these steps are taken in.

Methods with larger grainsize – fewer and larger components – are less reusable
and require more tuning for new uses. Therefore the approach is moving towards a
smaller grainsize, with finer-grained problem-solving strategies which can be
configured together to form a knowledge based system [9] [10].

object
type

object
class

attribute

class of

has attribute

requires

class
constraint

2+ 1+

value: UNIVERSAL

Fig. 1. Typical domain-knowledge schema for classification
tasks [8]

classgenerate
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specifyobject

truth
value

attribute

obtain

feature

Fig. 2. Inference structure for the pruning classification
method [8]
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2.2 Ontologies

As we have discussed, it is the conjunction of the domain and task models with
the problem solving method that allows a knowledge based system to achieve goals.
The idea of a library of domain independent problem solving components, such as
task models and problem solving methods implies the availability of domain models
to instantiate these components and turn them into knowledge based systems.

Domain models can also be known as domain ontologies. It has been argued [11]
that explicit ontologies can be used to underpin the knowledge engineering process.
However, the concept ‘domain ontology’ is used ambiguously in the knowledge
engineering community [12]. It can mean:

“…the particular subject matter of interest in some context…The nature and
scope of a domain are determined by what is of interest and the context. The
context includes the purpose for delimiting a subject area.”

An alternative perspective (also taken from [12]) sees the ontology covering

“the particular subject matter of interest in some context considered
separately from the problems or tasks that may arise relevant to the subject.”

According to the first definition, an ontology can  be task dependent – so a
domain ontology might only contain concepts and relationships relevant to the
particular problem solving method it was used with. An example of this might be an
ontology of rocks to be used in a simple classification task. This could contain  the
mineral properties of different types of rock necessary for identifying them, but
would not necessarily contain information about the causal processes that
contributed to rock formation. These causal concepts would be relevant to a
different problem solving method in which some causal model of process was used.

The second conceptualization proposes that a domain ontology should be
constructed with no reference to the kind of tasks that the knowledge engineer
would be hoping to tackle with it. This kind of domain ontology in the field of
geology would contain all the information available about rocks. It has been
suggested that a library of such task-independent domain ontologies would
complement the existing libraries of task models and problem solving methods.

We have discussed how problem solving methods can make assumptions about
the nature and structure of the domain knowledge which can be used with them.
Therefore, if a domain ontology is not oriented towards the specific task to be
carried out in the domain, there may have to be extensive modification of the
information in the domain ontology, or ‘mapping’, to allow it (and subsequent
knowledge acquisition based on the ontology) to be fitted into the constraints of the
problem solving model.

2.3 Mapping

Significant obstacles would need to be overcome in the creation of a comprehensive
library [11] of domain ontologies. In order to provide usable ontologies for a
significant range of domain areas, the library itself would have to be huge. In order

89Acquiring and Structuring Web Content with Knowledge Level Models



to make a system useful in areas not covered by the library, some method for
supplying ontologies to 'cover the gaps' would be required.

Nevertheless, knowledge based system metatools have appeared [13] [14] which
store reusable components in libraries and configure them according to the
requirements of each application. The advantages of an explicit mapping step
between knowledge level models are expressed in terms of reuse [15]. The idea is
that in order to allow reuse of methods and knowledge bases, knowledge engineers
must isolate, as much as possible, method knowledge from domain knowledge.
When an application is being constructed, the methods and domains must be
connected by defining declarative mapping relations between them. Ideally, the end
result is a high payoff in terms of saved effort.

However, the instantiation of mapping methods is part of the overhead cost for
reuse. This cost must include all the work needed to find, understand, and adapt pre-
existing knowledge for reuse. Therefore, unless the mapping relations defined are
simple these overheads could outweigh the benefits completely.

One problem we have already mentioned for knowledge reuse with this method is
that representational choices in encoding domain knowledge depend on the
particular problem solving method being used. So the mapping step could involve
re-representing a domain ontology entirely. This would involve a significant effort.

Uschold et. al [16] point out that there are still few examples of existing ontology
reuse in the literature. From their own experiences of reusing an ontology in the
engineering domain, they found translation from one representation to another a
significant problem, stating that fully automatic translators are “unlikely to be
forthcoming in the foreseeable future”. Although they were ultimately successful
and cautiously optimistic about reuse of ontologies, it must be recognised that they
started with a high quality ontology. We are still far from the situation where such
high quality ontologies describe a significant proportion of human knowledge.

There are other problems with the reuse of existing ontologies. Unlike PSMs and
task models, domain ontologies are not abstract. Usually they represent the ‘state of
the art’ in some specialist branch of human expertise. Although obsolescence is
more of a problem with instantiated knowledge bases, domain conceptualisations
also change as disciplines advance, and ontologies will need updating. Stable
ontologies do occur in some fields through standardisation efforts and/or years of
conceptual development (e.g. the Periodic Table in the physical sciences). It may be
the case that such an ontology is sufficient for new applications. Alternatively, the
problems being tackled may require some modifications or additions to existing
representations. The  specialist nature of the domain ontologies used in knowledge-
based systems makes it less likely that an existing ontology will capture all the
knowledge needed for a new application.

These problems may indicate that an alternative to the idea of ontology libraries
might be appropriate. We argue that mapping will always be a significant hidden
cost in ontology reuse and is very far from being automated. Our hypothesis is that
more effective use and reuse will be obtained from a system that constructs
ontologies at runtime from some set of source material, fitting the ontologies to the
requirements of the problem solving method being used. Such an approach is more
adequate in dealing with a changing information environment, and reflects a move
towards “living ontologies” [17] whose development is integrated with that of the
system they are to be used in. A system which can integrate and use knowledge
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from different sources to construct a domain-specific, task-specific ontology could
be used both to create new ontologies for domains, and also to update existing
ontologies, or adapt ontologies created for different tasks.

Although high quality specialist ontologies may not be available, the availability
of high level ontologies on the Internet is increasing. The idea of generating domain
ontologies automatically from high-level ontologies was explored in the SENSUS
project [18]. This involved the use of a broad coverage general ontology to develop
a specialized, domain specific ontology semi-automatically. Systems such as the
Generalized Upper Model [19], the ‘upper CYC® ontology’ [20], Ontolingua [21]
and WordNet  [22] are knowledge structures which provide a framework which
could organize all of the concepts we use to describe the world, aiming to cover
every possible subject area with at least a low level of detail. These ontologies may
be used to as a ‘bootstrapping’ method to bridge the gap between “common sense”
knowledge and domain specific knowledge which can be obtained from specialist
sources by providing a general high-level structure in which to situate domain
specific knowledge. Existing high-quality high-level ontologies within a domain
could also play this role.

The general ontology we use is the WordNet semantically organized lexical
database [23] which contains approx. 57,000 noun word forms organized into
around 48,800 word meanings (synsets). Several studies have used WordNet in the
role of domain independent ontology. Burg and van de Riet [24] regard WordNet as
a rich source of conceptual models.

“We see the lexicon as the central repository of all terminology and related
linguistic elements that we need to describe communication in and about the
world we live in. As such, it is much more than a list of terms. The lexicon
contains the concepts that make up our communications, and it defines the
relationships between these concepts.”

Additionally, a domain specific ontology of 5200 terms has been constructed and
linked to WordNet [25]. The resulting composite ontology was used to generate
semantic lexical representations of domain specific and domain independent
concepts [26]. These representations were used in a concept-based full text retrieval
system. O'Sullivan, McElligott and Sutcliffe [25] also report a psychometric study in
which the results produced by this method on a lexicon of computer terms were
comparable with judgements regarding the same terms which were made by people.

3 The IMPS Architecture

Having outlined the theoretical roots of the IMPS architecture in the knowledge
engineering field, this section will describe the architecture in specific terms. We
will trace the ideas introduced earlier to their software implementations. IMPS is
made up of agent programs. A popular Internet agent architecture is one in which
the agent’s behaviour is informed by some kind of user model (e.g. [27]).

In IMPS, the model used to guide information retrieval is a task model rather than
a user model. The profile maintained describes the requirements of a particular task
type (selected by the user) in terms of domain information. Thus an agent primed
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with a model of classification will be highly ‘interested’ in information about object
classes and properties. For a fuller discussion of the use of agency in IMPS, see [28].
While the IMPS agents are independent, they cooperate at a high level to extract
information from Internet sources. They reformulate this information so that it can
be used in the kind of problem solving that is typically seen in knowledge based
systems. To do this, the agents act together in a server architecture. The architecture
will be described in two sections, the first detailing the internal structure and
function common to all the IMPS agents and the second relating the agents together
as a multi-agent system.

3.1 The Agent Level Architecture

Although each agent specializes in performing a certain task and may therefore have
abilities that the other agents lack, all the agents are based on the same fundamental
structure. This allows them to communicate with other IMPS agents via messages,
retrieve information from the Web and manipulate it internally. For a more
complete discussion of the IMPS agent-level architecture, see [28].

The basic structure on which all the IMPS agents are based is supplied by the
Java Agent Template (JAT) 0.3 [29]. The template provides Java classes to support
a multi-agent architecture composed of agents with individual knowledge bases. In
IMPS, the JAT is supplemented with Jess. Jess is a version of the popular expert
system shell CLIPS, rewritten entirely in Java [30]. It provides the agents with
internal representation and inference mechanisms. In effect, the addition of Jess
means that whilst the agents share a common architecture, each agent reasons and
acts like a small knowledge-based system following its own set of rules. Jess can be
used to manipulate external Java objects in a rule-based manner. This means the
agent’s low level behaviours can be directly controlled by the inference engine.

IMPS uses the Knowledge Query and Manipulation Language (KQML) for inter-
agent communication, as specified and supported by the JAT. KQML has been
proposed as a standard communication language for distributed applications in
which agents communicate via "performatives"[31]. KQML is indifferent to the
format of the information itself, so expressions can contain sub-expressions in other
languages. In IMPS, KIF statements are embedded in KQML. Each IMPS agent has
a KIF (Knowledge Interchange Format)[32] parser which allows it to read KIF text
messages. KIF is maintained as a possible means of more sophisticated knowledge
representation and sharing with other systems.

3.2 The Multi-Agent Architecture

As a model-driven architecture, IMPS aims to take the task-oriented nature of agent
software much further. It uses PSM-oriented knowledge acquisition to create an
explicit domain ontology for a task. The PSM used provides templates that describe
the kind of knowledge required, the types of role that this knowledge might play and
the inferences in which this knowledge might figure. The ontology provides a
conceptual framework for the organization of knowledge. As it becomes instantiated
with further structured acquisition, it produces a domain knowledge base which
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Fig. 3. The IMPS server agents
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could in turn underpin agent-based problem solving guided by the same PSM
structure.

In order to apply these knowledge level models, IMPS uses a server architecture
(see Figure 3), in which two specialist server agents, the Knowledge Extraction
Agent (KExA) and the Ontology Construction Agent (OCA) provide knowledge to
Inference Agents (IAs) on demand. IAs represent KADS primitive inference types
[8] embodied in agent shells to produce agents that specialize in performing a
particular kind of inference (see Figure 2). For a classification task, agents might
specialize in generation of classes, specification of attributes, or matching features.
The knowledge based system arises from the dynamic configuration of problem
solving agents reasoning over the external domain knowledge representation as
served to them by the OCA. The discussion of the prototype will focus on the server
agents (see Section 4).

When IMPS is used on the Internet, the PSM drives agent knowledge acquisition
over highly implicit, heterogeneous and distributed knowledge sources. Therefore,
standardization must occur at some point to allow the system to use uniform
modular components. This happens in the knowledge library where the knowledge
extraction modules and PSM modules are stored. These modules can be viewed as
mediators as described by [33] in the database community.

The knowledge library component of IMPS is as essential to its operation as the
agent component. The extraction classes used to obtain particular kinds of
knowledge from knowledge sources are all based around a common Java interface,
with standard inputs and outputs. The actual mechanisms by which the class extracts
information from a source and parses it into a form comprehensible to Jess are
completely hidden from the agent loading the class. New classes can be added to the
library as appropriate, in a 'plug-and-play' manner, without any change to the rest of
the architecture. This is also true of the PSM components, which are based around a
(different) common interface. Within the library, the knowledge sources are indexed
by type - e.g. database, plain text file, etc., so new instances of a particular type of
source just need to be identified as such to be used by the system.

Knowledge sources available to the IMPS architecture do not have to be static. In
recognition of a global network in which an increasing amount of the information
available is dynamically created, the classes can be written in such a way that they
allow agents to interact with programs available over the network, such as search
engines.
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4 The Prototype

Currently, the prototype IMPS system (P-IMPS) focuses on the ontology
construction stages of IMPS, rather than the later problem solving phase. It
constructs a domain ontology from online sources using two agents. The sources are
accessed dynamically at runtime through the Internet, using HTTP. The agents can
be accessed at http://www.psychology.nottingham.ac.uk/staff/lrc/agent.html. In the
immediate future, we plan to extend the system beyond ontology construction. We
intend to add the Inference Agents which will use the ontologically organized
knowledge to make problem solving inferences. At the moment, the system has two
PSMs – pruning classification and diagnosis, and two agents, which are:
• The Knowledge Extraction Agent (KExA), acting as an Agent Name Server

(ANS) and the interface through which the user interacts with IMPS during
initialization.

• The Ontology Construction Agent (OCA), which is able to use modules from the
knowledge library to extract information from networked knowledge sources (in
this example, WordNet, the online thesaurus/lexical database and a plain text
domain database in the field of geology – the IGBA dataset).

Suppose a user is interested in performing a task in a domain but has little or no
information to work with. Using a simple knowledge acquisition interface (Figure
4), the user provides the KExA with domain keywords, and chooses a PSM from a
list.

The KExA selects and loads from the knowledge library a Java code module
giving details of the PSM to be used. Then the user suggests knowledge sources.
The KExA passes on the information it has gathered to the OCA and extracts classes
for handling the knowledge sources (whatever format they are in) from the
knowledge library. Currently, the prototype has classes for handling WordNet

Fig. 4. The KE xA user interface
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HTML documents and plaintext database files. A module for handling XML is
under construction.

Control rules organize the behaviour of the OCA into consecutive phases. The
first phase is initialization – the OCA gets information from the PSM module about
what kind of relationships between concepts and entities the PSM requires.

Next, the agent uses the general knowledge sources to get information on the
domain keyword(s) given by the user – this involves matching between the kinds of
information required by the PSM and the information available about the
keyword(s) from the source. The latter is obtained through the knowledge source
interface class which has a method for scanning the knowledge source and
producing a list of the kinds of information that are likely to be available from it.
This interface is implemented by all the knowledge extraction classes (in different
ways). At this point, an interaction with the user occurs in which the OCA offers
definitions of the keyword which have been extracted from the general source to the
user for them to pick the one which most closely matches the concept they had in

Fig. 5. Fragment of an ontology of
cats developed for a classification PSM
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mind. A structured node in ontology representation is made for the concept
represented by the keyword, containing all the information that has been found for it
– synonyms, definitions etc. New nodes are also added for entities which are linked
to the seed term in ways that are ‘interesting’ to the PSM. If the task structure is
classification, the significant parts of the ontology will be hierarchical, and
significant relations will be 'is-a' (to elicit object classes) and 'has-a' (to elicit
attributes which will distinguish between the classes).

Next the agent uses the generalized source to develop a simple ontology around
the keyword concept. Each of the ‘leaf’ nodes that have been added is focused on in
turn, and the generalized knowledge source is queried for new concepts related to
these nodes in ways that are significant to the PSM. When each node has been added
to the external ontology representation, the OCA removes information relating to

Fig. 6. Fragment of an ontology of igneous rocks
developed for a classificatory PSM
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the nodes that have been created from its working memory, keeping the agent itself
‘light’ and fast. The objects and relations extracted from the lexical database are
presented back to the user graphically (Figure 5). This 'first pass' creates a skeletal
ontology for the domain. The “HAS_PROPERTY” attributes of the nodes in Figure
5 have been generated by using very simple parsing on the textual definitions of
concepts returned by WordNet.

Finally the agent uses the secondary specialised source to supplement this
ontology with information obtained from data representations which contain explicit
or implicit ontological statements. To the agent, this phase is similar to the last one,
but the sources used here are more specialised to the domain and are providing more
detailed information. The information also needs to be integrated seamlessly into the
existing ontology representation. The agent makes simple string-based matches
between entities found in the new source and those already represented and confirms
these with the user. These matches are used as points of reference in integrating new
entities into the representation. Different heuristic methods are used for extraction.
For example, the extraction module used with databases identifies ‘unique’ columns
in the database in which each row has a different value, and ‘classifications’, in
which each value may appear more than once. It is inferred that the unique values
may be hyponyms (sub-classes) of the classifications. They are then added to the
ontology using the matches between existing ontology entities and concepts found in
the database to position them correctly. This process creates an enriched ontology
both in terms of size and correct domain representation. In the domain of geology,
using only this simple heuristic rule, around 200 new entities were added to an
ontology of igneous rocks at this stage. The categorical concepts ‘volcanic’ and
‘plutonic’ were matched with existing concepts in the ontology and the new subclass
entities were added in hyponymical relationships to the concepts (Figure 6). The
concepts marked with numbers have been added from the second source.

Fig. 7. Fragment of an ontology of medical symptoms created for a
diagnosis PSM
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It should be noted that there is a wide variety of PSMs in standard libraries. If a
different PSM is used, the concepts and relationships featured in the ontology are
qualitatively different. For example, if the prototype is initialized with a diagnosis
PSM and a domain term from the field of medicine, the kind of initial ontology
produced  is structurally very different, as the focus is on causal relationships (see
Figure 7). Again, the causal attributes are extracted by simple textual parsing.

5 Scalability

The success of the prototype begs the question “Could such a system be driven by a
larger range of PSMs over more diverse knowledge sources and produce useful
results?”. The prototype can extract much more information for pruning
classification than for diagnosis. This is because the general source we are using is
basically classificatory in structure – less transformation needs to be performed in
order to get the correct domain knowledge schema for classification.

If the bias towards representing classificatory information is widespread, this
could be a serious problem for the scalability of the architecture. However, there are
several factors to consider. Firstly, our exploitation of WordNet is not exhaustive at
this time. IMPS uses only the noun portion of the database – WordNet also contains
some 19,500 adjectives [34], and 21,000 verbs [35]. It also has some unused
semantic structure based in causality – “cause” has the status of a semantic relation
in WordNet linking verb pairs such as ‘teach’ and ‘learn’. In addition, P-IMPS uses
the source in a very straightforward way by ‘mining’ only the domain concepts
provided by the user. A more sophisticated approach can be envisioned in which
more information about the nature of the PSM is stored in IMPS so that a more
complex query is made to the general source. The selection of a prediction PSM for
tides would instigate a search around the term. It would also start a search around
the abstract concepts ‘time’ and ‘event’, which are implicit in the task. This kind of
approach would require another step of semantic integration of the two concept
clusters and might be more compatible with a different higher level ontology.

In general terms, we believe that higher level ontologies have much to offer
knowledge structuring at the border between ‘common sense’ and specialist
knowledge with relation to a complete range of PSMs. The existence of a relatively
stable set of problem solving inferences [8] which include but are not limited to
classificatory inferences indicates that human problem solving knowledge has a
wider scope. Attempts to use high level ontologies for automated problem solving
may prompt more explicit representation of the relationships that support this
broader range of inferencing. Concepts like causality are central to our
understanding of the world but seem to be under-represented in these general
knowledge structures.

The second dimension of scalability is the use of other information sources. Like
Ontobroker [36], the IMPS approach views the Web as a very large knowledge base,
and attempts to increase the inferential capability that can be applied to it. However,
whilst recognising that there are only two main types of standardisation for
knowledge representation in the Web – HTML and natural language, we believe that
the semi-structured sources that exist within these representations can be exploited
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with PSM driven extraction. Our approach does not rely on ontological annotation
by information providers, but exploits the implicit ontologies contained in the
structure of sources. The semi-automatic generation of wrappers for semi-structured
Web sources is becoming a trivial task [37].

Although not reliant on content tagging, the open ended nature of the architecture
anticipates the evolution of one or more meta-content languages on the Web (the
frontrunner for this role at the moment seems to be extensible Markup Language
(XML)). The widespread use of content-based tagging on the Web would increase
the power of IMPS considerably by making the semantic structure of information
presented on the Web more explicit. This could in turn increase the set of PSMs that
are viable.

6 Evaluation

It is difficult to thoroughly evaluate a system such as the IMPS prototype, which
draws on several areas of research and integrates various technological components.
However, some aspects of the system can be earmarked as suitable for formal
evaluation. The ontologies created by IMPS are the most obvious example.

We plan to perform some empirical evaluations on the ontologies produced by
the prototype to test several hypotheses. These include the proposition that IMPS
produces initial domain ontologies for tasks that are comparable in quality to those
produced by hand, within the representation system used. We would also like to find
out whether IMPS  produces initial domain ontologies for tasks using PSM oriented
domain schema that are adequate for a problem solving task. Additionally we would
like to know whether these PSM-oriented ontologies are superior in terms of that
task to those produced by IMPS using another PSM domain schema or those
produced without using a PSM domain schema.

At the moment, the proposed general experimental design is one in which the
IMPS ontologies will be compared to handcrafted ontologies created by subjects
who are experienced both in knowledge engineering (i.e. in the process of eliciting
and  representing knowledge) and in using the Web. These subjects will not,
however, be expert in the domains in which they will be constructing ontologies.

The IMPS and handcrafted ontologies will be presented to domain experts who
will evaluate them. This evaluation will be conducted on the basis of qualitative
measures of ontology ‘goodness’ as used in Tennison’s [38] evaluation of a
collaborative ontology construction tool. The criteria used in that evaluation were
precision, breadth, consistency, completeness, readability and utility.

The reasoning behind the choice of subjects in these proposed experiments is that
these subjects are the kinds of people who might be expected to use a system such as
the IMPS prototype to assist them. Therefore if it can show significant
improvements over what the subjects can do by hand, this will be an indication that
it could be an asset in the knowledge acquisition process.

Some aspects of the system are not yet mature enough for formal evaluation. This
is the case with the Inference Agents that embody inference steps from PSMs and
act over the domain ontologies. Long term evaluation aims would be to assess
whether the complete IMPS architecture could perform PSM construction and
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opportunistic collaboration, together with ontology construction and knowledge, to
create an on-line expert system on-the-fly.

7 Conclusions

In this paper, we have described a model-driven approach to the problem of getting
useful knowledge from distributed and implicit information sources. In [28] we
describe the position of IMPS with respect to other related work. The IMPS
architecture features clean syntactic integration of information presented originally
in different formats, and rule-based semantic information integration. It does this
through the use of standardised modular components to filter information while
maintaining a lightweight agent architecture. The modular design means that IMPS
is open to the use of new technologies and standards.

IMPS applies knowledge level models to Web information sources through a
server architecture. In this way, it accomplishes preliminary ontology construction,
KA and problem solving. We believe that the partitioning of semi-structured Web
information according to the domain schema of problem solving methods can be
exploited in order to drive Web-based KA and will be rich in potential reuse.
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Abstract. We consider a knowledge management scenario in which members

of an academic community collaboratively construct and share a common

archive of news items. Given this scenario, a number of knowledge

management challenges arise: how to organize a speedy, low overhead

publication process which can nevertheless yield high quality results; how to

provide semantic search and knowledge retrieval facilities in an effective and

sustainable way; how best to provide individualized presentations and news

alerts.  To address these questions we have drawn on a number of

technologies, including knowledge modelling, autonomous agents, software

visualization, knowledge acquisition and distributed computing.  In the paper

we describe the resulting Planet-Onto architecture, which provides an

integrated set of tools to support news publishing, ontology-driven document

formalization, story identification and personalized news feeds and alerts.

1 Introduction

Loosely speaking, knowledge management is about facilitating the generation, sharing
and use of knowledge.  Thus, any activity or tool which fosters communication and
sharing in a community can be seen in principle as an exercise in knowledge
management – for instance, bandwidth improvements to an Intranet.  Having said so,
when discussing knowledge management it is useful to try and refine the all-
encompassing span of this research area, by circumscribing the range of issues and
technologies under examination.  In the context of this paper, rephrasing and refining
the definition given by O’Leary [29], we say that we are interested in the computer-
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mediated management of explicitly represented knowledge.  That is, we focus on
issues of organisation, formalisation and distribution of knowledge stored in a
network of computers.  It is important to emphasise that we do not impose any
constraint on the form of the representation – e.g. whether the knowledge in question
is represented as text, in a conventional database, or in some knowledge
representation formalism.

In particular, in this paper we consider a scenario in which members of an
academic community collaboratively construct and share a common archive of news
items. Given this context, our main research goal is to develop a suitable
computational infrastructure, which can effectively support the publishing process, as
well as facilitating access to the archive of news items.

To characterise the activities implied by our scenario we can use the framework
proposed by O’Leary [29], which proposes an elegant typology of knowledge
management activities as specialised connecting and c o n v e r t i n g  processes.
Specifically, using O’Leary’s terminology, our goal is to provide solutions for the
following classes of knowledge management processes:

• Converting individual to group knowledge.  In our context this means the provision
of tools for supporting ‘journalists’ submitting stories to a news archive.

• Converting text to knowledge.  That is, formalising the knowledge expressed by the
news item and integrating it into a knowledge base associated with the archive.

•  Connecting people to knowledge.  That is, providing integrated visualisation,
search and query answering facilities, to allow users of the archive to quickly home
in on information at different levels of granularity, from (sub-)collections of stories
to specific data (whether they are explicitly included in a document or implied by
the collection of documents).

• Connecting knowledge to people.  That is, pro-actively contacting journalists and
readers.  The former should be contacted to solicit stories useful to plug ‘holes’ in
the archive; the latter should be contacted when items of interest are published.

Actually, while O’Leary’s framework provides a useful typology for characterising
knowledge management activities, we ought to point out that his use of the term
“converting” is not necessarily the correct way to talk about knowledge
transformation activities in our (and maybe any other) scenario.  The problem is that
the term “converting” has a translation-centred connotation, which is misleading.  In
particular, in our scenario the formalisation process is driven by an ontology [18],
which defines the concepts needed to describe events related to academic life, e.g.
projects, products, seminars, publications, etc.  This means that the parts of a news
story not relevant to the ontology are ignored, much as in template-driven information
extraction approaches [9] [33].  That is, not all knowledge expressed in textual form
in a news item is expected to be formalised.  On the other hand, because i) the
formalisation is ontology-driven and ii) instantiating an ontology might require the
specification of knowledge not given in the story, the knowledge base associated with
the news archive would normally contain knowledge that is not present in the archive.
In sum, the knowledge base associated with the news archive provides neither a
subset nor a superset of the knowledge expressed in the stories.  This is of course not
very surprising.  We know that any translation or encoding process has more to do
with reconstructing meaning than with replacing representations.  This is true not only
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for translations between different natural languages, but also for translations from text
to code [6] and from code to code [8]. Hence, the metaphor of converting is not the
right one when talking about formalising knowledge in a document, both for
fundamental reasons and, in our case, because of the different roles played by the
news stories and the associated representations.  For these reasons we prefer to use the
metaphor of enriching a representation [40].

The paper is organised as follows.  In the next section we provide an overview of
the overall architecture, which is called Planet-Onto.  In section 3 we describe the
Planet news server [11]. In section 4 we describe the ontology which we use to drive
the representational enrichment of news items.  In section 5 we illustrate the
ontology-driven formalisation process.  In section 6 we discuss the aspects related to
“connecting people to knowledge” and “connecting knowledge to people”.
Specifically, we illustrate i) the interface which allows users to access the archive and
the associated knowledge base and ii) the push technology [32], which alerts
journalists to gaps in the archive and readers to new, relevant stories.  Finally, in
sections 7 and 8 we discuss related work in knowledge management and ontological
engineering, we assess the current state of the architecture and we outline outstanding
research issues.

2 The Architecture of Planet-Onto

The overall scenario introduced in the previous section is graphically shown in figure
1, which summarises both the architecture of Planet-Onto and the associated process
model.  The architecture of Planet-Onto extends that of the original Planet news
server [11].  In the ‘basic’ scenario supported by the Planet news server a ‘journalist’,
who is normally a KMI member, writes a story about some KMI-related event and
emails it to the Planet server.  The Planet agent formats the story and adds it to the
news archive.  Periodically an agent informs the Planet readership about new stories
that have been added to the archive. Readers can browse the archive and access
stories through a standard web browser, such as Netscape Navigator ‘  or Microsoft
Explorer‘ .

This basic publish/find out/read scenario supported by KMI Planet has now been
augmented in Planet-Onto, as we have developed i) tools which allow the
specification and association of knowledge structures to stories, ii) an end user
interface, Lois, which integrates web browsing with search and knowledge retrieval,
and iii) specialised agents which, alert journalists to gaps in the archive and readers to
relevant new stories.

Specifically, as shown in figure 1, Planet Onto supports seven main activities with
respect to three types of users.  These are:

Journalists.  Those who send stories to KMI Planet.
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Ontology Library

OCML

Planet Ontology

Knote Lois

                    KMi  Planet

Story Database

WebOnto

1

LispWeb Server

Planet Onto Server

2

3

7

5

Newshound

6

Newsboy
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Fig. 1. The Architecture of Planet Onto

Knowledge Editors.  Those who are responsible for maintaining the Planet
Ontology and the Planet knowledge base.  In some cases they may annotate the stories
in place of journalists.

Readers.  Those who read the Planet stories.

The seven main activities supported by Planet-Onto are:

1. Story submission.  A journalist submits a story to KMI Planet by plain email. The
story is formatted and stored within KMI Planet’s story database.
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2. Story reading.  A Planet reader browses through the latest stories using a standard
browser.

3. Story annotation.  Either the journalist submitting the story or one of the Planet
knowledge editors uses Knote to perform ontology-driven association of
knowledge structures to a story.

4. Provision of customised alerts.  An intelligent agent, NewsBoy, which is able to
build user profiles from patterns of access to Planet-Onto, uses these profiles to
alert readers about relevant new stories.

5. Ontology editing.  The Planet-Onto architecture also includes sophisticated support
for knowledge modelling to be used by skilled knowledge editors.  In particular,
the Web-Onto tool [10] provides web-based visualisation, browsing and editing
support for developing and maintaining knowledge models specified in OCML
[27]. The latter is an operational knowledge modelling language, which supports
the specification and instantiation of ontologies and the specification and execution
of reusable problem solving methods [1].

6. Story soliciting.  An intelligent agent, NewsHound, periodically gathers data about
‘popular’ news items and uses these data to solicit potentially popular stories from
the appropriate journalists.  This is accomplished by identifying ‘gaps’ in the
knowledge base, e.g. projects about which there is no information, which can be
filled by potentially interesting stories.

7 . Story retrieval and query answering. An end-user interface, Lois, integrates
traditional web browsing and search with knowledge-based query retrieval, to
support integrated access to the archive of Planet stories and to the associated
knowledge base.

All the tools included in the Planet-Onto architecture are web-based and can be
accessed through ordinary web browsers.  As a result, both the development and use
of the archive and associated knowledge base are carried out in a distributed fashion,
by a community of users playing specialised roles.  The underlying technology is
provided by an HTTP server written in Common Lisp, LispWeb [34].

In the rest of the paper we will discuss the Planet-Onto architecture and process
model in detail, focusing in particular on the ‘external’ knowledge management
activities and tools rather than on the ‘internal’ knowledge modelling support and
web-based infrastructure.

3 KMI Planet: A Newsroom Agent on the Web

KMI Planet was designed to support the creation of high quality web based
newsletters whilst minimising the load for journalists submitting stories. Our
approach to attaining this objective was to develop a news server which accepts
stories submitted in the lowest common-denominator medium - an email message -
yet is able to create a high quality web page. Thus, the system minimises overheads
for journalists and editors by making their contributions entirely lightweight: the web
based news server takes on most of the work.

In our model a journalist sends an email message to the KMI Planet story account.
The subject line of the message becomes the headline of the story, the body of the
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message becomes the text of the story. If an image has been attached to the message,
it is added into the story in an appropriate place. If no image has been attached, then
Planet searches its database of images for a suitable one – e.g. a photo of the
journalist in question, the logo of the project described in the story, a screen snapshot
of a relevant system, etc.

Fig. 2. A story presented in KMI Planet

In figure 2 we see a single story web page rendered from an email message.  The
message header is shown at the top and the attached image follows beneath.  Next to
the image are the name of the journalist who sent the message (linked to his home
page) and the date of the submission. The message body is below the image, with web
links appropriately anchored to their destinations. Although the journalist is
responsible for sending in a good story, the rest of the process is handled by the
software.

This low-overhead approach to news publishing has proven very successful. Our
archive is growing steadily and now contains 73 stories, submitted by 13 journalists.
We now have 480 registered readers – i.e. not just readers who have accessed the
Planet server but users who subscribe to the Planet alert services.  Moreover, the
Planet technology has attracted interest from other organisations, both within and
outside the Open University.  However, it is apparent that, as the Planet archive and
readership grow, more sophisticated mechanisms supporting semantic searches and
individualised presentations and alerts are needed.  In the rest of this paper we will
discuss the tools that we are developing to fulfil these needs.
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4 An Ontology for Characterizing Academia-Related Events

An ontology provides a partial specification of a shared conceptualisation, to be used
for formulating knowledge-level theories about a domain [18] [20] [27].  Our domain
comprises the range of events associated with a university department, the persons
who take part in these events and the entities required to characterise these events and
these persons in the context of academic life.

Several approaches to ontology development have been proposed in the literature,
which introduce distinctions along different dimensions.  For instance van der Vet and
Mars [42] propose a bottom-up approach to concept identification, which contrasts
with the top-down approach normally used by researchers and practitioners – e.g., see
[39].  Uschold and Gruninger [41] argue that a middle-out approach is most effective,
in which the basic concepts in a domain are identified first (e.g., dog), and later
generalised (mammal) and/or specialised (cocker spaniel)1.  Another distinction is
whether an ontology is developed in a task-oriented [27] or a task-independent style
[5] [15].  However, hardly any approach affords detailed, prescriptive guidelines. A
notable exception is provided by Uschold and Gruninger [41], who propose a
purpose-driven skeletal lifecycle for developing ontologies.

In developing the Planet ontology we have followed a task-independent, purpose-
driven approach.  In particular, the main role of the Planet ontology is to drive the
annotation of news items relating events in KMI.  Thus, we have taken the concept of
news item as our starting point.  The essence of a news item is that of relating one or
more events.

4.1 Modelling Events

The notion of event is central to problem solving and several ontological
characterisations are available in the literature – e.g., see [25] [37].  Thus, rather than
trying to reinvent a pretty complex wheel we looked at existing definitions with the
aim of reusing them.  In particular, the public version of the CYC upper level
ontology [25], which is called HPKB upper level2, is now available on the Stanford
ontology server [13].  Thus, we decided it would be a useful exercise to try and reuse
this one.  Unfortunately this turned out to be a problem.  The definition of class event
in the UPKB upper level ontology contains 94 slots.  Obviously this definition has
been designed with the aim to maximise reusability, by trying to account for all
features which can possibly be associated with an event.  On the contrary, given the
purpose of our ontology (to allow story annotation by users who are not necessarily
knowledge engineers), we are mainly interested in usability: that is, our ontology
ought to minimise the knowledge engineering overhead associated with story
annotation.  Otherwise, this task would have to be carried out by specialist knowledge

                                                            
1 Incidentally, this claim is consistent with much psychological literature, which shows that

human subjects are much better are recalling information about basic categories, than they
are at recalling information about superordinates or subordinates – see e.g., [35].

2 HPKB stands for “High Performance Knowledge Bases” and is the name of an ongoing
research project in the United States [23].
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editors, resulting in an unsustainable approach. In practice, imposing a low overhead
on the annotation process means adhering to two modelling guidelines:

• Minimal ontological commitments.  The definition of class event in the HPKB
upper layer provides an extreme case of a coverage-centred approach to reuse.
That is, the definition aims to cover all potential attributes which can be relevant to
a generic instance of the class.  However, typically only few slots will actually be
relevant for any specific instance of the class.  An alternative approach consists of
minimising ontological commitments [19].  That is, to try and provide only the
minimal set of attributes needed to define the class.  This approach has the
advantage that, when populating the ontology, users don’t have to face lots of
irrelevant attributes.

• User-centred definitions.  This guideline requires that the terminology used by the
ontology needs to be easy to understand for a user who is not necessarily a
knowledge engineer.  There are two aspects here: heavily technical modelling
concepts – e.g. sophisticated modelling solutions for representing time – ought to
be avoided.  Moreover, the terminology should be as context-specific as possible.
For instance, while we can talk about “agents performing events” when describing
events in general, we should use the class-specific terminology “awarding body
assigns awards”, when talking about an award-giving type of event.  This latter
guideline implies that the underlying modelling language should support slot
renaming along isa hierarchies – i.e. inherited slots should get subclass-specific
names.  The importance of domain-specific, user-oriented terminology has been
recognised in knowledge acquisition for a long time [28] and arguably it provides
an important difference between the criteria associated with modelling for
knowledge acquisition and those associated with modelling for system
development.

For these reasons we decided we could not just ‘cut & paste’ the definition in
HPKB, but we needed to build our definitions by means of a more use-oriented
approach – i.e. starting with minimalist concepts and then enriching them when
defining specialised subclasses.  The definition of class event used in our ontology is
shown below.

The definition shown in the box defines the essential aspects of an event.  For the
sake of compatibility the terminology reflects the one used in the HPKB ontology.
However, as already pointed out, this generically reusable terminology scores lowly
on usability and therefore different refinements of this class provide specialised
terminology.  For example class award-to-kmi-member renames slot main-agent to
awarding-body and slot object-acted-upon to awarded-prize.

In total, KMI-Planet-Ontology comprises 452 definitions, based around 6
epistemological building blocks: story, event, person, organisation, project and
technology.  We shall describe how the ontology has been deployed within Planet-
Onto in the following sections.
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 (def-class event (temporal-thing)
  ((main-agent
    :min-cardinality 1
    :documentation
    "The agents causing the event to happen.
     At least one main agent is assumed but
     there can be others")
   (other-agents-involved
    :documentation
    "Other agents involved in the event")
   (instrument-used :documentation
                    "The instrument used by the main
                     agent to carry out the action")
   (Object-Acted-On
    :documentation "The things which are affected by
                    the event. e.g. in 'john broke the
                    stone with a hammer', the stone is
                    the object acted on")
   (recipient-agents
    :documentation
    "The agents which are affected by the event")
   (location-at-start
    :type location
    :documentation "The location at which an event
                    takes place - or starts in the case
                    of events which change the position
                    of something)")))

5 Ontology-Driven Story Annotation Using Knote

Our goal is to enable as wide an audience as possible to annotate stories. Encoding
representations of even a moderately growing repository such as KMI Planet can only
succeed if the process is ‘farmed out’ as much as possible.  We thus envisage that
users of Knote will not form a homogeneous group, but will range from regular Planet
journalists to experienced ontology engineers.  Knote was therefore designed to be
‘low entry’, so that users would not necessarily require a background in knowledge
modelling.  At the same time Knote should allow experienced ontology engineers the
freedom to create arbitrarily complex OCML expressions.

As we discussed in the previous section, the Planet ontology is based around the
epistemological tenet that a KMI Planet story describes a number of KMI related
events.  Story annotation is therefore the description of one or more events occurring
within the story to be described. The four main steps in annotating a story are:

1. Choosing a story to annotate,
2. Selecting a particular event in the story to describe,
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3. Classifying the event in terms of the hierarchy of event types provided by the KMI-
Planet-Ontology.

4. Filling in an automatically created instance definition form to characterise the new
instance of class event.

Fig. 3. A partially filled in form for an instance of class award-to-kmi-member

Fig. 4. The appearance of figure 3 as the journalist fills in the value of the recipient-agents slot
with the instance collins

We shall describe how Knote supports the annotation process through a small
scenario. A Planet journalist decides to annotate the ‘Best Paper Award for KMI
Student’ story shown in figure 2. The journalist elects to describe the main event in
the story, that is Trevor Collins receiving a best paper award from IEEE. After a little
consideration the journalist classifies the event in question as an instance of class
award-to-kmi-member and hits the “Describe Event” button.  An event instance
definition form, partly shown in figures 3 and 4, is created which the journalist begins
to fill in. We will illustrate the annotation support provided by Knote by showing how
the tool helps the user fill in the slot recipient-agents.

The journalist can see from figure 3 that the value for the recipient-agents slot must
be of type kmi-member. She decides to see which more specific types are currently
available by clicking on the kmi-member menu.  After choosing class kmi-phd-
student, the journalist checks whether there are any instances of kmi-phd-student
currently defined. She does this by clicking on the rightmost menu of the recipient-
agents row – see figure 4.  She chooses collins from the menu and the text “collins” is
inserted into the recipient-agents value window. Alternatively, the journalist could
have chosen to create a new instance of class kmi-phd-student, by clicking on the
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menu item "New Instance". In this case a new instance form would be created and the
name of the new instance inserted as the value of slot recipient-agents.

The instance forms described here are modelled on the Dynamic Forms of
Girgensohn et al. [17] and provide a subset of the functionalities found in the
Dynamic Forms system.  The key difference between dynamic forms and instance
forms in Knote, however, is that forms in Knote are generated directly from the
ontology and not from a user description.  The forms in Knote are similar to the forms
found in the Mecano environment [31].

6 Connecting People to Knowledge

6.1 Lois: A Flexible Form-Based Interface for Knowledge Retrieval

As the number of stories in KMI Planet grows, it becomes harder for users to find
relevant stories quickly.  In addition, browsing and reading stories is but one way to
find information about events in KMI.  Readers may wish to know about specific
technologies, specific projects or specific members of staff.  For instance, after
reading the story about the award to Trevor Collins, a reader might want to find out
who else in KMI works on software visualisation, what papers have recently been
produced, what projects tackle software visualisation issues, etc.  An important
feature of the Planet-Onto architecture is the integration of traditional web browsing,
including lexical search, with deductive knowledge retrieval.  In particular, various
levels of knowledge retrieval support are provided.  Experienced ontology engineers
can directly access the Planet knowledge base and pose arbitrary queries expressed in
OCML, using the Web-Onto tool [10].  However, our assumption is that most readers
either are not experienced knowledge engineers, or, even if they are, might not want
to interact with Planet-Onto at the OCML level.

To support semantic access to Planet by ‘ordinary’ readers we have developed a
form-based interface, called Lois.  The aim of this interface is to allow users to
express a wide range of queries, ideally any query that can be expressed directly in
OCML, while at the same time shielding them from formalism-related aspects.

The solution we have taken is to use the basic epistemological building blocks
(people, organisations, stories, events, projects and technologies) of the Planet
knowledge base to organise a form-based query interface.  The rationale for this
approach is that, almost without exception, any useful query to Planet-Onto must
include one or more subclasses or instances of these six building blocks.  For
instance, figure 5 shows a query which asks for KMI researchers involved in software
visualisation.  This query was constructed by selecting the class kmi-member
(pressing the button “Member of KMi”), specialising it to kmi-researcher (using the
“Index Aspect” and “Aspect Type” windows), selecting the relation develops-
technology and then circumscribing the range of this relation to kmi-software-
visualisation-technology.  To ensure that ‘naïve’ users can indeed construct queries out
of these six building blocks, when designing the ontology we have ensured that all the
‘obvious’ binary relations between these six classes are explicitly included in the
ontology (as opposed to be derivable through chains of inferences).  Because stories
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are only interesting with respect to the associated events, they are not linked to the
other main classes (and correspondingly no button is provided for the story class).
Hence, only 24 relations had to be specified.

Fig. 5. Finding a KMI researcher who works on software visualisation

6.2 Story Chasing with NewsHound

An important goal in the design of KMI Planet was that the system should try and
emulate a news room team. One of the tasks that a news editor carries out is to
identify potentially popular stories and assign them to one of the journalists in the
staff.  In order to emulate this behaviour we are developing an intelligent agent,
NewsHound, whose job is to identify potentially popular stories and to assign them to
the appropriate journalists.  These requests for new stories are carried out simply by
sending the relevant journalist an email.

In order to identify potentially interesting stories, NewsHound uses two main types
of data: statistics on access to individual stories in KMI Planet and records of the
queries posed through Lois. Each story within Planet keeps a record of its own
popularity by counting the number of times the full text is requested from the KMI
Planet server.  Once NewsHound identifies a story as ‘popular’, then it tries to
identify related stories which have the potential to be popular.  To perform this task
NewsHound analyses the knowledge base trying to find items of interest that have not
yet been covered by Planet stories.  Typically, these would be projects and
technologies which i) are known to NewsHound, ii) are ‘related’ to ‘popular’ projects
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and technologies, but iii) have not yet been covered by a story.  The term ‘related’ is
the key here.  NewsHound uses various heuristics to define ‘relatedness’: for instance
direct subclasses of the same class are considered related; technologies are related if
they build on the same underlying technology; projects are related if they tackle the
same areas.  These heuristics are of course completely ‘soft’ and modular and
therefore any new one can be added without affecting the existing ones.  However, in
our view the most interesting feature of NewsHound has not so much to do with the
specific adopted heuristics but rather with the unique scenario in which it examines a
knowledge base for gaps.  Typically, completeness in a knowledge base is defined
with respect to logical or task-related properties [22]. In our scenario incompleteness
is defined in pragmatics terms: publications need popular stories.

6.3 Providing Personalised Alerts with NewsBoy

Lois is designed (among other things) to help users to track down Planet stories with
very specific characteristics.  However, a significant number of users prefer to work
with push technology, that is they prefer to be automatically notified about potentially
interesting stories, rather than having to query Lois about them.  We therefore
designed an agent, NewsBoy, to provide a mode of use that was complementary to the
one supported by Lois. NewsBoy enables users to create a personalised front-page to
which interesting stories are pushed.

When a new story is annotated using Knote, NewsBoy matches the story
knowledge base against the specified interests of registered readers.  Readers whose
interests match that of the newly annotated story are notified that a new story has been
added to their personal Planet page.  For example, if a reader has specified that they
would like to read stories about visitors to KMI, she would receive an email stating
that her personal Planet page has been updated to look like figure 6.

The primary interface to NewsBoy is via a settings page where registered users
can:

1. Set their name and password.
2. Set the criteria for a notification to be sent.
3. Declare what sort of stories their interests cover.

Passwords enable groups of users to create a secure communal newsletter where
confidential information can be communicated.  Readers can elect to be sent an
automatic notification by NewsBoy every time a relevant story is found, or to be sent
an update every week or month.  Moreover, readers can either explicitly declare the
types of stories which interest them or allow NewsBoy to infer them. One of the
prime goals when designing Planet-Onto was to make the system as easy to use as
possible. For this reason we decided to reuse the Lois interface as far as possible,
rather than creating a whole new interface for readers to communicate their interests
to NewsBoy.

To make an explicit declaration a reader simply specifies a number of queries
using the Lois interface.  The reader is then informed when a new story matches at
least one of the logged queries. Alternatively, a reader can state that she would like
NewsBoy i) to log all the queries she makes using Lois and ii) to create a user profile
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from the log.  The resulting user profile is simply the logical disjunction of the queries
contained within the log.

It is interesting to compare NewsBoy to other approaches which attempt to infer
user profiles from analysing patterns of access to documents – see e.g., [26] [24].
These approaches try to induce user interests using empirical methods.  Our approach
is semantic-centred: the user herself specifies the range of documents of potential
interest through unambiguous declarative specifications.

Fig. 6. A personalised Planet Web page showing stories concerning visits to KMI

7 Related Work

The work described in this paper is related to research in a number of areas, including
information retrieval [38] and extraction [33] [9], knowledge management [29],
ontological engineering [18], agent technology [7] knowledge engineering [14] and
model-based knowledge acquisition [22] [36] [12].  Because we have already
compared individual tools in Planet-Onto to related technology and (more
importantly) because this paper should not exceed the 18 page limit, we will confine
ourselves to discuss related approaches to ontology-driven knowledge management.

The SHOE project [21] has proposed an extension to HTML to allow the
specification of ontological information in web pages.  The project team has also
developed an editor to support the page annotation process.  This work is mainly at
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the infrastructure level.  That is, they suggest a mechanism to allow the representation
of information and provide tools to edit and retrieve it.  In Planet-Onto we take a
holistic approach to the publish-annotate-retrieve process and we look at the wider
issues concerning usability and sustainability.  Thus, we are not just concerned with
providing a mechanism for associating knowledge structures to text but we wish to
develop a comprehensive architecture addressing all the relevant issues, from the
‘right’ approach to ontology development to the required visualisation and interface
tools needed to facilitate the publish-annotate-access process.  Having said so, the
technical solutions provided by SHOE could be easily integrated within the Planet-
Onto framework.  For instance OCML structures could be represented in terms of the
relevant SHOE tags.

The (KA)2 initiative also shares a number of commonalities with our work.  As in
the case of Planet-Onto the aim of (KA)2 is to allow a community to build a
knowledge base collectively, by populating a shared ontology.  In the case of (KA)2
the knowledge base is meant to document the activities of the knowledge acquisition
community.  Similarly to the approach used in SHOE the knowledge base is
constructed by annotating web pages with special tags, which can be read by a
specialised search engine cum interpreter, Ontobroker [16].  In this paper we have
emphasised that the feasibility of the idea of a collective construction of a knowledge
base crucially depends on the availability of i) a carefully defined ontology; ii) an
underlying modelling language providing user-oriented facilities, such as context-
dependent renaming; iii) a user-friendly annotation environment; and iv) the right
motivational stimuli for the participants.  In their paper on the (KA)2 initiative, [2],
the authors mainly focus on the latter issue.  However it seems to us that a careful
analysis of all the issues associated with collaborative ontology development and
instantiation is required, in order to manage the risks associated with such enterprises.
In particular we believe that a careful design of the underlying ontology is particularly
important.  For this reason, in contrast with the case of (KA)2, the design of the
ontology is centralised in our approach.  Members of the community are not expected
to develop ontologies, only to populate existing ones.

Related work in knowledge management here in KMI has (naturally) many points
of contact with Planet-Onto.  The work in the Enrich project [40] aims to support
organisational learning through the enrichment of web-based documents.  This
enrichment is carried out both through ontologies, as in our scenario, and through
hypertext-based argumentation [4].  Although the Enrich scenario is very different
from the one addressed by Planet-Onto, the underlying assumptions are the same for
both projects: ontology-driven enrichment of documents play an important role in
knowledge management.  However, effective support for knowledge management
requires a holistic approach, which carefully analyses both technological and
organisational issues and emphasises the usability of the deployed technology and the
sustainability of the overall process model.

Buckingham-Shum and Sumner [3] have produced an ontology to support the
tracking of research within the Journal of Interactive Media in Education
(http://www-jime.open.ac.uk/).  Their emphasis is to support the development of
shared viewpoints in a community and the discovery of relationships between
documents.  As for Planet-Onto populating the ontology is a collaborative process.  In
contrast with Planet-Onto only an informal ontology is provided.
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8 Conclusions

The Planet-Onto architecture provides an example of an ontology-centred approach to
knowledge management.  With the exception of NewsBoy and NewsHound, which
are still at a preliminary implementation stage, all components of the architecture are
now in place and are undergoing preliminary user testing.  Once this preliminary
evaluation and testing phase has been completed, Planet-Onto will become fully
operational.  We also plan to apply the Planet-Onto technology to support semantic
access to medical guidelines.  This work will be done in the context of the PatMan
project [30].

Obviously, several research issues are still open.  In particular, the main obstacle to
this kind of enterprises is provided by the collaborative construction of the knowledge
base.  While usability has been our main criterion when designing the ontology and
the knowledge annotation tool, we realise that this approach is only sustainable in
restricted scenarios, where users are reasonably motivated and skilled and the
annotation process relatively lightweight.  Thus, the major challenge for this and other
similar enterprises remains to develop tools that take the burden of ontology
annotation off the writers of the documents to be annotated.  Investigating the
feasibility of such tools will be one of our main research goals for the near future.
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Abstract. A critical problem in building an information mediator is to design
knowledge bases describing the contents of information sources. Concepts
which capture abstractions in information sources and which are usable to
describe their content must be identified. This paper addresses this knowledge
acquisition problem in the context of the PICSEL1 project, when information
sources are relational databases. The main contributions are (1) semi automated
techniques for identifying relevant concepts from a database’s conceptual
schema, and (2) a set of tools for assisting database administrators in mapping
these interesting concepts on to the domain model of the PICSEL mediator.

Key words. information sources modeling, identification of concepts, entity-
relationship model, description logics, knowledge abstraction, support to
knowledge representation.

1 Introduction

Our research works are developed in the context of the PICSEL project [14]. The
aim is to build information servers over existing information sources that are
distributed and possibly heterogeneous. The approach which has been chosen in
PICSEL is to define an information server as a knowledge-based mediator between
users and several information sources relative to a same application domain.

The idea in the knowledge-based mediator approach is to manage multiple
heterogeneous information sources thanks to knowledge bases describing their
contents in a logical formalism and using the same vocabulary. This provides shared
access to multiple data and preserves the autonomy of each information source. The
mediator plays the role of an interface between the user and the sources giving the
illusion of querying a centralized and homogeneous system. The aim of this paper is
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to present an approach and automated tools for designing the knowledge bases (KB)
describing the contents of information sources in PICSEL knowledge-based
mediators.

Designing such KB confronts us with a knowledge acquisition (KA) problem. We
have to look for concepts which capture abstractions in information sources, usable to
describe their content. In the paper, we address this KA problem when information
sources are relational databases (DB). Our approach is based on Entity Relationship
(ER) models used to model the schema of database applications. ER models are
interesting because they are abstract representations of data. Yet, they are flat models
with all concepts at the same level. Moreover, ER models are built according to
modeling rules and don’t necessarily represent concepts relevant for users of
databases. We need abstraction mechanisms to make sets of objects really perceptible
and relevant to users emerge. In our approach, we propose semi automated techniques
to identify the main relevant concepts, called semantic concepts, in ER models. These
techniques are based on the mechanism of aggregation to create higher level concepts
from primitive ones.

Once the concepts to be described in the knowledge base of the mediator are
identified, the problem is then to write their description. Statements in the PICSEL
mediator knowledge bases are all represented in CARIN [12], a logical language
combining description logics and Datalog rules. Moreover, the descriptions of the
content of all databases must be represented using terms in the domain model of the
mediator. So, we must obtain descriptions of the contents of a database, represented in
CARIN and using terms in the domain model, from descriptions represented with the
ER modeling language and using terms particular to a database. The problem is
therefore to obtain a mapping between semantically equivalent concepts represented
with different terms and different formalisms. To solve it we exploit capabilities of
database administrators (DBA). DBAs know the contents of the databases they
manage and the meaning of their conceptual schema. Each DBA will have to design
the knowledge base referring to its own database. The identification of semantic
concepts allows to organize the description of a whole conceptual schema which may
be enormous. We guide then the DBA in the description of each semantic concept i.e.
we have implemented automated tools to help (1) to understand the domain model,
(2) to write CARIN sentences, (3) to characterize concepts represented in a database
in comparison with those represented in the domain model and using terms in the
domain model. Our approach and techniques have been used on a real database
provided by the Web travel agent Degriftour2.

The paper is organized as follows. In a first part, we present an architectural
overview of the PICSEL mediator showing its main knowledge components. In a
second part, we present the notion of semantic concept. Section 3 deals with their
identification in an ER model and section 4 describes semi automated techniques to
help DBA to describe semantic concepts in CARIN.

                                                          
2 see http://www.degriftour.fr
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2 Architectural Overview

2.1 General Presentation

In PICSEL, a mediator has been designed according to a knowledge-based
approach. It has two main parts: a generic query engine and KB specific to
information servers. KBs contain both the model of the application domain of a server
and abstract descriptions of the contents of the information sources accessible from
this server. Given an information server, there are one KB to model the domain and
one KB per information source to describe its contents as shown on figure 1. The
domain model contains all the basic vocabulary used to ask queries. The query engine
takes in charge the access to the sources in order to obtain the answers to user queries.
Given a global query Q, it computes a set of local query plans which provide the set
of all possible answers to Q that can be obtained by querying the different local
databases. Abstract descriptions of the contents of the information sources help to
localize relevant sources. They are represented in the same logical formalism as the
user queries and as the sentences in the domain model. The connection making
possible the correspondence between the actual database and their views in the
mediator is established by interface modules called wrappers. We give a description
of the main knowledge components in a PICSEL mediator in  figure 1.

2.2 The Main Knowledge Components in a PICSEL Mediator

2.2.1 The Domain Model

The domain model contains all the vocabulary of an application domain used to
ask queries. All the categories of objects that may be considered by users of the
information server have to be represented. The domain model can be seen as a
categorization of domain objects from a user-oriented point of view. It is expressed as
a set of concepts, their definitions and their inter-relationships. So, the domain model
is very similar to a domain ontology [8].

The domain model is represented in CARIN [12], a logical language combining
description logics3 and Datalog rules. Its semantics ensures that its exploitation at the
symbol level by the engine conforms to its meaning at the knowledge level.

A domain model is built as follows. First, a basic vocabulary in terms of base
predicates is acquired. New domain relations, significant for the application domain,
can then be defined over the base relations using CARIN, either by rules or by
concept expressions. Basic and complex relations make up a taxonomic hierarchy that
can be automatically constructed.

                                                          
3 The DL language that we consider in the PICSEL project is referred to as core-CLASSIC. It

contains the operators ⊆  (inclusion) and := (definition), and the constructors (conjunction),
∀  (concept restriction), (≥  n R), (≤  n R) (number restrictions) and ¬ (negation on basic
concepts only).
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Fig. 1. The knowledge base part of the PICSEL mediator in an information server dedicated to
the application domain D

For example, the hierarchy represented in figure 2 is computed from the following
expressions:

Travel ⊆  (= 1 DepartureDate4)  (= 1 ArrivalDate),

Stay := Travel  (= 1 AssBuilding),

Journey := Travel  (= 1 DeparturePlace)  (= 1 ArrivalPlace)  (= 1
MeansTransport),

Flight := Journey  (∀ MeansTransport.Plane),

TourismFlight := Flight  (∀ MeansTransport.( ¬ SupersonicPlane)),

VIPFlight := Flight  (∀ MeansTransport.( ¬ TourismPlane))  (≥   1
AssociatedMeal).

These sentences define the concepts Journey, Stay, Flight, TourismFlight and
VIPFlight from the primitive concept Travel (base predicate, unary relation) and from
the primitive roles (binary relations) DeparturePlace, ArrivalPlace, MeansTransport.
The concept Travel is at least characterized by a single departure date and a single
arrival date. The concept Journey is defined as a set of travels that have exactly one
departure place, one arrival place and one means of transport. The concept Stay is

                                                          
4 To simplify, we use the syntax ‘(= n R)’ for ‘(≥  n R)  (≤  n R)’.
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defined as a set of travels that have exactly one associated building. The concept
Flight is defined as a set of journeys which means of transport are necessarily planes.
The concept TourismFlight is defined as a set of flights which means of transport are
not supersonic planes whereas the concept VIPFlight is a set of flights which means
of transport are not tourism planes and which have at least one associated meal.

Travel
Journey Stay

Flight

TourismFlight VIPFlight

Fig. 2. A taxonomic hierarchy

Our work doesn’t focus on the domain model design. We consider it already built.

2.2.2  Abstract Descriptions of the Contents of a Source

The abstract descriptions of a source consists of a set of source relations vS1, vS2,
..., vSn for which it is specified: (1) a one-to-one mapping with domain relations, (2) a
set of constraints that are used to characterize the instances of the domain relations
that can be found in a source S. For example, for a given source S, the descriptions
may say that we can find instances of Flight and the constraints may indicate that the
flight’s departure places that we can find in S are all located in Europe, but not in
Germany.

More precisely, each abstract description of a relational database S is a knowledge
base that contains two sets of assertions: IS and CS.

Is represents mappings with domain relations by logical implications. For example,
vS1(x) ⇒  Flight(x), vS2(x,y) ⇒ DeparturePlace(x,y) are two elements of IS if the
source S contains instances of flights with their departure places, Flight and
DeparturePlace being two relations in the domain model.

CS indicates the constraints that are known to hold on the database relations. They are
represented with core-CLASSIC inclusions or incompatibility rules. For example, let
us consider that all flights in S have their departure places located in Europe, but not

in Germany.  This is stated by Flight in S  ⊆  (∀ DeparturePlace in S.(Europe  not
Germany)), and according to the vSi in IS, the corresponding constraint that appears in

CS is vS1 ⊆  (∀ vS2.(Europe  not Germany)). That constraint can also be described
thanks to (1) the inclusion statement: vS1 ⊆  (∀ vS2.Europe) and (2) the incompatibility
rule: vS1(x) ∧  vS2(x,y) ∧  Germany(y) ⇒  ⊥ .
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2.3 The Information Sources (Relational Databases) Accessible from an
Information Server

In this paper, we focus on information sources which are relational DB. Relational
DB developments are usually decomposed in several steps. One main step is the
construction of a conceptual model. The aim is to facilitate the communication
between designers and end users by providing them with a conceptual representation
of an application that does not include many of the details of how the data is
physically stored. One of the most popular and prominent conceptual model is the
Entity Relationship (ER) model introduced by Chen [6]. Instances useful in an
application are grouped into classes or concepts called entities and ER models
represent entities rather than actual instances.

The approach that we propose to model the content of databases relies on the
analysis of ER models. It does not exploit the data of the database at all. Given a
query, the aim is to identify relevant information sources which may give an answer.
It is not to identify the sources which, at the moment, given their data, are able to give
an answer to the query. Yet, an ER model doesn’t provide a conceptualization
adequate to the description of the contents of a database in PICSEL mediator.  ER
models are quite flat. All concepts are represented at the same level. Moreover the
construction of an ER model is guided by modelisation rules and the concepts that are
represented are not necessarily relevant for a user of the database application. We
need abstraction mechanisms to make concepts really perceptible and relevant to
users emerge. (cf. section 4)

The basic primitives of an ER model are: entities, relationships, attributes.
Relationships represent links between instances of differents entities and use a name
to describe these links in a literal form. Attributes describe characteristics of instances
of an entity or characteristics of related instances.
Cardinalities constraints (Card(E1,R),Card(E2,R)) on the participating entities (E1, E2)
in a relationship R are given. A cardinality constraint describes a restriction on the
minimum and maximum number of instances from an entity that may be associated
with any one instance from the other entity.

We use these cardinality constraints to define if a relationship can be considered as
a link between two entities, the first one beeing viewed as a characterization of the
second one. Such links are called characterization links. We give the definition of this
notion and of the different kinds of characterization links below. They are
summarized in Table 1.

Card(E1,R) Card(E2,R) Strength of the characterization link
 (1,1)  (1,1) Pairable
 (1,n)  (1,1) Strong
 (0,_)  (1,1) Weak
other other None

Table 1. Characterization of a relationship R according to the cardinalities constraints
between R and the entities E1 and E2
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A relationship between two entities can be seen as a characterization link iff one of
its cardinality constraints is equal to (1,1). This link is said pairable, strong or weak
according to the cardinalities constraints of the other entity (cf. Table 1).
The characterization link between E1 and E2 is said pairable iff each instance from E1

is associated with one and only one instance from E2, and conversely. So, E1 strictly
characterizes E2 and conversely.
It is said strong (resp. weak) iff each instance from E1 is associated with at least one
(resp. zero) instance from E2, and E2 strictly characterizes E1. Here, the strength of the
link indicates that E1 is necessarily (resp. not necessarily) in relation with E2.

3 The Notion of Semantic Concepts

In order to model relevant concepts, we defined the notion of semantic concept.
This notion has been adapted from the natural object model used in the Dialog
module of the CASE TRAMIS [4]. One of the aim of this model is to aggregate
entities and relationships of an ER model to allow objects really perceptible to the
users to emerge.

A semantic concept (SC) can be seen as a grouping of entities and relationships.
Such a grouping brings to the fore one particular entity, called the root entity of the
SC, while the other ones only characterize it.

For example, in the ER model in figure 3, only two objects are perceptible to users:
Region (including data on their departments5 and data on the towns of these
departments) and Place of interest (including guided tours). That means that, in the
context of the database, regions are not meaningful for a user without information on
their departments and on their towns. A department is not perceptible to users apart
from regions. Any department always belongs to only one region (the pair of
cardinalities of (department, belongs-1) is (1,1)). Data on a department can then be
seen as a characterization of the region to which it belongs. Furthermore, in the
database (always according to the ER model below), some towns are not close to any
place of interest and conversely, some places of interest are not close to any town.
That means that the concept of town and place of interest are not dependent of each
other.

To define a SC, the ER model is seen as a connected graph, where entities are
vertices and relationships (characterization links) are edges or directed edges. An
edge is directed only if it is a strong or weak characterization link. In this article, we
only focus on strong characterization links.

Definition of a Semantic Concept: Given a connected subgraph G of an ER model, G
is a Semantic Concept iff the graph S obtained further to two operations applied on G
(a grouping operation and an elimination operation, defined below) is a skeleton.

                                                          
5 In France, Regions are divided in geographical areas called Departments.
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Definition of a semantic concept’s Skeleton: Given a semantic concept G, it has only
one skeleton S which satisfies:

- S is a connected directed graph.
- S has a single source vertex V0 that is the root entity of the G.
- All the vertices of S are reachable from V0 by following directed edges

(characterization links). Reachable vertices are entities that
characterize the root entity of G (V0).

- Any entity of G appears in one of the skeleton’s vertices. This implies
that all entities of G are either the root entity, either characterizations of
the root entity in S.

Region

belongs-1

Department

belongs-2

Town

belongs-3

Place of
interest

suggests

Guided tour

near

(1,n)

(1,1)

(1,n)

(1,1)

(0,n)

(1,1)

(1,n)

(1,1)

(0,n)

(0,n)

REGION PLACE of  INTEREST
Semantic
concept

Relation-
ship

Entity

Main entity of the semantic concept REGION
(root entity)

Main entity of the semantic concept
Place of Interest

Fig. 3. An ER Model split into two semantic concepts

The grouping operation: It consists in grouping in a vertex all entities that are
indissociable i.e. vertices linked by edges that are pairable characterization links.

The elimination operation: It consists in eliminating all edges that aren’t
characterization links.

These operations applied on a graph G ensure the resulting graph S represents
groupings of indissociable entities and the characterization links that exist between
those groupings. An example of these operations is given in figure 4.
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Fig. 4. The construction process of the skeleton of the SC “A/E”

In [7], we have shown that any ER model can always be split into a partition of
semantic concepts (proposition 1). This first proposition led us to find an automated
method to construct semantic concepts of an ER model. The method that we propose
is based on the notion of skeleton. In section 4, we explain how the notion of skeleton
is used and we detail the construction process.

4 Identifying Semantic Concepts

To split an ER model into SCs, we use a method based on the research of SCs’
skeletons. We have shown in [7] that, given a SC’ skeleton, we can find the
corresponding SC on the ER model (proposition 2). Furthermore, an ER model may
be enormous and complex. For example, we worked on a database containing 43
tables. In such cases, it might be hard to find relevant groupings of entities and
relationships directly on the ER model. It might also be difficult to work directly on
the graph representing the whole model. On the opposite, skeletons are simpler graphs
than those representing an ER model or even than SCs thanks to the grouping and
elimination operations.

So, to identify SCs of an ER model represented by a graph G, we have three stages.
In a first preliminary step, we build the skeleton SG of G. Second, we split SG into
different skeletons in an incremental way. Finally, according to proposition 2, we
build the SCs corresponding to each different skeleton of SG. The first two steps are
described in the next sections.
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In our approach, we are always interested in discovering the biggest semantic
concepts. We would like to describe an ER model by means of a minimum number of
concepts.

4.1 The Preliminary Step: Building the Skeleton of a Graph Representing a
Whole ER Model

The aim of this step is to compute the ER model skeleton. To do this, both operations
previously introduced (grouping and elimination) are performed on the whole ER
model. By analysing the ER model skeleton, we determine which vertices will be
sources of skeletons (cf. figure 6). We have shown in [7] that given an ER model
skeleton’s vertex, it can belong to one and only one biggest skeleton (proposition 3).
We showed also that, given an ER model skeleton, we can decide for each of its
vertices if it will be or not a source of a biggest skeleton (proposition 4).
For illustration, figure 6 represents a skeleton corresponding to the ER model in
figure 5.

Fig. 5. An ER model represented as a graph

4.2 The Identification of Skeletons of Semantic Concepts

Our aim is to automate as much as possible this identification process. Yet, an ER
model may often be split into different ways. The administrator of the database
(DBA) corresponding to an ER model is the only person who can decide on the best
partition. So, we propose to build at the beginning a first one in a fully-automated
way. This first partition only proposes groupings which are sure in respect to our
construction rules and thus, which don’t need the intervention of the DBA. Then, it is
shown to the DBA who can decide on further groupings.
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Fig. 6. The ER skeleton corresponding to the graph in figure 5 (black vertices are sources of
biggest skeletons)

The identification of the most relevant concepts of a database is obviously a
process which can’t be performed without the contribution of a human being, the
DBA. The approach that we propose is interesting because it clearly separates the
process in two parts, one which can totally be automated and another more little one
which needs the DBA to make choices.

To build a partition of SCs in a deterministic way, we showed that, given an ER
model skeleton, there is only one partition of it into biggest skeletons (proposition 5).
So, we developed algorithms to split an ER model skeleton into the partition of its
biggest skeletons. The process which is performed is incremental. (Small) skeletons
are built and afterwards one can decide to merge several of them.

A variant of the depth-first search algorithm is performed to build the first
partition. It allows all vertices that are reachable from a source vertex and that are not
sources of biggest skeletons to be grouped. A source vertex and the vertices reachable
from it compose a skeleton (cf. figure 7).

Then a merging process is performed. We illustrate it on the example below. The
final partition which is obtained from figure 7 is represented on figure 8.
- Let SA and SE be the two skeletons which source vertex is respectively A and E. We
can notice that (1) E characterizes D (because of the strong characterization link
“de”), (2) E characterizes F (because of the strong characterization link “fe”), (3) D
and F are both characterizations of A (because of the strong characterization links
“ad” and “af”). So, E and its characterizations are also characterizations of A. Since
we want to build the biggest skeletons, we merge SA and SE.
- Let SA, SB, SG and SH be the skeletons which source vertex is respectively A, E, G
and H. We can notice that (1) B, G and H characterize themselves, (2) G is a
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characterization of F, (3) F is a characterization of A. So, we can deduce that B, G and
H characterize A. Since we want to build the biggest skeletons, we merge  SA, SB, SG

and SH.

Fig. 7. A first partition of SCs obtained in an automated way (black vertices are sources of
skeletons)

Fig. 8. The final partition of SCs obtained in an automated way (black vertices are sources of
skeletons)
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At the end of the identification step, we have a partition of an ER model into SCs
(cf. figure 9 for example). Each one represents a semantic concept which significant
entity is the root entity of the SC and which the other entities are only viewed as
characterizations of the significant entity. This way, the technique described above
leads to extract central concepts of a database, each concept being defined by the
contents of a SC. Because these concepts are central, we assume that they are
meaningful and relevant for users of a database. We have experimented the technique
successfully on the conceptual schema of the database provided by Degriftour.

Fig. 9. A SCs partition of the ER model of figure 5 (black vertices are roots of produced SCs)

5  Describing Semantic Concepts in CARIN

Once the SCs are identified, they must be described in the terms of the domain
model. To help the DBA to produce this description, we have developped three tools:
a semantic concepts explorer, a domain model explorer and a CARIN sentences
composer. All of them are automated supports in the description of a whole relational
DB. The idea behind the approach is that the space of choices of concepts to describe
can, to some extend, be controlled by the introduction of the notion of semantic
concepts. That way, a DBA will have to describe its DB only part by part, each part
corresponding to a SC, an abstraction representation of semantically related and
indissociable data. We assume in this mapping process that the domain model in the
PICSEL mediator is exhaustive. Given this assumption, except if SCs are out of the
domain of the information server, all correspondences should be achieved.
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5.1  The Semantic Concepts Explorer

This tool allows the administrator of a given database to browse the previously
identified semantic concepts of his ER model. It is a way to recall to him the
significant notions to describe.

5.2  The Domain Model Explorer

This tool displays all the hierarchies that can be computed from concept inclusions
and concept declaration statements in the domain model (cf. the hierarchy presented
in 2.2.1).

For each node of a hierarchy that is a base concept, a description in natural
language is available. Moreover, for each node, we can retrieve all the roles that have
the node type as type of one of their arguments. So, the DBA can browse the different
hierarchies to learn the vocabulary defined by the domain model, or find the concept
that represents the best a notion he wants to put in the knowledge base.

We can also list all the roles of the terminology, with, for each of them, their
meaning in natural language. Moreover, if information is also available from domain
model, we can display for each role the type of concepts that it links. For example, we
can deduce that the role DepartureDate needs a concept of type Date as its second
argument from the following expression: DepartureDate(X,Y) ∧  ¬ Date(Y) ⇒  ⊥ .

5.3  A CARIN Sentences Composer

When a DBA decides to describe a significant notion encountered in a semantic
concept of his ER model (thanks to the semantic concepts explorer), he can choose
the concept of a hierarchy that represents the best that notion (thanks to the domain
model explorer). The result of such an action is to produce automatically a new source
relation declaration: vi(x) ⇒  Cj(x), where Cj is the concept that has just been selected
in the domain model. The purpose of our tool is to help the DBA to characterize that
source relation.

First, we try to characterize vi using roles Rk (1≤ k≤ n) that are associated with objects
of Cj. For example, the roles DepartureDate, ArrivalDate, DeparturePlace,
ArrivalPlace and MeansTransport can be used to characterize the concept Flight,
according to the piece of domain model presented in 2.2.1.
Possible characterizations of vi are expressed thanks to source relation inclusions like:

vi ⊆  C1  C2  …  Cm, where each Cl (1≤ l≤ m) is of the form (≤  num Rk), (≥  num Rk) or
(∀ Rk.Caccepted). On the one hand, for a Cl (1≤ l≤ m) like (≤  num Rk) or (≥  num Rk),  there is
no particular problem. The DBA has only to select a role Rk (1≤ k≤ n) and to give the
cardinality num. On the other hand, a Cl (1≤ l≤ m) of the form (∀ Rk.Caccepted) implies that
the concept Caccepted is compatible with Rk. To be sure that Caccepted is compatible with
a Rk selected by the DBA, let’s consider the following process:
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Case 1: if Caccepted is a concept name CN, it must appear in the domain model
and CN must have the same type as the one of Rk’ second argument.
To do this, our tool uses the domain model explorer, pointing at the
node of the hierarchy in which CN appears. Then, the DBA has to
choose CN or one of its specializations for Caccepted.

Case 2: if Caccepted is a concept like (≤  num Rl) or (≥  num Rl), Rl must have as
first argument’s type, the same type as the Rk’ second argument. To
do this, our tool retrieves from the domain model all the roles Rl

which satisfy this property. Then, the DBA will have to choose one
of them (Rl), and to give the cardinality n.

Case 3: if Caccepted is a concept like (∀ Rl.Caccepted’), the choice of Rl is done as
Rk’s choice is. The concept Caccepted’ must be of the same type as the
type of Rl’ second argument. Thus, Caccepted’ is chosen like Caccepted

was (i.e. case 1,2,3 or 4).
Case 4: if Caccepted is a concept like C1 and C2 and … and Cp, each of the C1…Cp is

defined like Caccepted is (i.e. case 1,2,3 or 4).

This way, if we want to express that we have a source relation vi over flights which
arrival places are located in Europe and which type is Tourism, we can generate the
following expressions, according to the piece of domain model presented in 2.2.1.:

vi(x) ⇒  Flight(x), vi ⊆  (∀ ArrivalPlace.Europe6) 
(∀ MeansTransport.TourismFlight).

Second, we try to characterize vi using roles Rk’ (1≤ k’≤ n) that are known not to
associate objects of Cj but objects of classes subsumed by Cj. These roles are those of
the domain model that are different of the Rk above, but that accept the same concept
type as the one of Cj as first argument.
Again, possible characterizations of vi are expressed thanks to source relation

inclusions like: vi ⊆  C1  C2  …  Cm, where each Cl (1≤ l≤ m) is a (≤  num Rk’), (≥  num
Rk’) or (∀ Rk’.Caccepted). The same process of characterization as the one described
above is used.
For example, if we want to express that we have the source relation vi over flights that
propose to have diner on board, we can generate the following expression, according

to the piece of domain model presented in 2.2.1.: vi ⊆  (≥   1  AssociatedMeal) 
(∀ AssociatedMeal.Diner7).

6  Related Work and Conclusion

Our aim was to obtain descriptions using terms in the domain model from
representations using terms particular to a database schema. The fundamental problem

                                                          
6 Here, we consider that the concept Europe appears in the domain model.
7 Here, we consider that the concept Diner appears in the domain model.
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which arises is semantic heterogeneity – the fact that the same concepts are
represented differently in a database schema and in the domain model.
Some issues raised by semantic heterogeneity have been studied in the database
community. When two or more databases need to work together, in many cases the
same data is replicated. Different database schemas and different conceptualizations
are typically used to represent the replicated data.
So, in the database schema integration field which aim is to construct a global, unified
schema from existing or proposed databases, the semantic heterogeneity problems to
be dealt with are structural and naming conflicts [1]. Structural conflicts arise as a
result of a different choice of modeling constructs or integrity constraints. Naming
conflicts arise because people from different application areas refer to the same data
using their own terminology and names. Thus, to make schemas compatible, one must
replace terms by other ones, the new terms belonging to the same level of discourse.
In both cases, conflict discovery and restructuring are generally aided by a strong
interaction between the different DB designers. Techniques to solve the semantic
heterogeneity problem are used prior to the integration step. It is very often a manual
process, except for some kinds of structural conflicts. In any cases, the preintegration
step is considered the responsability of the DB designers. Furthermore, in much
works, mappings between database schemata are assumed to be provided. A solution
to the semantic heterogeneity problem would be to enhance the semantic description
of each schema. For that, Bonjour in [2] proposes to introduce concept bases on top of
a set of schemes to integrate. These bases could help to compare concepts represented
in different systems.

More recently, other database works have focused on importing and integrating
selected portions of DB schemata as in federated [16] or knowledge-based mediator
or data warehouses architectures [18]. A lot of problems of semantic heterogeneity
which arise are the same nature as in data integration field. But they have been
addressed a little. Nevertheless, in the knowledge-based mediator approaches
([11],[5]), we notice two trends. Mediator approaches have in common the use of
knowledge bases which describe both the domain model and the contents of
information sources. So, they don’t need correspondences directly between the
information sources but, instead, they need correspondences between the domain
model and the descriptions of the contents of each information source. A way to make
such correspondences easier is to capture the intended meaning of DB schemata using
ontologies [8]. It relies on manipulation techniques coming from the fields of artificial
intelligence. In Observer [13] for example, the objects in the sources are represented
as intensional descriptions by pre-existing ontologies. The query engine rewrites user
queries by using interontology relationships to obtain semantics-preserving
translations across the ontologies. The approach is interesting but new problems arise
: how to build the ontologies ? how to acquire the terminological relationships
represented between terms across the ontologies ? An other approach is to use the
same vocabulary to describe both the domain model and the contents of the different
sources. The problem of different vocabularies disappears but we must be able (1) to
describe each source with the vocabulary of the domain model, and (2) to link the
descriptions of the contents of a DB to the DB itself. Our paper is relative to the first
point of this second approach, when information sources are described by views.
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Another related work is on the extraction of data from web sources. The focus is on
building wrappers for semi structured sources. The systems use either a template-
based specification of a source, as in [9], or machine-learning techniques to learn the
structure of a source (cf. ARIADNE project [10]). Yet, these systems don’t focus on
mapping sources into a description using a “global” vocabulary.

On another hand, our problem is relative to knowledge engineering. We want to
build a knowledge-based mediator. Thus, we need techniques to construct all the
knowledge bases useful to the mediator. Current knowledge engineering works
describe the structure of a knowledge-based system (KBS) through highly structured
models [15]. The domain models which describe the specific knowledge of a domain
are one of the components of such models. Recently, in the knowledge engineering
community, research works have been conducted to characterize domain knowledge
and to help building domain models by means of ontologies [8]. An ontology is based
on the definition of a structured and formalized set of concepts. A great part of it
comes from text analysis. So, one trend is to benefit from both knowledge engineering
and linguistics  approaches. Researchers have studied mutual contributions and this
led them to elaborate the concept of Terminological Knowledge Base (TKB), first
defined by Ingrid Meyer [17]. In France, the works of the TIA research group is
centered on this notion too [3]. A TKB is an intermediate model which helps toward
the construction of a formal ontology ; it contains conceptual data, represented in a
network of domain concepts, but also linguistic data on the terms used to name the
concepts. A TKB can enhance communication and be a great help to choose the
names of concepts. Such research works address the problem of the identification of
concepts. We deal with the same problem but we have to identify concepts from
database schemata, not from text analysis. So, the techniques that we propose are
specific ones,  based on the notion of semantic concepts.

In conclusion, this paper deals with identifying and modeling relevant concepts.
First, we have presented a way to identify them. Our aim was to automate this process
as much as possible although it can’t be entirely performed without the contribution
of DB designers. We have identified two different parts in the process performed
sequentially:  one which can be totally automated and another one performed in
cooperation with the DB designer. Second, we have presented techniques usable by
DB designers to be guided in the description of relevant concepts in CARIN and
using terms in the domain model. Most of the techniques described in the paper have
been implemented in Java.
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Abstract

This paper presents the concept of Ontological Reengineering as the process of retrieving
and transforming a conceptual model of an existing and implemented ontology into a new,
more correct and more complete conceptual model which is reimplemented. Three activities
have been identified in this process: reverse engineering, restructuring and forward
engineering. The aim of Reverse Engineering is to output a possible conceptual model on the
basis of the code in which the ontology is implemented. The goal of Restructuring is to
reorganize this initial conceptual model into a new conceptual model, which is built bearing
in mind the use of the restructured ontology by the ontology/application that reuses it. Finally,
the objective of Forward Engineering is output a new implementation of the ontology. The
paper also discusses how the ontological reengineering process has been applied to the
Standard-Units ontology [18], which is included in a Chemical-Elements [12]
ontology. These two ontologies will be included in a Monatomic-Ions and
Environmental-Pollutants ontologies.

1 Introduction

The concept of reengineering is commonly used in Software Engineering and
started to move into the field of Knowledge Engineering a few years ago. When we
try to define the term reengineering, other very closely related concepts emerge, such
as reverse engineering, restructuring and forward engineering. The term reverse
engineering is used to denote the process of analyzing a system to identify its
components and relations and/or represent a system in another manner [5].
Therefore, the reverse engineering process could be defined as the analysis of a
system/program in an attempt to create a representation of the program at a higher
level of abstraction than source code. This is what Pressman refers to as design
retrieval [20]. There are several definitions of the term restructuring [6, 8, 21]. The
most representative definition was made by Chikofsky who defined restructuring as
system transformation to pass from one representation to another at the same level of
abstraction, conserving functionality and semantics [8]. He also defines the concept
of forward engineering as the traditional process leading from a high level of
abstraction, which is independent of implementation design, towards the physical
implementation of a system [8]. Accordingly, the term reengineering refers to the
process in which design information about the existing software is retrieved and this
information is then used to alter or reconstruct the existing system in an attempt to
improve overall quality [20]. The software outputted by reengineering mostly
reimplements the function of the existing system; however, at the same time, the
developer adds new functions and/or improves overall performance.

D. Fensel and R. Studer (Eds.): EKAW’99, LNAI 1621, pp. 139-156, 1999.
 Springer-Verlag Berlin Heidelberg 1999



There are no papers on reengineering related to the field of ontological
engineering, although the paper by Barley et al. [3], who show how knowledge on
stillended panel layout implemented in ICAD code has been manually analyzed and
transformed into production rules, which have been formalized in KIF [13] and
SLANG [19], could be construed as a kind of reengineering. So, this paper presents
how we have done ontological reengineering of the Standard-Units [18]
ontology, which is included in a Chemicals-Elements [12] ontology. Both
ontologies are reused by a Environmental-Pollutants ontology. This paper is
organized as follows: Section 2 presents the need for environmental ontologies and
section 3 the scope of the problem; sections 4 and 5 describe the ontological
reengineering method applied to the Standard-Units ontology, and, finally,
section 6 reviews the Chemical-Elements ontology.

2 Need for environmental ontologies

Specialists from different fields, such as biologists, geologists, computer
scientists, chemists, lawyers, etc., are involved in the environmental sciences. Each
expert uses his own vocabulary, there being no common terminology or standard to
ensure that each term is used accurately. There are numerous reasons for building
ontologies in the environmental field:  (1) The existence of synonyms (for example,
the terms “contamination” and “pollution” are used as synonyms in reference to air
pollution, as are “bleaching” and “leaching” in the case of soil treatment and
problems); (2) One term can be used in different sciences, where it may have a
similar but not an identical meaning  (for example, in the geological domain, the
word “contamination” refers to the process in which the chemical composition of the
magma changes due to the assimilation of rocks and, in the microbiological domain,
it is defined as the biological process of bacterial alteration); and (3)  there are terms
that are closely related within the same science that present slight differences of
meaning, (for example, within the biological sciences, “contamination” is the term
used in microbiology and “pollution” is the term used in ecology).

There are a lot of possibilities for building environment-related ontologies, but
we are going to center on environmental pollutants ontologies. An ontology of this
type has to study the methods of detecting the different pollutants components of
various media: water, air, soil, etc., and the maximum permitted concentrations of
these components, taking into account all the legislation in effect (European Union
regulations, Spanish, German, US legislation, etc.). Moreover, the elements that are
part of compounds are ionic. Ions are, therefore, the entities to be considered when
performing environmental-pollutants-related studies, as they are possible indicators
of pollution, deterioration, etc. Previous knowledge about elements in their pure state
and their properties, as well as the units of measure of some properties, are required
to represent knowledge about ionic concentration. The Environmental-

Pollutants ontology seeks to produce a unified, complete and consistent
terminology that can be used consistently, precisely, unambiguously and concisely in
environmental applications that employ the maximum permitted concentration of
ions to detect alterations in such media.
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3 Problem scope

Before developing the ontologies on monatomic-ions and environmental-
pollutants, we looked for other ontologies that had already been developed to check
whether any of the knowledge they contain could be reused. We looked for
ontologies related to periodic system elements and containing Système International
(SI) units of measure. Accordingly, we searched the ontologies in the Ontology
Server1 [9] and the Cyc2 ontology server. Useful ontologies, like Standard-
Units3, which defines a series of base units of measure, and Chemical-Elements,
which defines the chemical elements of the periodic system, were found at the
Ontology Server. Definitions of some units of measure and chemical entities (atom,
ion, molecule and radical) were found at the Cyc server. As the ontology describing
the units of measure at the Ontology Server includes a natural language definition,
physical dimension and factors of conversion to other units of the same dimension
for each unit and Cyc´s ontologies only include a natural language definition, we
decided to use the Ontology Server ontology as it was more complete. Moreover, as
Chemical-Elements was developed by our work group, we opted to take the
Ontology Server ontologies as a starting point, using the Cyc ontologies as a
reference point. Then, we evaluated (verify4 and validate5) the Chemical-
Elements and Standard-Units ontologies to assure that they were correct and
complete and thus guarantee that these ontologies provided a solid basis on which
new ontologies could be developed incrementally. These ontologies were analyzed
bearing in mind its future use of this ontology by the Monatomic-Ions ontology.
The initial analysis of Chemical-Elements revealed that: (1) it addresses the
elements in their pure state, (2) it needs to be updated with new knowledge that
addresses elements from the environmental viewpoint, and (3) it includes attributes
(i.e., atomic-weight) that have associated SI units of measure.

In pursuit of the above-mentioned objectives, we are going to develop a new
ontology on Monatomic-Ions which will be later included in an ontology on
Environmental-Pollutants.

The starting point of the new ontology will be the monatomic ion, both anionic
and cationic, addressed from the viewpoint of inorganic chemistry and, also,
analyzed with a view to standardization in the soil and waterfields within the
physical environment and in terms of human health. On the other hand, as the
ontology under development covers such an extensive field, the development of an
ontology of polyatomic ions has been postponed. Figure 1 shows how all these

                                                     

1 http://www-ksl.stanford.edu:5915 and its european mirror site at  http://www-ksl-svc-
lia.dia.upm.es:5915.

2 http://www.cyc.com.
3 The Standard-Units  used to develop this work was available at the Ontology Server in December

1997.
4 Verification concerns with analyzing the completeness, consistency, conciseness, expandability,

and robustness of the definitions and axioms that are explicitly stated in the ontology, and the
inferences that can be drawn from those axioms [16].

5 Validation refers to whether the meaning of the ontology definitions really represent the real world
for which the ontology was created [16].
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ontologies will be integrated in a hierarchical and distributed architecture. The
ontologies at the top of this hierarchy should be interpreted as including the lower-
level ontologies. Note that this hierarchical architecture facilitates ontology design,
maintenance and understanding by the future user. The description of the
Monatomic-Ions and Environmental-Pollutants ontologies are out of the
scope of this paper.

Figure 1. Relationship between the ontologies involved.

4 Ontological reengineering: method

The method for reviewing the Standard-Units ontology at the knowledge
level is presented in Figure 2 and adapts Chikofsky’s software reengineering schema
[8] to the ontology domain. In this paper, we define ontological reengineering as
"the process of retrieving and transforming a conceptual model of an existing and
implemented ontology into a new, more correct and complete conceptual model,
which is reimplemented". The ontological reengineering process should be carried
out bearing in mind the use of the existing ontology by the system
(ontology/software) that reuses it. Therefore, several ontological reengineering
processes could be performed on the same ontology. If this were the case,
configuration management would be required to keep a record of ontology evolution,
as would strict change control.

Figure 2. Ontological reengineering process.

Three activities were identified in the ontological reengineering process: reverse
engineering, restructuring and forward engineering. Figure 3 pictures an
organizational chart showing the activities performed during the reengineering
process and the documents generated in each step.
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Figure 3. Ontological Reengineering activities.
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Reverse Engineering: Its objetive is to output a possible conceptual model on the
basis of the code in which the ontology is implemented. For the purpose of building
a conceptual model, the set of intermediate representations proposed by the
methodology named METHONTOLOGY [11, 12, 15] are used.

Step 1: Draw the hierarchies and taxonomic relations between concepts and
instances, “ad hoc” relations between concepts, instances and between concepts and
instances of the same or another hierarchy. Identify the functions and axioms of the
ontology. Generate a document reflecting the preliminary conceptual model
outputted by this step.

Restructuring: Its objective is to correct and reorganize the knowledge contained in
an initial conceptual model, and detect missing knowledge. This restructuring is
guided by the ontology that is to reuse the knowledge, which means that there is no
way of assuring that the restructured ontology will be a hundred per cent valid for
ontologies that reuse the restructured knowledge. We distinguish two phases:
analysis and synthesis. The analysis phase goal (steps 2 to 5 of figure 3) is to
evaluate the ontology technically [14], that is, to check that the hierarchy of the
ontology and its classes, instances, relations and functions are complete (contain all
the definitions required for the domain of chemical substances), consistent (there are
no contradictions in the ontology and with respect to the knowledge sources used),
concise (there are no explicit and implicit redundancies) and syntactically correct.
The synthesis phase (step 6 of figure 3) seeks to correct the ontology after the
analysis phase and document any changes made.

Step 2: Check the correctness and completeness of each hierarchy [14]. Analyze: a)
whether the taxonomic relations between concepts are correct; b) whether the
concepts present in the original hierarchy should be further specified or generalized;
c) that all the concepts/instances required appear in the original hierarchy; d) if
necessary, add/delete from the original ontology any concept/instance.

Step 3: Note down the errors. This will allow change control to be performed as part
of configuration management process.

Step 4: Having checked that the hierarchies are correct, analyze the correctness and
completeness of the definitions of classes, instances, properties, relations, functions
and axioms. The ontologist will analyze the initial conceptual model attached to the
code in which the ontology is implemented. Specialized material for this purpose
(such as books, dictionaries, handbooks, etc.) will be required, as will the help of an
expert in the domain defined in the ontology.

Step 5: Note down the errors detected in step 4 in order to perform change control as
part of configuration management process.

Step 6: Having reviewed and corrected an original conceptual model, design a new
conceptual model including all the above-mentioned changes, building the correct
and complet hierarchies and outputting the correct and complete definitions for their
later implementation. The ontologist will draw up a synthesis document specifying
the actions carried out and the design criteria governing restructuring.
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A series of documents will be generated, which can be divided into three groups:
(1) analysis document, including a list of anomalies (problems, errors, omissions,
ambiguities, etc.) encountered and detected in steps 2 and 4; (2) configuration
management document, which includes reports related to the changes made in steps
3 and 5 on the basis of the set of errors identified in the analysis document. This
document includes: description, need and effects of the change, possible alternatives,
justification of the selected alternative, date of the change, etc.; and (3) synthesis
documents, including the actions taken and criteria observed in step 6.

Forward Engineering: The objective of this step is to output a new implementation
of the ontology on the basis of the new conceptual model.

Step 7: Reimplement the ontology on the basis of the new conceptual model,
including all the recorded changes. This will output a document containing the code
of the new ontology implementation.

The proposed work method is a sound initial approach to carrying out the above-
mentioned process, although it could be improved in later studies using more
complex ontologies. In order to increase the reusability of the ontology to be
reengineered, guidelines and criteria to achieve a higher degree of reusability are
needed in the restructuring process. Other open issue regards the relationship
between the ontology that is being reengineered and top-level ontologies, if any.

5 A case study: Reengineering Standard-Units

5.1 The need of reviewing Standard Units

The Standard-Units ontology defines a series of SI units of measurement and
other commonly used units that do not belong to the SI units. It includes the
Standard-Dimensions ontology, which defines a series of physical dimensions
(i.e., mass, time, length, temperature and electrical current) for different quantities. It
also includes other dimensions, derived from the above five, including pressure,
volume, etc. Depending on the system of units used, the physical quantities defined
at the Standard-Dimensions ontology can be expressed in different units using
the vocabulary of the Standard-Units ontology; for example, length can be
expressed in meters, miles, inches, etc. Both the Standard-Units and the
Standard-Dimensions ontologies include Physical-Quantities (see
Figure 1), which defines the basic vocabulary for describing physical quantities in a
general form, making explicit the relationship between quantities of various orders,
units of measure and physical dimensions. A quantity is a hypothetically measurable
amount of something. For example, the term meter, defined in the Standard-Units
ontology, is an instance of the class Unit-Of-Measure defined in the Physical-
Quantities ontology.

We came to revise the Standard-Units ontology because it was included in
Chemical-Elements. We needed to check that the units of measurement of certain
attributes in Chemical-Elements befitted the knowledge and usual practice of
experts. One example of the type of check that the experts carried out was that an
attribute (Semidisintegration-Period) of a concept (Elements) was filled in with a
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particular value type which was associated with a unit of measurement (Year). After
the experts had drawn up the inspection document setting out the properties to be
checked, each query was transformed into the vocabulary of the ontology. For
example, check that the Semidisintegration-Period of the concept Elements of the
ontology Chemical-Elements is filled in with a value type Time-Quantity and its
unit of measurement is Year. This is illustrated in Figure 4.

Figure 4. Relation between the Standard-Units and Standard-Dimensions ontologies.

When reviewing all the units of measure present in Chemical-Elements, we
checked that they all appeared in Standard-Units. Any that were missing were
added. Basically, there were two manners of reviewing the Standard-Units ontology:
(1) Review the Ontolingua code of the ontology at the symbolic level, which means
that the ontology has to be analyzed using Ontology Server facilities. This option
was rejected as domain experts do not understand formal ontologies codified in
ontology languages [1]. So, they could neither validate nor formalize knowledge
without an ontologist’s help; and (2) Review the ontology at the knowledge level
using the work method described in section 4. This is the approach taken in this
paper. The following describes how the work method  was applied to the
Standard-Units ontology.

5.2 Reverse engineering

The Standard-Units ontology was analyzed on the basis of its Ontolingua
implementation. Figure 5 shows a preliminary conceptual model that possibly
originated such implementation. It is important to note that this ontology contains
neither relations, functions nor axioms. The hierarchy illustrates that there are two
classes: Unit-Of-Measure and System-of-Units, both defined in the Physical-
Quantities ontology. In this manner, a series of units of measure which are
instances of the class Unit-Of-Measure are defined in Standard-Units, as well as
a class, Si-Unit, which groups all the SI units. Additionally, Si-Unit is defined as an
instance of the class System-of-Units, as there could be other systems grouping
another series of units, which are also, instances of units of Unit-Of-Measure.

In the Standard-Units ontology, all the units have a property that indicates the
dimension of the aforesaid unit. These dimensions are defined in the Standard-
Dimensions ontology, which has two hierarchies. The hierarchy representing the
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definition of dimensions is shown in figure 6. In this ontology, there is a class, called
Physical-Dimension, which is also defined in the Physical-Quantities
ontology, of which all the dimensions defined are instances.

Figure 6. One of the hierarchies of the Standard-Dimensions ontology.

5.3 Restructure to create a new conceptual model

Here we summarize some design criteria and a set of principles that have proved
useful in the development of ontologies. Gruber [17] identified five design criteria:
Clarity and Objectivity, which means that the ontology should provide the meaning
of defined terms by providing objective definitions and also natural language
documentation; Completeness, which means that a definition expressed by a
necessary and sufficient condition is preferred over a partial definition (defined only
by a necessary or sufficient condition); Coherence, to permit inferences that are
consistent with the definitions; Maximize monotonic extendibility, which  means that
new general or specialized terms should be included in the ontology in a such way as
does not require the revision of existing definitions; and Minimal ontological
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Figure 5. Preliminary hierarchy of the Standard-Units ontology.
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commitments6, which means making as few claims as possible about the world being
modeled, giving the parties committed to the ontology freedom to specialize and
instantiate the ontology as required. When building taxonomies, the Ontological
Distinction Principle [7] proposes that classes in an ontology should be disjoint. The
criterion used to isolate the core of properties considered to be invariant for an
instance of a class is called the Identity Criterion.

This section presents the process used to restructure Standard-Units ontology.
This ontology was restructured bearing in mind its future use by the Chemical-
Elements, Monatomic-Ions and Environmental-Pollutants ontologies. It
also provides a set of guidelines, which can be used, for building ontologies.

5.3.1 Analysis

Taking into account figures 5 and 6, and the Standard-Units and Standard-
Dimensions Ontolingua code, the most prominent problems and faults found are:

1. There is no taxonomic organization identifying the general concepts that divide
into other more specific concepts all the way down to instances. By contrast,
there is a single class to which all the instances are subordinated. This is not
really correct. First, the instances cannot be classified by similar characteristics.
Second, part of the inference power allowing some concepts to inherit properties
from more general concepts in a properly diversified hierarchy is lost. It would
be more beneficial to build branched taxonomies using an identity criterion to
take advantage of the above-mentioned benefits.

2. Definitions that should be made in the same manner, as they refer to similar
concepts, are made differently in the implemented Ontolingua code. For
example, the SI base unit of measure called Ampere was defined as follows:

(Define-Frame Ampere
: Own-Slots
(( Documentation “Si electrical current unit.”)
 (Instance-Of Unit-Of-Measure)
 (Quantity.Dimension Electrical-Current-Dimension))
: Axioms
((= (Quantity.Dimension Ampere) Electrical-Current-Dimension)))

However, the following instance definition was used to define Meter, which is
another SI base unit:

(Define-Instance Meter (Unit-Of-Measure)
“SI length unit. No conversion is given because this is a standard.”
: Axiom-Def
(And (= (Quantity.Dimension Meter) Length-Dimension)
        (Si-Unit Meter)))

                                                     

6 “Ontological commitments are an agreement to use the shared vocabulary in a coherent and
consistent manner. They guarantee consistency, but not completeness of an ontology” [18].
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It would be advantageous to use the same pattern to make sibling definitions,
thus improving ontology understanding and making it easier to include new
definitions. This would improve the clarity of the ontology and its monotonic
extendibility.

3. The choice of names for the different instances does not comply with a fixed
standard. For example, the different multiples and divisors of Ampere are called:
Milli-Amp, Nano-Ampere and Pico-Ampere. To ease ontology understanding
and improve its clarity, the same naming conventions should be used to name
related terms. Therefore, the above-mentioned names should be standardized
and denoted as follows: Milli-Ampere, Nano-Ampere and Pico-Ampere.

4. The multiples of the base units do not appear to have been chosen
systematically. For instance, Kilo-ohm and Milli-meter are omitted.
Incompleteness is a fundamental problem in ontologies [14]. In fact, we cannot
prove either the completeness of an ontology or the completeness of its
definitions (an omission can always be found), but we can prove both the
incompleteness of a definition or the incompleteness of an ontology, if at least
one definition is missing with respect to the established framework of reference.
When restructuring the Standard-Units ontology, our framework was the set
of units of interest for the Chemical-Elements, Monatomic-Ions and
Environmental-Pollutants ontologies. As Kilo-ohm and Milli-meter will
not be used in these ontologies, we can say that the Standard-Units ontology
is complete in this framework of reference.

5. The ontology includes factors of conversion between different units of the same
dimension. However, this conversion is not always made from one particular
unit to the unit that is considered as the base unit in the SI. For example, taking
the base unit of time Second, each definition of its multiples (minutes, hours,
etc.) and its submultiples (millisecond, microsecond, etc.) should contain the
appropriate factor of conversion to seconds. However, definitions appear in the
Standard-Units ontology with factors of conversion as follows:

(Define-Frame Day
: Own-Slots
( (Documentation “one day, i.e. 24 hours”)
  (Instance-Of Unit-Of-Measure)
  (Quantity.Dimension Time-Dimension) )
: Axioms
( (= Day (* 24 Hours)) (= Year (* 365 Day) ) ) )

In this definition, the factors of conversion of the unit Day are established in
relation to non-base units (hours and years), but not to the base unit (seconds).
The following factor of conversion should be added to the formal definition:

( (= Day (* 86400 Second-Of-Time)))

The conversion should always be made to the base unit to improve the clarity
of the ontology. Other commonly used factors of conversion between units can
also be added, but the conversion to the base unit should never be missing.
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6. Some definitions have quite a poor informal language description, which
provides the user with no information. This is the case of the natural language
definition of Meter, which states: “SI length unit. No conversion is given
because this is a standard.” An extreme example is Kilometer, for which no
informal definition is given at all. A natural language definition should be
included whenever possible to give a better understanding of the more formal
definition made later. In the example, “ A Meter is 1650763.73 wave lengths in
vacuo of the unperturbed transition 2p10 - 5d5 in 86Kr.”

7. The vocabulary of the Standard-Dimensions ontology has not been used in a
standardized manner either. Thus, for example, the dimension Megapascal is
defined as a Pressure-Dimension:

(Quantity.Dimension Megapascal Pressure-Dimension)

whereas the dimension Pascal is said to be:

(= (Quantity.Dimension Pascal)
   (* Force-Dimension (Expt Length-Dimension -2)))

As the Pressure-Dimension definition exists in the Standard-Dimensions
ontology, which is used by Standard-Units, it would be more rational and clearer
to define all the units of pressure using this dimension, instead of using its
equivalent in units of length and force. Therefore, the dimension Pascal should be
defined as follows:

(Quantity.Dimension Pascal  Pressure-Dimension)

8. In the Standard-Units ontology, the number Pi (π ) is defined as an instance
of the real numbers because a factor of conversion between angles and radians
appears in the definition of Angular-Degree.

(Define-Instance Angular-Degree (Unit-Of-Measure)
“Angular measurement unit.”
:= ( * Radian ( / The-Number-Pi 180 ) )
:Axiom-Def  ( = (Quantity.Dimension Angular-Degree ) Identity-Dimension7) )

As this is an ontology of units of measure, definitions that have nothing to do
with the above units must not be included. This problem could be solved in two
ways: one possible solution would be to delete the definition of the number π   in
the factor of conversion and enter the real number 3.1415926535897936.
However, a better and modular solution is to include the real number π  in the
KIF-Numbers ontology, which could be included in the Standard-Units
ontology and thus this definition could be used.

When an ontology is restructured, a series of criteria must be established
beforehand to assess why the new ontology outputted is of higher quality than its
predecessor. The following criteria were established when Standard-Units was

                                                     

7 Identity-Dimension is the identity element for * operator on physical-dimensions. This means that
the product of identity-dimension and any other dimension is the other dimension.

150 A. Gómez-Pérez and D. Rojas-Amaya



restructured: (1) establish the framework of reference against which to prove the
completeness of the ontology; (2) model the knowledge of the domain using the
ontological distinction principle; (3) build taxonomies that allow property
inheritance to be applied; (4) define terms uniformly, using the same patterns to
define similar terms, which improves the clarity of the ontology, its understanding by
future users and its monotonic extendibility; (5) the documentation accompanying
each definition must be clear, useful and give a better understanding of the formal
definition of the term; and (6) increase the information contained in the original
ontology. If the original ontology was found not to contain enough domain
knowledge, new classes, instances, relations,  functions and axioms should be added
to the new implementation.

5.3.2 Synthesis

As mentioned above, the Standard-Units ontology was analyzed because it is
used in Chemical-Elements, which is used in the Monatomic-Ions, which is
included in the Environmental-Pollutants ontology. After analyzing the
Standard-Units  Ontolingua code and obtaining a possible underlying conceptual
model of the ontology and after considering the problems explained above, we
modified the conceptual model of the Standard-Units ontology as follows:

Standardize naming conventions. We gave standard names to the new classes and
instances. The names of the classes in the Standard-Units ontology were chosen
taking into account the type of units represented and the names of the dimensions
found in the Standard-Dimensions ontology.

Specialization of concepts. The goal was to identify general concepts that are
specialized into more specific and disjoint concepts down to domain instances. The
identity criterion used for specialization was to group units according to the base
unit. Therefore, we can say that the restructured ontology complies with the
Ontological Distinction Principle. For example, all the units for measuring length are
grouped within the same class. The name of this class is Length-Unit, and its
instances are: Meter (SI base unit), Angstrom, Centimeter, Foot, Inch, Kilometer and
Mile. In this case, the new conceptual model includes one class for each type of SI
base. We have created 19 new classes, and all these classes are disjoint. We also
have maximized the monotonic extendibility of the Standard-Units ontology
because the inclusion of classes and instances does not require the revision of
existing definitions.

Branched taxonomies. Whenever possible, the hierarchy must be sufficiently
branched by similar characteristics to increase the power provided by inheritance
mechanisms between classes and instances. Figure 7 illustrates the new hierarchy,
which should be interpreted as:  all the concepts of the first branch are subclasses of
the Unit-Of-Measure class, and the terms represented in boxes are instances of the
concept to which they are linked by an arrow.

151Ontological Reengineering for Reuse



Figure 7. Taxonomy for the Modified Conceptual Model.

Inclusion of new properties and changes to existing properties. In this ontology,
the property Abbreviation was added to each unit defined for the purpose of
extending the use of this international standard for this attribute, ruling out
widespread, though not absolutely correct, uses. In this manner, all the people who
use this ontology will be accustomed to using the same standard abbreviation.

Minimize the semantic distance between sibling concepts [2]. Similar concepts are
usually grouped and represented as subclasses of one class and should be defined
using the same set of primitives, whereas concepts which are less similar are
presented further apart in the hierarchy. All the terms in the restructured ontology
have been defined using the same pattern in order to give a clearer understanding of
the ontology. In this case, the factors of conversion have been expressed from any
unit to its SI base unit. For any units that are not part of the SI base, the unit most
commonly used by the international scientific community was chosen as the base
unit used for the purpose of conversion. It is important to note that all the factors of
conversion between units of the same type could be included, if considered useful, as
this would not increase ontology complexity.

5.3.3 Configuration management: Standard-Units

In Software Engineering, configuration management has three objectives [20]:
(1) establish and maintain the integrity of the products generated during a software
development project and throughout the entire product life cycle; (2) evaluate and
control the changes made to products, that is, control the evolution of the software
system; and (3) ease the understanding of product evolution. Therefore,
configuration management applied to the ontological engineering field can be
considered as a means of assuring the quality of the ontologies and can, therefore, be
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For the purpose of assuring information about the evolution of the Standard-
Units ontology, a rigorous change control has been performed throughout the
restructuring phase. The goal is to have all the changes documented, detailing the
changes made, their causes and effects. It is important to perform proficient change
control of both definitions and taxonomies. In this manner, any ontologist who needs
to use part of or the entire ontology can easily understand its evolution. Even if an
ontology has not been fully developed, provided it is well documented, it could be
finished off by another developer using the existing documentation. The
configuration management documents can rule out incorrect decision making, if they
state the courses of action to be taken at any time, and justify the choice of one rather
than another. Change control also helps end users to determine which version of the
ontology they require for their system or for the new ontology they are to develop.

Change control starts with a petition for change, followed by the classification
and registration, approval or initial rejection and evaluation of the change petition,
submission of the change report to the Change Control Committee, performance of
the change and certification that the change was made correctly. It ends when the
result is reported to the person who proposed the change. Figure 8 presents an
example of a control report for a change made to the Standard-Units ontology.

Description of the Change: Modify the hierarchy of the Standard-Units ontology shown in figure
2, as it does not include intermediate classes that represent each type of SI base unit. In this model, all
the instances of the ontology depend on one class.

Need for Change: It is not technically correct to have a class from which all the instances of the
ontology hang. This structure prevents concepts being classed by similar characteristics, and some of
the inference power allowing concepts to inherit properties from other more general concepts in a
properly diversified hierarchy is lost.

Effects of the Change: The hierarchy has been satisfactorily branched, as shown in figure 7. In this
case, one class has been created for each type of SI base unit. This change affects all the instances of the
ontology, as the Unit-Of-Measure class has to be replaced in the formal definition of the instances by
the new class representing the SI base unit to which they belong.

Alternatives: None.
Date of change: 27/03/98.
Change made:  Changes are shown in figure 7.

Figure 8. Change control report.

5.4 Forward engineering: implementation of the new ontology

The new conceptual model of the Standard-Units ontology was
reimplemented in Ontolingua using the Ontology Server editor. The new ontology
has also been evaluated. In fact, (1) The ontology is syntactically correct, as it
successfully passes the Ontology Server Analyze tests; (2) the ontology is complete
for its use in Chemical-Elements, Monatomic-Ions and Environmental-
Pollutants ontologies. The experts checked that it is possible to specify the units
of measure of the properties identified in these ontologies. They also verified with
ontologists that the checks identified in the inspection document have been made; (3)
the ontology is internally consistent and the knowledge formalized has been checked
against the above-mentioned sources of knowledge; and (4) the ontology is concise,
as there is no redundant knowledge.
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6 Review of Chemical-Elements

The need to use the Chemical-Elements ontology in the Monatomic-Ions
and Environmental-Pollutants ontologies led us to review this ontology, as we
had done for Standard-Units. The result of the review process  showed that the
different versions of the ontology needed to be merged to output a new unified and
corrected ontology which could be extended before being included in the
Monatomic-Ions ontology. The Chemical-Elements review process was
divided into three clearly separate types of activities: technical evaluation, merging
and configuration management.

Technical evaluation. The knowledge present in the conceptual model of the
ontology was technically evaluated [14] (verified and validated) with chemical and
environmental experts for the purpose of ascertaining whether the knowledge
represented was correct and complete and detecting any missing knowledge. As with
Standard-Units, we decided to review the conceptual model of the Chemical-
Elements ontology at the knowledge level using a series of intermediate
representations proposed by METHONTOLOGY. For this purpose, the conceptual
model of the ontology was given to the chemical and environmental experts, along
with an explanation of the meaning of the intermediate representations. The experts
and ontologists verified and validated the model in 6 hours and reached the
following conclusions: (1) add properties that are useful from the viewpoint of both
the chemical element in its pure state and the environment; (2) retain any properties
that, although they are not useful for the monatomic ions ontology, can be used to
represent elements in their pure state; (3) adapt the names chosen; (4) check the
values of the class and instance attributes for correctness using the sources of
information recommended by the chemical and the environmental experts; and (5)
validate (experts) that the definitions represented formally correspond with the
knowledge that they were supposed to represent contained in books, handbooks, etc.

Merging. Development of the Chemical-Elements ontology commenced in June
1995, and a first stable version was produced in December 1996 [10]. Since then,
different versions of this ontology have been created and used: (1) to extend the
intermediate representations used at the conceptualization phase of
METHONTOLOGY; (2) to test the usefulness and validity of the new intermediate
representations proposed; (3) by the Ontogeneration system [1], which allows
Spanish users to consult and access the knowledge contained in the Chemical-
Elements ontology in their own language. A unified conceptual model was built
merging all the releases of this ontology, and includes all the improvements.

Configuration Management was carried out according to the guidelines described
in section 5.3.3 to make this new version of Chemical-Elements easier to
understand for users. As a result, a Chemical-Elements configuration
management document was outputted that includes a series of change control reports
related to the terms modified in this ontology.
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Conclusions

Although the concept of reengineering is well established in Software
Engineering, the field of reengineering is totally new in the Ontological Engineering
field. Therefore, the main contributions of this paper are to start up research into a
process that allows any ontology to be reengineered, and configuration management
and change control to be carried out on the ontology as a result of this reengineering
activity. The main contributions can be summarized as a preliminary method was
proposed for Ontological Reengineering, which includes three activities: Reverse
Engineering, Restructuring and Forward Engineering. The reverse engineering
activity produces a preliminary conceptual model of the ontology from its code. The
restructuring activities involve: (1) performing a technical evaluation of the initial
conceptual model with the expert; (2) reorganizing and extending the initial
conceptual model to output a new conceptual model according to a series of criteria
(standardize naming conventions, specialize concepts, branch taxonomies, minimize
the semantic distance between sibling concepts, etc.) established  beforehand. The
restructuring process is carried out bearing in mind the use of the restructured
ontology by the ontology/application that reuses it; (3) keep records of the changes
performed; and (4) build a new, more correct conceptual model, accepted by the
experts. The forward engineering activity produces a document containing the
implementation of the new conceptual model, including the suggested changes. The
reegineering process includes the evaluation of both the original and the resulting
ontology, and performing configuration management to keep records of ontology
evolution, the changes made, their causes and effects.

Future work will include primarily: (1) addressing in more depth the theoretical
foundations of ontology reengineering, (2) extending the work method proposed
after reengineering more complex ontologies that include relations, functions and
axioms, apart from taxonomies of concepts and instances, and (3) developing
flexible tools to automate the reengineering process.
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Abstract. In this paper we study dynamic properties of knowledge-based sys-
tems. We argue the importance of such dynamic properties for the construction
and analysis of knowledge-based systems. We present a case-study of a simple
classification method for which we formulate and verify two dynamic properties
which are concerned with the anytime behaviour and the computation trace of the
classification method. We show how Dynamic Logic can be used to formally ex-
press these dynamic properties. We have used the KIV interactive theorem prover
to obtain machine-assisted proofs for all the properties and theorems in this paper.

1 Introduction

1.1 Motivation

A characteristic property of Knowledge Based Systems (KBSs) is that they deal with
intractable computational tasks: diagnosis, design, and classification are all tasks for
which even the simple varieties are intractable. As a result, simple uninformed search
procedures cannot be used to construct realistic knowledge-based systems for complex
tasks.

A traditional approach in Knowledge Engineering is to equip a KBS with strong
control-knowledge that is used to guide the computation [1, 4, 12]. Such control knowl-
edge consists of knowledge on the sequence of reasoning steps during problem solving,
and is an essential part of expertise. Examples of such control knowledge are the or-
der in which observations must be obtained during diagnostic reasoning, or the order
in which components must be configured during design reasoning. Many Knowledge
Engineering methodologies provide some form of expressing the control knowledge in
a KBS [28, 20, 3, 27].

A more recent, and less explored approach to dealing with the intractability of KBSs
is the development of anytime algorithms [19]. An anytime algorithm gradually ap-
proaches the perfect solution. As runtime increases, the quality of the solution increases.
The algorithm can be interrupted at any moment, for instance when no more computa-
tion time is available, at which point the currently available solution is returned. Such
methods have been employed in planning [6] and diagnosis [22] among others.

�
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Both of these approaches to dealing with the intractability of KBSs (adding control
knowledge and developing anytime algorithms) are concerned with “how” solutions
are computed, and not (or: not only) with “what” counts as a solution. This distinc-
tion between “what” and “how” corresponds to the distinction between functional and
dynamic properties of a system. Purely functional properties are concerned with the re-
lation between inputs and outputs of the system. Dynamic properties on the other hand
are concerned with the computation process itself, and not only with the final output of
this process.

The typical example of a functional property is the I/O-relation of a system. Exam-
ples of dynamic properties are the number of required computation steps, the sequence
in which these computation steps are taken, etc.

In this view, dynamic properties are a refinement of functional properties: two im-
plementations of the same functional I/O-relation can have very different dynamic prop-
erties. On the other hand any two systems for which all the dynamic properties coincide
necessarily have the same functional I/O-relation.

In this paper we will investigate how to formally express and verify dynamic prop-
erties of KBSs.

1.2 Approach

As stated above, we are aiming at studying the dynamic properties of KBSs: formally
stating such properties, and proving whether or not such properties hold for a given KBS.
In Software Engineering, many formal frameworks have been developed for a formal
analysis of dynamic properties. See [24] and references included therein for a number
of these approaches.

Within Knowledge Engineering formal analysis of properties has been mostly lim-
ited to functional properties ([10, 11, 26, 23], with DESIRE [5, 15] as an exception).
Such functional analysis can be fruitfully formalised and carried out in Dynamic Logic
[14, 17], as illustrated in [25, 7, 9].

The approach we will take in this paper is to use the same logic that has been used
for analysis of functional properties (Dynamic Logic), but now for the analysis of dy-
namic properties. This is in contrast with work in [5, 15], where a formalism is used
which is specifically designed to deal with dynamic properties. The use of Dynamic
Logic has as immediate advantage that we can exploit the support offered for this for-
malism by interactive theorem provers like the KIV system [18], which has been used
with some success before for the formal analysis of functional properties of KBSs [10,
11].

The use of Dynamic Logic for the analysis of dynamic properties is not unprob-
lematic. In Dynamic Logic it is not possible to directly say something about an internal
state of a program. In Dynamic Logic a program is seen as a pair of states: (start, end).
Thus programs with the same (start,end) state are equivalent, irrespective of the behav-
ior that gets them from the start state to the end state. By using constructs like � � � 	 we
can only conclude 	 after termination of program � .

We can solve this problem in the following way: given a program � , we construct a
new program � � which has additional parameters. These parameters are used to encode
some of the behaviour of the original program � in the I/O-relation of the program � � .
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For example, we might encode the sequence of internal states of the program � in an
additional output argument to � � . This additional output argument then constitutes a
trace of the program � and can be used to formulate dynamic properties of � in terms
of the output from � � . In effect, we are encoding some of the dynamic properties of �
as functional properties of the modified program � � . This will then allow us to express
and prove dynamic properties within the limitations of Dynamic Logic.

1.3 Structure and Contributions of This Paper

In this paper, we will take the approach outlined above and apply it to two simple case-
studies. In Sect. 2 we describe a simple task-definition and problem solving method for
classification. In Sect. 3 we present an anytime adaptation of this PSM. We formally
express and prove a number of dynamic properties of this PSM, such as its behaviour
when run-time increases, and its eventual convergence to the non-anytime PSM. In Sect.
4 we encode part of the computation trace of the classification PSM in an additional
output argument, and use this to prove some properties about the control knowledge
that was exploited in the PSM. In the final section, we discuss the pro’s and con’s of the
approach taken in this paper and how well these two case-studies generalise to other
dynamic properties.

This paper makes the following contributions:

Analysing dynamic properties Whereas existing literature on KBSs typically deals
with functional properties, we study a number of simple dynamic properties, in
particular the anytime nature of our classification algorithm and the computation
trace of this algorithm.

Using Dynamic Logic We show how such dynamic properties can be formally ex-
pressed in a logical formalism, namely First Order Dynamic Logic.

Machine-assisted proofs We have formally verified these properties in machine as-
sisted proofs using the KIV interactive verifier.

Generalisation We suggest how our analysis of the specific dynamic properties (any-
time behaviour and computation trace) for a simple classification algorithm can be
stated in the general case.

2 A Simple Problem Solving Method

For our case study we use a very simple PSM, namely linear filtering. It iterates over a
set of candidates to produce a set of solutions which all satisfiy a given filter criterion.
This filter criterion is applied to individual candidates  � , and will be written correct �  � � .
The task-definition of the PSM is then:

 � � output �  � � �  � �  � �  � � � !  # �  � � % (1)

or equivalently: output �  � � ( )  � +  � �  � �  � � � !  # �  � � . .
This is a very generic task-definition, which comprises any task for which the output

criteria can be stated in terms of individual candidates. Simple forms of classification,

159Formally Verifying Dynamic Properties of Knowledge Based Systems



diagnosis and configuration can all be phrased in this format, using an appropriate def-
inition for correct �  � � 1.

The procedural definition of our linear-filtering PSM is as follows:

filter#(cs; var output)
begin

if cs = / then output := / else
var candidate = select(cs) in
if correct(candidate) then

begin
filter#(cs 0 candidate;output);
output := insert(candidate, output)

end
else
filter#(cs 0 candidate;output)

end

Fig. 1. PSM for classification by linear filtering

First, we check if no candidate classes are left. If so, we return the empty set, if not,
we select an arbitrary candidate. If the candidate is correct it is inserted in the output set
that is computed recursively. The only requirement we need to impose on the selection
step is that it does indeed select one of the available classes:

 � 1( 3 5 select �  � � �  � (2)

The linear filtering method that we use is quite naive. It only works for small
candidate-sets, but it is adequate to demonstrate the ideas in this paper.

In terms of the specification framework of [8], formula (1) is the goal-definition. In
our simple example, this goal-definition coincides exactly with the competence descrip-
tion of the PSM from Fig. 1. We therefore do not give a separate competence description
for the above PSM. Below, we will use filter �  � � when we mean the competence of the
filter# program.2

Use of KIV: The KIV interactive verifier for dynamic logic [18] was used to automat-
ically generate the proof obligations that are required to show the termination of the
PSM from Fig. 1 and its correctness with respect to its competence description (which
is equal to the predicate output from formula (1)). Both proof obligations were proven
in the KIV system. The termination proof consisted of 16 proof steps of which 8 were
automatic, the correctness proof required 67 proof steps, of which 38 were automatic.

1 Tasks which concern some relation between candidates, such as some minimality or maximal-
ity criterion, cannot be stated in this form, for example optimisation problems, or computing
minimal diagnoses.

2 Symbols ending in # are used to denote operational descriptions. The same symbol without
the trailing # denotes the corresponding competence description.
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3 Anytime Problem Solvers: PSMs with Bounded Run-Time

In this paper we are studying the dynamic properties of KBSs. In this section we will
study an anytime PSM, since for such a PSM the analysis of its dynamic properties are
of central importance. Remember that an anytime algorithm gradually approaches the
perfect solution, and can be interrupted at any moment when no more computation time
is available, at which point the currently available solution is returned.

We will be interested in dynamic properties of this PSM, such as its behaviour when
run-time increases, and the gradual convergence of the anytime behaviour to the optimal
solution.

3.1 Operationalisation of an Anytime PSM

Our original program filter# returned the subset of all correct elements (solution
classes) of a given input set (candidate classes) and was sound and complete w.r.t. its
competence description. But this is only true under the assumption that it can have all
the time it needs to compute its output. With this in mind we can adjust our program to
another program, which we will call filter-bounded, which gets an integer as additional
parameter. This integer will be a bound on the number of steps the program can do and
can be interpreted as a bound on the program run-time.

This additional parameter 7 makes this PSM into an anytime algorithm: the method
returns a sensible approximation of the final answer, even when allowed only a limited
amount of run-time (i.e. when the time-bound is smaller than the number of classes that
must be considered). The program terminates when 7 reaches zero and 7 decreases by
one in every recursive call, and is shown in the figure below. We have indicated the
differences with the original code of the filter# program. These differences are only:
an additional parameter 7 , which is decreased in every recursive call, plus an additional
test on 7 ( 9 to prematurely end the recursion.

filter-bounded#(cs, n ; var output)
begin

if cs = / ; n = 0 then output := / else
var candidate = select(cs) in
if correct(candidate) then

begin
filter-bounded#(cs 0 candidate, n-1 ;output);
output := insert(candidate, output)

end
else
filter-bounded#(cs 0 candidate, n-1 ;output)

end

Fig. 2. Anytime version of the linear filtering PSM
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3.2 Competence Description of an Anytime PSM

We will now give a declarative description of the competence of the anytime PSM de-
scribed above. In this competence-description, we will make use of the competence-
description for the non-anytime version given above in formula (1).

filter-bounded �  � % 9 � ( 3 (3)

filter-bounded �  � % 7 � A filter-bounded �  � % 7 C E � (4)F
filter-bounded �  � % 7 C E � F ( F

filter-bounded �  � % 7 � F H
F
filter-bounded �  � % 7 C E � F ( F

filter-bounded �  � % 7 � F C E %
(5)

F  � F J 7 5 filter-bounded �  � % 7 � ( filter �  � � (6)

Axiom (3) states that filter-bounded returns the empty set when it gets no computation
time. Axiom (4) states that the output set of filter-bounded can only increase mono-
tonically with increasing run-time. Axiom (5) states that the number of output classes
(indicated by the function

F L F
) increases by at most one element if we allow one more

computation step. Finally, axiom (6) states that if the number of allowed computation
steps is at least as large as the number of candidate classes, then filter-bounded is iden-
tical to filter.

Observe that all axioms are necessary to characterize the filter-bounded# pro-
gram. Omitting an axiom would allow unwanted behavior. Two simple counterexamples
are given as follows:

filter-bounded#(cs, n; var output)
begin
filter#(cs;output)

end

filter-bounded#(cs, n; var output)
begin
output := /

end

Neither of these programs have anytime behaviour. The left program (which simply
calls the non-anytime version of the program) satisfies the axioms (4), (5) and (6) and
the right program (which always returns the empty set) satisfies the axioms (3), (4) and
(5), but both violate the remaining axiom. Similar counterexamples can be found for
the other cases.

Use of KIV: The termination of filter-bounded# and its correctness with respect
to axioms (3)–(6) were all proven in KIV with the following statistics: termination was
proven in 16 steps, of which 8 were automatic; axiom (3) only took 3 steps, axioms
(4)–(6) took around 80 steps each, with an automation degree of around 30%3.

3 Because KIV is a semi-automatic tool, these and subsequent degrees of automation are to some
extend dependent on the skill of the user. More sophisticated KIV users assure us that for the
rather simple proofs performed for this paper, the degree of automation could have been much
higher.
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3.3 Anytime Properties

The PSM specified above does indeed have a number of properties which are to be
expected of a reasonable anytime algorithm. We have stated and proven a number of
such properties in KIV, and we will discuss these properties below.

First of all, notice that axiom (6) above can be interpreted as the adapter [8] that
is required to bridge the gap between the goal description from formula (1) and the
competence of the anytime algorithm. Since filter �  � � ( output �  � � , axiom (6) states
that filter-bounded does indeed achieve the classification task under the assumption of
sufficient run-time (namely 7 at least as large as the number of classes that must be
checked).

Two other properties are

F
filter-bounded �  � % 7 � F J 7 O

This states that the number of elements in the output set is bounded by the number of
computation steps, and

7 P F
filter �  � � F 5 filter-bounded �  � % 7 � R filter �  � � O

This states that given insufficient time, the anytime algorithm always computes only a
strict subset of the classical algorithm.

Use of KIV: Both properties were proven in KIV with the following statistics: the first
property was proven in 14 steps, of which 8 were automatic; the second property was
proven in 45 steps, of which 28 were automatic.

Properties such as these guarantee that the PSM does indeed behave in a desirable
anytime fashion, gradually approaching the ideal competence when run-time increases.
The above results show that it is possible to use Dynamic Logic to both specify and
implement such anytime behaviour, and to prove the required properties within this
logic.

Notice that all of these properties are formulated in terms of the declarative com-
petence of the anytime PSM (the function filter-bounded, specified in axioms (3)–(6)).
Since we have proven the correctness of the operationalisation filter-bounded#with
respect to this competence, all of these properties are also guaranteed for the operational
behaviour.

3.4 General Approach to Specifying Anytime PSMs

In this subsection we will suggest a more general characterization of programs with a
bound on their computation time. If we look at the 4 axioms from the filter-bounded
specification we can find the following underlying general conditions:

– axiom (3): start condition,
– axiom (4): growth direction,
– axiom (5): growth rate,
– axiom (6): end condition.
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The first condition describes the start of the program. For the filter-bounded#
program this was just one axiom which stated that the program returned the empty
set when given no computation time. Other versions of this axiom are also possible.
As an example, consider a classification algorithm that works by gradually eliminating
incorrect classes from the list of candidates (instead of gradually adding candidates, as
our current algorithm does). Such an alternative algorithm would return the entire set
of candidates when given no computation time, instead of the empty set as our current
algorithm does.

The conditions on growth direction and growth rate state what happens when the
program is allowed one additional computation step. Again, other algorithms might
satisfy different variations of these conditions, for example a candidate elimination al-
gorithm would have a decreasing output with increasing computation time.

Finally, the fourth condition states that, given sufficient computation time, the pro-
gram will compute exactly the desired output.

Further case-studies are required to determine if this general pattern is indeed ap-
plicable to the specification of more (and perhaps all) anytime PSMs.

4 Writing History

The first case study was concerned with a particular class of algorithms with interesting
dynamic behaviour (namely anytime algorithms). Our second case study is concerned
with the control knowledge of KBSs. As argued in the introduction of this paper, control
knowledge is a type of knowledge that is characteristic for a KBS.

In this section we adapt the original program filter# from Fig. 1, such that we
encode the sequence of some executed steps explicitly in a trace of the algorithm. This
trace is an output parameter of the slightly adapted program filter-trace#. We show
how we can use such a trace for proving properties of a program. As simple example
of a dynamic property of filter# we use the order in which the candidate classes are
selected by the PSM.

As already announced in our motivation in Sect. 1, these properties are functional
properties of the adapted program, but dynamic properties of the original program.

4.1 Operationalisation of a PSM Extended with a Trace

Again, we start from the original program filter# (Fig. 1). The slightly adapted ver-
sion of filter# is our new program filter-trace# in Fig. 3. This program has an
additional output parameter, namely a list of classes. This list reflects the order in which
the classes are tested by the PSM. If a class  S is selected before a class  T , then this is
encoded in the order of the elements in the list. The only differences with respect to the
original filter# program are the extra parameter called trace and a statement that
adds the selected class to the trace.

Previously, the only requirement on the class-selection step (select) was that it
did indeed select one of the available classes (axiom (2)). In order to incorporate some
meaningful control knowledge in the algorithm (about which we want to prove proper-
ties by exploiting the encoded trace), we place an additional requirement on the select
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filter-trace#(cs; var trace , output)
begin

if cs = / then
begin output := / ; trace := nil end

else
var candidate = select(cs) in
begin

if correct(candidate) then
begin
filter-trace#(cs 0 candidate; trace , output);
output := insert-class(candidate, output)

end
else

begin
filter-trace#(cs 0 candidate; trace , output);

end
trace := candidate :: trace

end
end

Fig. 3. Version of the linear filtering PSM which computes a trace

function, namely that the classes of the input are selected using a heuristic function
which selects the class with the highest heuristic value.

�  �  � � 5 measure �  � J
measure � select �  � � � O

The adapted filter-trace# program has two output parameters: trace and output.
However, in a specification a function can only return one output. This technical obsta-
cle can be avoided by introducing two auxiliary programs: one program for returning
the trace parameter, and one for returning the output parameter. The trivial imple-
mentation of these auxiliary programs is as follows:

filter-trace-1#(cs; var output)
begin

var trace = nil in
filter-trace#(cs;trace, output)

end

filter-trace-2#(cs; var trace)
begin

var output = / in
filter-trace#(cs;trace, output)

end
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4.2 Competence of PSM Extended with a Trace

The program filter-trace# performs the same task as the original filter# pro-
gram, in the sense that the same solutions will be computed (the output parameter).
Furthermore the modified program produces some extra control knowledge information
in the trace parameter.

As result, the competence specification of filter-trace# contains the axioms of
the specification of the filter# program plus some additional axioms to specify the
trace parameter4:

filter-trace-1 �  � � ( filter �  � � (7)

in-list �  % filter-trace-2 �  � � � �  �  � (8)

filter-trace-2 �  � � (  S W W  Z � in-list �  T %  Z � 5 measure �  T � J
measure �  S � % (9)

filter-trace-2 �  � � (  S W W  Z 5 filter-trace-2 �  � \  S � (  Z O (10)

Axioms (7) specifies that the original output will not be affected by the introduction
of the trace. Axiom (8) states that the trace consists only of classes that were given in
the input. Axioms (9) and (10) specify that the elements in the trace are ordered: if a
class  S precedes class  T in the trace, then we must have that the heuristic value of  S
is greater than or equal to that of  T .

Use of KIV: Again, the termination and correctness of the filter-trace# program
has been proven with respect to this competence:

– termination in 20 steps of which 12 automatic;
– axiom (7) in 75 steps (42 automatic);
– axiom (8) in 99 steps (58 automatic);
– axiom (9) in 37 steps (21 automatic);
– axiom (10) in 30 steps (21 automatic).

These figures confirm the above mentioned statistic of _ 30% proof-automation by KIV.
Notice that the trace axioms (9)–(10) were not hard to verify, because they reflect

the recursive nature of the program, and lend themselves to rather easy proofs by in-
duction. However, finding these axioms was quite difficult. We considered a number
of alternative formulations of these axioms. Although these alternative formulations
were all logically equivalent, they did not reflect as nicely the recursive nature of the
filter-trace# program, and were therefore much harder to prove.

We consider this to be a general trade-off. On the one hand we would like compe-
tence formulations to be as independent as possible of the implementation (leading us
in the direction of natural specifications which are hard to prove). On the other hand,
the competence formulations which are easy to prove are often very unnatural, exactly
because they reflect too much of the implementation. In our experience, the competence
formulations which are both natural and still easy to prove are often hard to find.

Two points remain to be noticed concerning the above competence specification of
filter-trace: first, the dynamic behaviour of the original filter# program has indeed

4 The notation ` a a c denotes the list with head ` and tail c .
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been specified as a functional property of the filter-trace# program. Secondly, the
specification filter-trace “inherits” the entire original specification of filter by virtue of
axiom (7). This ensures that when modifying filter to filter-trace in order to capture the
dynamic behaviour, we have not interfered with the solution set of the original program.

4.3 General Approach to Specify Properties of Control Knowledge

From the case-study of the previous paragraphs we can again distill a general pattern for
dealing with dynamic properties concerning control knowledge. Given a competence
specification and an operationalisation of a PSM, the steps involved in formulating and
proving such dynamic properties are as follows:

1. Choose the “trace semantics”: First of all, we must of course decide which aspects
of the control knowledge must be captured. In our example this concerned the use
of the heuristic function in determining the sequence of candidate classes. Another
possibility in the above would have been to restrict the trace to only the sequence
of solution classes (instead of the sequence of all considered candidate classes).
Alternatively, we could have chosen a more refined trace, for instance modelling
for every failed candidate class the observations that caused it to be excluded from
the final solution. In general, the “grain size” of the trace is one of the important
choices that must be made.
A second choice concerns the ordering of the trace. In our example we have chosen
to model the sequence of the intermediate states. An alternative choice would have
been to abstract from the sequence of the intermediate states, treating all histories
that go through the same set of states as equivalent. This latter option would have
prevented us from stating (let alone proving) the required property expressed in
axiom (9)-(10). This illustrates that in general, these choices are determined by the
dynamic properties that one would like to prove.

2. Introduce additional output parameter(s) for the trace: The semantic choice
made in the previous point must be encoded syntactically by modifying the original
program. This amounts to adding code to the original algorithm plus additional
output parameters to return the results of this extra code. In our example, the boxed
line in Fig. 3 reflects the decision to model only the class-selection step. The choice
of modelling the history-sequence is reflected by the use of a list for the trace

parameter (instead of a set).
3. Introduce auxiliary programs for additional output parameters: As explained

above, auxiliary programs are needed to side-step the technical limitations that
specifications are expressed in functional terms, and therefore allow only one out-
put parameter (in our example the programs filter-trace-1# and -2#).

4. Introduce conservation axioms: New axioms are required to enforce that the orig-
inal output will not be affected by the additional code (axiom (7) above).

5. Introduce behaviour axioms: As a final step, add axioms that represent the dy-
namic properties of the original program. In our example these were axioms (8)–
(10): the original filter# program considers the candidate classes in decreasing
order of their heuristic value. This property is expressed as a functional property of
the modified program filter-trace#.
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5 Discussion, Summary and Conclusion

5.1 Discussion of Our Approach

Encoding dynamic properties as functional properties. The limitation of Dynamic
Logic that any two programs with the same input and output states are equivalent forced
us to encode dynamic properties of one program as functional properties of a modified
program.

Our experiences with this encoding “trick” in Dynamic Logic have been surpris-
ingly positive. The original structure of the program could easily be preserved while
making the required modifications: the differences between the modified code in Figs.
2 and 3 and the original code in Fig. 1 are very small. This preservation of the original
program structure was essential because it enabled us to reuse proofs of the original
program to obtain proofs for the adjusted programs. Using the proof-reuse facilities of
KIV, many of the termination and correctness proofs could be obtained rather easily.

Automatic PSM transformations. In fact, the differences in program code are so small
that one could easily imagine an automatic transformation from the original program
(Fig. 1) to the adjusted anytime and tracing programs (Figs. 2 and 3). Furthermore,
it should be not too difficult to prove some meta-theorems that such transformations
are correctness preserving5, thereby obviating the proof obligations for the modified
programs.

Using Dynamic Logic. Instead of Dynamic Logic, we could have chosen to use an
alternative logic in which we could have directly expressed the dynamic properties in
which we are interested. In particular, languages such as TR [2] and TROLL [16], and
languages with a temporal semantics like DESIRE [27] and METATEM [13] have a trace-
semantics, in which program-equivalence is determined not just by pairs of input-output
states, but by the entire behavioural trace of the program. We see an important trade-off
here. On the one hand such trace -logics would seem to require no additional encoding
dynamic information. However, this is only the case if the trace-semantics provided by
the logic is exactly what is needed to express the specific properties of interest. On the
other hand, logics such as Dynamic Logic require additional encoding effort, but at the
same time this allows us to determine exactly which dynamic information is required.
Thus, the trade-off is between ease of use and flexibility.

Non-terminating programs. A potentially serious critique is that we can only deal with
terminating programs, since non-terminating programs do not give rise to an output
state. Important examples of such non-terminating programs are agent-systems, and
KBS applications such as monitoring. A possible way around this problem resembles
our approach to anytime algorithms. Instead of dealing with a non-terminating program

� , we would prove properties about a modified program � � � 7 � that terminates after 7
steps. If we can then prove that this property holds for arbitrary values of 7 , we can
think of � as running for an arbitrarily long time. In effect, we have replaced the notion
of infinite run-time with that of arbitrarily long run-time.

5 Such theorems are indeed meta-theorems: they cannot be expressed in Dynamic Logic itself
because they require quantification over programs.
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Toy nature of our PSMs. Our examples are unrealistically small, and cannot be used
in realistic applications. For example, in multi-class classification (where an answers
contains 7 classes, instead of just one), the number of answer-candidates growths ex-
ponentially with 7 . In such a case, our linear filtering PSM would not be very attractive.
Nevertheless, we believe that the same results as presented in this paper can be obtained
for more realistic PSM’s. We are currently working on obtaining anytime-results for a
collection of more realistic methods taken from a standard KBS textbook [21]

5.2 Evaluation of KIV

Our case-study was not meant as a serious evaluation study of KIV. Nevertheless, our
experiences with KIV have been quite positive, for the following reasons. Firstly, KIV

allows the hierarchical decomposition of the software system (both specifications and
implementations). This achieves the usual advantages of modularity. Furthermore, KIV

allows us to prove properties of higher level functions and programs (such filter#)
without having to provide implementations of lower level programs, such as insert
which is used by filter#. Instead, only a specification of these lower-level functions
is required, abstracting from their implementation details.

Secondly, KIV performs correctness management, keeping track of which proofs
are dependent on which others (the so-called lemma-graph). KIV also keeps track of
which proof obligations have already been fulfilled or not, taking these dependencies
into account. Furthermore, it calculates which proofs must be redone when parts of
specifications and implementations are changed.

Thirdly, KIV is very user-friendly and easy to learn (certainly in comparison with
other interactive theorem provers). Important features are its graphical user-interface
(e.g. proofs displayed as trees, which can be used for proof-navigation, proof-replay
and re-use, proof-cut-and-paste), its use of natural mathematical notation in both editing
and displaying formulae, and the production of pretty-printed specifications, programs
and proofs.

5.3 Summary and Conclusions

In this paper we have shown how despite its limitations, Dynamic Logic can be fruitfully
used to express and prove dynamic properties of problem solving methods. This could
be done by encoding dynamic properties of these methods as functional properties of
slightly modified methods. These modifications were small and systematic, so that the
additional encoding effort remained small.

We have illustrated our approach in two case studies. In the first we proved any-
time behaviour of a simple linear filtering method, and in the second we analysed its
behaviour during computation when a heuristic candidate-selection function was em-
ployed.

All the proof obligations for these methods (termination, correctness, dynamic be-
haviour) have been fulfilled via machine assisted proofs using the KIV interactive veri-
fier for Dynamic Logic.
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Finally, for both case studies we have suggested a general approach that could be
applied to other problem solving methods in order to obtain the same results for those
methods.
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Abstract. It is shown how specification of behavioural requirements from
informal to formal can be integrated within knowledge engineering. The
integration of requirements specification has addressed, in particular: the
integration of requirements acquisition and specification with ontology
acquisition and specification, the relations between requirements
specifications and specifications of task models and problem solving
methods, and the relation of requirements specification to verification.

1  Introduction

Requirements Engineering (RE) addresses the development and validation of methods
for eliciting, representing, analysing, and confirming system requirements and with
methods for transforming requirements into more formal specifications for design and
implementation. Requirements Engineering is one of the early but important phases
in the software development life cycle and numerous studies have revealed the
misidentification of requirements as one of the most significant sources of customer
dissatisfaction with delivered systems [10], [22], [28]. However, it is a difficult
process, as it involves the elicitation, analysis and documentation of knowledge from
multiple stakeholders of the system. There is an increased need to involve the users at
this stage of the development life-cycle [8], 29]. It is recognised that the users are the
experts in their work and a thorough understanding of the requirements is achieved
only by promoting effective communication with them during the requirements
engineering process [3]. It is also argued that an effective requirements definition
requires involvement and mutual control of the process by all players, and that a good
partnership between users and designers enables a high quality of the system being
developed [19].

Requirements express intended properties of the system, and scenarios specify use-
cases of the intended system (i.e., examples of intended user interaction traces),
usually employed to clarify requirements. The process of requirements engineering
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within software development is an iterative process, in which a sharp borderline
between defining requirements and constructing the system design is not always easy
to draw. When an effective stakeholder-developer communication link is in place, on
the basis of a (partially) constructed design description of the system, additional
information may be elicited from the stakeholders (i.e., domain experts, users, system
customers, managers), and more detailed requirements and scenarios can be developed
which refer to this design description. Requirements can be expressed in various
degrees of formality, ranging from unstructured informal representations (usually
during initial requirements acquisition) to more structured semi-formal representations
and formal representations.

The interleaving of the process of requirements engineering and the process of
design is emphasised in current research in the area of AI & Design (e.g., [16], [17]),
in which it is put forward that realistic design processes include both the manipulation
of requirement specifications and the manipulation of design object specifications,
resulting in a detailed description of a design object and a good understanding of the
requirements. This perspective on design, applied in particular to the design of
knowledge-intensive software, is employed throughout the paper. This is in contrast
with the tradition in software engineering to separate the activity of manipulating
software requirements from the ‘design of software’, the actual construction of the
system design [4], [20], [25], [26].

Principled model-based methodologies for knowledge engineering, such as DESIRE

(cf. [6], [7]), CommonKADS (cf. [27]) or MIKE (cf. [1]), the emphasis is on
specification of the (conceptual) model of the system being developed and not on
specification of required behaviour properties of a system to be developed. A
transparent distinction between specification of the structure of a system (or task or
problem solving method) and its (behavioural) properties is not made. For example, in
the AI and Design community a specification of the structure of a design object is
often distinguished from a specification of function or behaviour; e.g., [16], [17]. In
recent research in knowledge engineering, identification and formalisation of properties
of knowledge-intensive systems is addressed, usually in the context of verification or
competence assessment [2], [9], [14], [15]. Such properties can be used as a basis for
requirement specifications. In this paper it is shown how specification of behavioural
requirements from informal to formal can be integrated within knowledge engineering.

From the basic ingredients in knowledge engineering methodologies the following
are especially relevant to the integration of requirements specification: knowledge level
approaches to problem solving methods (e.g., [14]), ontologies (e.g., [23]) and
verification (e.g., [9]). It has to be defined how requirements specification relates to
these basic ingredients. Therefore, integration of requirements specification within a
principled knowledge engineering methodology has to address, in particular:

• integration of requirements acquisition and specification with ontology
acquisition and specification

• relations between requirements specifications and specifications of task models
with tasks at different levels of (process) abstraction, or problem solving
methods

• relation of requirements specification to verification
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These aspects are addressed in this paper. The different forms of representation of
requirements and scenarios are presented in Section 2, for reasons of presentation
illustrated by a simple example. In Section 3 refinement of requirements related to
different proces abstraction levels (e.g., as in task or task/method hierarchies) is
addressed. Section 4 briefly summarizes the relations between requirements and
scenarios. Section 5 concludes the paper with a discussion.

2  Representation of Requirements and Scenarios

In the approach presented in this paper, the processes of requirements engineering and
system development are integrated by a careful specification of the co-operation
between the two. The manipulation process of a set of requirements and scenarios, and
the manipulation process of a design object description (i.e., a description of the
system) are intertwined in the following way: first the set of requirements and
scenarios is made as precise as possible. This requires multiple interaction with and
among the stakeholders. Based on that set a possible (partial) description is made of
the system. The description of the system is used not only to validate the
understanding of the current set of requirements and scenarios, but also to elicit
additional information from the stakeholders. This leads to more requirements and
scenarios and to more detailed requirements and scenarios. The process continues,
alternating between manipulating a set of requirements and scenarios, and
manipulating a description of a system. Adequate representations of requirements and
scenarios are required for each part of the overall process, and, therefore, the relations
between the different representation forms of the same requirement or scenario need to
be carefully documented.

One of the underlying assumptions on the approach presented in this paper is that
a compositional design method will lead to designs that are transparent, maintainable,
and can be (partially) reused within other designs. The construction of a compositional
design description of the system that properly respects the requirements and scenarios
entails making choices between possible solutions and possible system
configurations. Such choices can be made during the manipulation of the set of
requirements and scenarios, but also during the manipulation of the design object
description. Each choice corresponds to an abstraction level. For each component of
the system design further requirements and scenarios are necessary to ensure that the
combined system satisfies the overall system requirements and scenarios. The different
abstraction levels in requirements are reflected as levels of process abstraction in the
design description during the manipulation of the compositional design description.

Different representations of requirements and scenarios are discussed in Sections
2.1 to 2.3. The use of process abstraction levels is explained further in Section 3. An
overview of the relations between representations of requirements and scenarios, and
different levels of process abstraction is presented in Section 4.

In Requirements Engineering the role of scenarios, in addition to requirements, has
gained more importance, both in academia and industry practice [13], [30]. Scenarios
or use cases are examples of interaction sessions between the users and the system
[24], [30]; they are often used during the requirement engineering, being regarded as
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effective ways of communicating with the stakeholders (i.e., domain experts, users,
system customers, managers, and developers). The initial scenarios can serve to verify
(i.e., check the validity in a formal manner) the requirements specification and (later)
the system prototypes. Evaluating the prototypes helps detecting misunderstandings
between the domain experts and system designers if, for example, the system designers
made the wrong abstractions based on the initial scenarios. In our approach
requirements and scenarios both are explicitly represented, and play a role of equal
importance. Having them both in a requirements engineering process, provides the
possibility of mutual comparison: the requirements can be verified against the
scenarios, and the scenarios can be verified against the requirements. By this mutual
verification process, ambiguities and inconsistencies within and between the existing
requirements or scenarios may be identified, but also the lack of requirements or
scenarios: scenarios may be identified for which no requirements were formulated yet,
and requirements may be identified for which no scenarios were formulated yet.

To enable effective ways of communicating with the stakeholders, requirements
and scenarios are to be represented in a well-structured and easy to understand manner
and precise and detailed enough to support the development process of the system.
Unfortunately, no standard language exists for the representation of requirements and
scenarios. Formats of varying degrees of formality are used in different approaches
[25]. Informally represented requirements and scenarios are often best understood by
the stakeholders (although also approaches exist using formal representations of
requirements in early stages as well [11]). Therefore, continual participation of
stakeholders in the process is possible. A drawback is that the informal descriptions
are less appropriate when they are used as input to actually construct a system design.
On the other hand, an advantage of using formal descriptions is that they can be
manipulated automatically in a mathematical way, for example in the context of
verification and the detection of inconsistencies. Furthermore, the process of
formalising the representations contributes to disambiguation of requirements and
scenarios (in contact with stakeholders). At the same time however, a formal
representation is less appropriate as a communication means with the stakeholders.
Therefore, in our approach in the overall development process, different representations
and relations between them are used: informal or structured semi-formal
representations (obtained during the process of formalisation) in contact with
stakeholders and designers of the system, and related formal representations to be used
by the designers during the construction of the design.

Independent of the measure of formality, each requirement and each scenario can be
represented in a number of different ways, and/or using different representation
languages. Examples are given below. When manipulating requirements and scenarios,
different activities can be distinguished (see Fig. 1):
• requirements and scenarios are elicited from stakeholders, checked for ambiguities

and inconsistencies, reformulated in a more precise or more structured form, and
represented in different forms (informal, semi-formal, and formal) to suit different
purposes (communication with stakeholders, verification of a design description)

• they are refined across process abstraction levels (which is addressed in Section 3).
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Fig. 1.  Representations from informal to formal

2.1 Informal representations

Different informal representations can be used to express the same requirement or
scenario. Representations can be made, for example, in a graphical representation
language, or a natural language, or in combinations of these languages. Scenarios, for
instance, can be represented using a format that supports branching points in the
process, or in a language that only takes linear structures into account. A simple
example of a requirement R1 on a system to control a chemical process is the
following:

Requirement R1

For situations that the temperature and pressure are high the system

shall give a red alert and turn the heater off.

A requirement is a general statement about the (required) behaviour of the system to be
designed. This statement is required to hold for every instance of behaviour of the
system. In contrast to this, a scenario is a description of a behaviour instance (e.g., to
be read as an instance of a system trace the system has to show, given the user
behaviour in the scenario). An example of an informal representation of a scenario is:

Scenario S1
The temperature and pressure are high.
A red alert is generated and the heater is turned off.

Note that this scenario describes one of the behaviour instances for which requirement
R1 holds.

2.2 Structured semi-formal representations  

Both requirements and scenarios can be reformulated to more structured and precise
forms.
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Requirements. To check requirements for ambiguities and inconsistencies, an
analysis that seeks to identify the parts of a given requirement formulation that refer to
the input and output of the system is useful. Such an analysis often provokes a
reformulation of the requirement into a more structured form, in which the input and
output references are made explicitly visible in the structure of the formulation.
Moreover during such an analysis process the concepts that relate to input can be
identified and distinguished from the concepts that relate to the output of the system.
Possibly the requirement splits in a natural manner into two or more simpler
requirements. This often leads to a number of new (representations of) requirements
and/or scenarios. For example, the following requirement may be found as a result of
such an analysis:

Requirement R1.1:
at any point in time
if the system received input that the temperature is high and the pressure is
high
then the system shall generate as output a red alert and an indication that the
situation is explosive, and after the user gives an input that it has to be
resolved, the system gives output that the heater is turned off

A reformulation can lead to structured requirements in a semi-formal form that provide
more detail, for example R1 can be reformulated to R1.1, but also to two parts:

Requirement R1a.1:
at any point in time
if the system received input that the temperature is high and the pressure is
high
then the system shall generate as output a red alert and an indication that the
situation is explosive

Requirement R1b.1:
at any point in time
if the system provided as output an indication that the situation is explosive
and after this the user gave an input that it has to be resolved,
then the system shall generate output that the heater is turned off

Requirement R1a.1 can also be represented graphically, for example, by (here each of
the pairs of arrows means that both arrows of the pair occur at the same time):

system

temperature is high red alert

pressure is high situation is explosive
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As a specific case, also requirements referring only to input or only to output can be
encountered. For requirements formulated in such a structured manner the following
classification can be made:

• requirements on input only, independent of output (input requirements),
• requirements on output only, independent of input (output requirements), and
• requirements relating output to input

The latter type of requirements can be categorised as:
• output is dependent on input (input-output-dependency): function or

behaviour requirement,
• input is dependent on output (output-input-dependency): environmental

requirement or assumption
When stating properties of the environment (which includes users) of the system
(output-input-dependency), the term ‘requirement’ is avoided and the term ‘assumption’
is used: the environment is not within the scope of the software development; it
cannot be ‘tuned’ to exhibit particular properties. As such, only assumptions can be
made on its behaviour and properties. The term ‘requirements’ is used for those parts
of the system that are within the scope of designable parts of the system.

In addition, requirements can be categorised according to the kind of properties they
refer to: static requirements, or requirements. For nontrivial dynamic requirements a
temporal structure has to be reflected in the representation. This entails that terms
such as ‘at any point in time’, ‘at an earlier point in time’, ‘after’, ‘before’, ‘since’,
‘until’, ‘next’ are used to clarify the temporal relationships between different fragments
in the requirement.

The input and output terms used in the structured reformulations form the basis of
an ontology of input and output concepts. Construction of this ontology takes place
during the reformulation of requirements: acquisition of a (domain or task or method)
ontology is integrated within requirements engineering (requirements engineering
contributes at least to part of the ontology acquisition). For the requirements
engineering process it is very useful to construct an ontology of input and output
concepts. For example, in R1b.1 the concepts indicated below in bold can be acquired.

Requirement R1b.1:
at any point in time
if the system provided as output an indication that the situation is

explosive ,
and after this the user gave an input that it has to be resolved,
then the system shall generate output that the heater is turned off

This ontology later facilitates the formalisation of requirements and scenarios, as the
input and output concepts are already defined.

In summary, to obtain a structured semi-formal representation of a requirement, the
following is to be performed:

• explicitly distinguish input and output concepts in the requirement
formulation

• define (domain and task/method) ontologies for input and output information
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• classify the requirement according to the categories above
• make the temporal structure of the statement explicit using words like, ‘at

any point in time’, ‘at an earlier point in time’, ‘after’, ‘before’, ‘since’,
‘until’, ‘next’.

Scenarios . For scenarios, a structured semi-formal representation is obtained by
performing the following:

• explicitly distinguish input and output concepts in the scenario description
• define (domain) ontologies for the input and output information
• represent the temporal structure described implicitly in the sequence of events.

The scenario S1 shown earlier is reformulated into a structured semi-formal
representation S1.1:

Scenario S1.1
-  input: temperature is high, pressure is high
-  output: red alert, situation is explosive
-  input: to be resolved
-  output: heater is turned off

Notice that from this scenario, which covers both requirements given above, it is not
clear whether or not always an input to be resolved leads to the heater being turned off,
independent of what preceded this input, or whether this should only happen when the
history actually was as described in the first two lines of the scenario. If the second
part of the scenario is meant to be history independent, this second part is better
specified as a separate scenario. However, we assume that in this example at least the
previous output of the system situation is explosive on which the user reacts is a
condition for the second part of the scenario (as also expressed in the requirements
above). These considerations lead to the splitting of scenario S1.1 into the following
two (temporally) independent scenarios S1a.1 and S1b.1:

Scenario S1a.1
-  input: temperature is high, pressure is high
-  output: red alert, situation is explosive

Scenario S1b.1
-  output: situation is explosive
-  input: to be resolved
-  output: heater is turned off

2.3 Formal representations

A formalisation of a scenario can be made by using formal ontologies for the input
and output, and by formalising the sequence of events as a temporal trace. Thus a
formal temporal model is obtained, for example as defined in [7] and [9]. To obtain
formal representations of requirements, the input and output ontologies have to be
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chosen as formal ontologies. In the example this can be done, for example by
formalising a conceptual relation of the form A is B, with as meaning that the object
A has property B, in a predicate form: B(A); for example ‘the situation is explosive’ is
formalised by explosive(situation), where situation is an object and explosive a predicate.
This format can be used within an appropriate subset or extension of predicate logic.
For example, requirement R1a.1 can also be represented formally in combined
symbolic and graphical form by the following:

system

temperature(high) red alert

pressure(high) explosive(situation)

In addition, the temporal structure, if present in a semi-formal representation, has to
be expressed in a formal manner. Using the formal ontologies, and a formalisation of
the temporal structure, a mathematical language is obtained to formulate formal
requirement representations. The semantics are based on compositional information
states which evolve over time. An information state  M of a component D is an
assignment of truth values {true, false, unknown} to the set of ground atoms that play a
role within D. The compositional structure of D is reflected in the structure of the
information state. The set of all possible information states of D is denoted by IS(D). A
trace  M  of a component  D  is a sequence of information states (Mt)t £ N  in  IS(D).

Given a trace M of component D, the information state of the input interface of
component C at time point t of the component D is denoted by stateD(M , t, input(C)),

where C is either D or a sub-component of D. Analogously, stateD(M , t, output(C)),

denotes the information state of the output interface of component C at time point t of
the component D. These formalised information states can be related to statements via
the formally defined satisfaction relation •. Behavioural properties can be formulated
in a formal manner, using quantfiers over time and the usual logical connectives such
as not, &, ’. An alternative formal representation of temporal properties (using
modal and temporal operators) within Temporal Multi-Epistemic Logic can be found
in [12]. For example, requirement R1b.1 can be represented formally by:

Requirement R1b.2:
âM , t   [ stateS(M , t, input(S))   •  to_be_resolved   &

    êt’ < t  stateS(M , t’, output(S))  •  explosive(situation)  ’
     êt”>t   stateS(M , t, output(S))   •  turn_off(heater) ]

In this formalisation of R1b.1 the word “after” is represented by indicating that the
time point t at which to_be_resolved appeared on the input is greater than some time
point t’ at which the system reported that the situation is explosive on its output.

Scenario S1.1 can be represented formally by the temporal model that is defined as
follows:
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Scenario S1.2:
stateS(M , 1, input(S)) • high(temperature)

stateS(M , 1, input(S)) • high(pressure)

stateS(M , 2, output(S)) • explosive(situation)

stateS(M , 2, output(S)) • red_alert

stateS(M , 3, input(S)) • to_be_resolved

 stateS(M , 4, output(S)) • turn_off(heater)

To summarise, formalisation of a requirement or scenario on the basis of a structured
semi-formal representation is achieved by:

• choosing formal ontologies for the input and output information
• formalisation of the temporal structure

This results in a temporal formula F for a requirement and in a temporal model M for
a scenario.

Checking a temporal formula, which formally represents a requirement, against a
temporal model, formally representing a scenario, means that formal verification of
requirements against scenarios can be done by model checking. A formal
representation M of a scenario S and a formal representation F of a requirement are
compatible if the temporal formula is true in the model. For example, the temporal
formula R1b.2 is indeed true for the model S1.2: the explosive situation occurred at
time point 2 in the scenario, at time point 3 (which is later than 2) the system
received input to_be_resolved, and at time point 4 (again later than 3), the system has as
output turn_off(heater).

However, requirement R1b.2 would also be true in the following two scenarios.
Scenario S2 is an example of a situation in which the system turns off the heater
when this is not appropriate, scenario S3 is an example of a situation in which the
system waits too long before it turns off the heater (which might lead to an
explosion).

Scenario S2
The temperature and the pressure are high
The system generates a red alert and turns off the heater,
The temperature and the pressure are medium
The temperature is low and the pressure is medium
The system turns off the heater

Scenario S3
The temperature and the pressure are high
The system generates a red alert and turns off the heater,
The system increases the heater
The system increases the heater
An explosion occurs
The system turns off the heater

182 D.E. Herlea et al.



Furthermore, the requirement would also be true in a scenario in which the system
waited with turning off the heater, maybe even first increasing the heat for some time.
This last scenario is formalised as scenario S3.1:

Scenario S3.1:
stateS(M , 1, input(S)) • high(temperature)

stateS(M , 1, input(S)) • high(pressure)

stateS(M , 2, output(S)) • explosive(situation)

stateS(M , 2, output(S)) • red_alert

stateS(M , 3, input(S)) • to_be_resolved

 stateS(M , 4, output(S)) • increase(heater)

 stateS(M , 5, output(S)) • increase(heater)

 stateS(M , 6, input(S)) • occurred(explosion)

 stateS(M , 7, output(S)) • turn_off(heater)

In other words, requirement R1b.2 leaves too many possibilities for the system’s
behaviour, and, being a formalisation of R1b.1, so do the requirements that form the
reason for formulating R1b.1, i.e., R1a.1, and R1.1. During the requirement
engineering process this has to be resolved in contact with the stakeholders. In this
case, the semi-formal R1.1 and R1a.1, and the formal R1a.2 have to be reformulated:
after a discussion with the stakeholders, R1.1 is reformulated into:

Requirement R1.2:
at any point in time
if the system received input that the temperature is high and the pressure is
high
then at the next point in time the system shall generate as output a red alert
and an indication that the situation is explosive, and at the next point in time
after the user gives an input that it has to be resolved, the system gives
output that the heater is turned off

Requirement R1b.1 is reformulated into:

Requirement R1b.3:
at any point in time
if the system provided as output

an indication that the situation is explosive,
and at the next time point after the user gave an input

that the situation has to be resolved,
then the system shall generate output

that the heater is turned off

Based on these reformulations (that also affect the ontologies), the requirement
engineers choose a different representation of R1b.2:
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Requirement R1b.3:
âM , t   [            stateS(M , t, input(S))   •  to_be_resolved(situation)   &

 stateS(M , prev(t), output(S)) •  explosive(situation)    ’
  stateS(M , succ(t), output(S))  •  turn_off(heater) ]

Requirement R1b.3 is true in scenario S1.2 (let prev be the function: n -> n-1 and
succ: n -> n+1), but not in the sketched unwanted scenarios like S3.1.

3  Requirements Refinement and Process Abstraction Levels

The requirements engineering process considers the system as a whole, in interaction
with its stakeholders. However, during a design process, often a form of structuring of
the system is used: sub-processes are distinguished, for example in relation to
development or selection of a task or task/method hierarchy. For the processes at the
next lower process abstraction level, also requirements can be expressed. Thus a
distinction is made between stakeholder requirements and stakeholder scenarios (for the
top level of the system, elicited from stakeholders, such as users, customers) and
designer requirements and designer scenarios (for the lower process abstraction levels,
constructed by requirement engineers and designers). Designer requirements and
scenarios are dependent on a description of the system. Requirements on properties of
a sub-component of a system reside at a next lower level of process abstraction than
the level of requirements on properties of the system itself; often sets of requirements
at a lower level are chosen in such a way that they realise a next higher level
requirement. This defines a process abstraction level refinement relation between
requirements. These process abstraction refinement relationships can also be used to
validate requirements: e.g., if the refinements of a requirement to the next lower
process abstraction level all hold for a given system description, then the refined
requirement can be proven to hold for that system description. Similarly, scenarios can
be refined to lower process abstraction levels by adding the interactions between the
sub-processes. At each level of abstraction, requirements and scenarios employ the
terminology defined in the ontology for that level. In the example used above, for the
structured semi-formal requirements two processes can be distinguished:

interpret process info
input information of type:   temperature is high, pressure is high
output information of type: situation is explosive

generate actions
input information of type:   situation is explosive
output information of type: red alert, heater is turned off

At the next lower abstraction level of these two processes the following requirements
can be formulated, as a refinement of the requirements given earlier:
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Fig. 2.  Process abstraction level refinements

interpret process info

Requirement R1int.1:
at any point in time
if the component received input that the temperature is high and the pressure
is high
then the component shall generate as output an indication that the situation
is explosive

generate actions

Requirement R1acta.1:
at any point in time
if the component received input that the situation is explosive ,
then the component shall generate as output a red alert

Requirement R1actb.1:
at any point in time
if the component received input that the situation is explosive,
and after this it received an input that it has to be resolved,
then the component shall generate output that the heater is turned off

Furthermore, scenarios S1a.1 and S1b.1 given earlier can be refined to

Scenario S1inta.1
-  system input: temperature is high, pressure is high

-  interpret process info input: temperature is high,
 pressure is high

-  interpret process info output: situation is explosive
-  generate actions input: situation is explosive
-  generate actions output: red alert

-  system output: situation is explosive, red alert
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Scenario S1intb.1
-  system output:  situation is explosive
-  system input: to be resolved

-  generate actions input: to be resolved
-  generate actions output: heater is turned off

-  system output: heater is turned off

4  Traceability Relations for Requirements and Scenarios

As requirements and scenarios form the basis for communication among stakeholders
(including the system developers), it is important to maintain a document in which
the requirements and scenarios are organised and structured in a comprehensive way.
This document is also important for maintenance of the system once it has been taken
into operation. Due to the increase in system complexity nowadays, more complex
requirements and scenarios result in documents that are more and more difficult to
manage. The different activities in requirements engineering lead to an often large
number of inter-related representations of requirements and scenarios.

informal
requirements

informal
scenarios

refined informal
requirements

refined informal
scenarios

    process 
abstraction 
      level 1

    process 
abstraction 
      level n

semi-formal
requirements

semi-formal
scenarios

formal
requirements

formal
scenarios

refined formal
requirements

refined semi-formal
requirements

refined semi-formal
scenarios

refined formal
scenarios

     process
refinement
    relations

relations between
requirements and scenarios

Fig. 3. Traceability relations

The explicit representation of these traceability relations is useful in keeping track
of the connections; traceability relationships can be made explicit:

• among requirements at the same process abstraction level (Fig. 1),
• between requirements at different process abstraction levels (Fig. 2),
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• among scenarios at the same process abstraction level (Fig. 1),
• between scenarios at different process abstraction levels (Fig. 2),
• between requirements and scenarios at the same process abstraction level (Figs 1, 2

and 3)
• among requirements at the same level of formality (Fig. 3)
• between requirements and scenarios at the same level of formality (Fig. 3).
These relationships are often adequately specified using hyperlinks. This offers
traceability; i.e., relating relevant requirements and scenarios as well as the possibility
to ‘jump’ to definitions of relevant requirements and scenarios. Thus requirements and
scenarios resulting from an extensive case-study have been placed in a hyperlinked
structure [18]; see Fig. 3, which combines Figures 1 and 2.

5 Discussion

Requirements describe the required properties of a system (this includes the functions
of the system, structure of the system, static properties, and dynamic properties). In
applications to agent-based systems, the dynamics or behaviour of the system plays an
important role in description of the successful operation of the system. Requirements
specification has both to be informal or semi-formal (to be able to discuss them with
stakeholders) and formal (to disambiguate and analyse them and establish whether or
not a constructed model for a system satisfies them). Typical software requirements
engineering practices are geared toward the development of a formal requirements
specification.  

The process of making requirements more precise is supported by using both semi-
formal and formal representations for requirements. Part of this process is to relate
concepts used in requirements to input and output of the system. Since requirement
specifications need system-related concepts, it has been shown how the acquisition and
specification of requirements goes hand in hand with the acquisition and specification
of ontologies.

The formalisation of behaviour requirements has to address the semantics of the
evolution of the system (input and output) states over time. In this paper the
semantics of properties of compositional systems is based on the temporal semantics
approach, which can be found in the development of a compositional verification
method for knowledge-intensive systems; for diagnostic process models see [9]; for co-
operative information gathering agents, see [21]; for negotiating agents, see [5]. By
adopting the semantical approach underlying the compositional verification method, a
direct integration of requirements engineering with the specification of properties of
problem solving methods and their verification could easily be established.

For some example systems requirements and scenarios have been elicited, analysed,
manipulated, and formalised. The lessons learned from these case studies are:

• The process of achieving an understanding of a requirement involves a large
number of different formulations and representations, gradually evolving from
informal to semi-formal and formal.

• Scenarios and their formalisation are, compared to requirements, of equal
importance.
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• Categorisation of requirements on input, output and function or behaviour
requirements, and distinguishing these from assumptions on the environment
clarifies the overall picture.

• Keeping track on the various relations between different representations of
requirements, between requirements and scenarios, and many others, is
supported by hyperlink specifications within a requirements document.

In current and future research, further integration of requirements engineering in the
compositional development method for multi-agent systems, DESIRE and, in
particular, in its software environment is addressed.
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Abstract. Modelling substances in knowledge representation has to be

di�erent from the treatment of discrete objects. For example liquids need

a di�erent approach to individuation. We propose an ontology which rep-

resents physical states and other properties of substances in a uniform

way. Based on this we describe how to model a hierarchy of actions that

can deal with such substances. For these actions a general distinction

is made with respect to the type of properties the actions are changing.

Further we describe an implementation in description logic allowing espe-

cially the de�nition of actions by specialization of more abstract actions

and the inheritance of pre- and postconditions.

1 Introduction

When knowledge in a technical application area is made explicit, i.e. represented
formally in a computer readable way, substances often play an important role,
e.g. to have a detailed model of the material a technical part is made of, or
the substances which are necessary for its use. It would be helpful to have this
knowledge available in a sharable and reusable way suitable for di�erent pur-
poses. One way to do this is by specifying an ontology for this domain. Such an
explicit speci�cation of a conceptualization ([Gru95]) helps to clarify the mean-
ing of relevant entities in the domain and therefore allows a shared understanding
between di�erent applications.

We are modelling knowledge about products, e.g. for the automatic gen-
eration of multilingual technical documentation from a language independent
representation of the relevant domain knowledge. For some technical devices
the relevant domain knowledge may be completely represented through a model
comprising the resp. object, their parts and actions for manipulating those parts
(e.g. checking, replacing). In this case modelling discrete objects is su�cient.
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But in many realistic applications we have to adequately model substances that
are part of a product and play a functional role there (e.g. engine oil, coolant,
. . . ). In addition related maintenance actions operating with these substances
need to be modeled (e.g. checking an appropriate substance level, adding some
uid, replacing a uid, . . . ).

A traditional way of representing substances is as properties of concrete ob-
jects. For well delimited objects made of solid material this might be a su�cient
approach. But it will run into problems when trying to take into account the
physical state of liquids. For this state one has to decide which amount of a
substance may be called an instance or object, because every part of a liquid
also ful�lls the necessary and su�cient conditions for being an object. This in-

dividuation problem has to be handled in a uniform way in order to be able to
represent all kinds of substances independent of their physical state or other
properties in a single ontology.

As objects and their substances may change some of their properties over
time, like e.g. the physical state as a consequence of a rising or lowering of
temperature, it becomes also necessary to decide upon the behaviour of the
individuated substances. Some of the questions that arise include: What happens
to two substances when they are mixed together? What happens when a liquid is
distributed over several containers? These questions belong to a general category
of the modelling of actions which are related to substances.

We should clarify the role of our application in the design decisions which
have been made in the ontology: Our goal, the automatic generation of multilin-
gual technical documentation, requires a language independent representation of
the domain knowledge (due to multilinguality) and reusability via specialization
of general concepts (in order to be able to adapt the generated documents to
di�erent kinds of users, levels of detail or discourse situations). In addition the
qualitative simulation of the represented actions is a requirement, as it allows
the testing of feasibility and completeness of sequences of actions and can even
lead to the automatic generation of warning instructions when possible danger-
ous events are detected. Nevertheless we believe that our approach is a general
one which can be reused in cases where the modelling of non-discrete objects
and related actions is necessary.

The paper is structured as follows: Section 2 analyses in more detail the do-
main of substances and related actions. Originating from this analysis a toplevel
ontology for substances is presented in section 3 which has been implemented
in description logic. Next, a taxonomy for actions related to this ontology is
introduced in section 4. The consequences which follow for the implementation
of action hierarchies in description logics are the topic of section 5. The paper
concludes with remarks on related work, a summary and outlook.

192 B. Höfling et al.



2 Domain analysis

A substance can be de�ned as a physical material from which something is made
or which has a discrete existence. To illustrate major problems in the modelling
of substances we give a simple example: A cup of water, standing in front of
someone. What are the substances which are of importance in this situation and
how should the be represented? The object referred to by the �rst noun 'cup' is
made of a certain material (e.g. china), which could for example be represented
as a property of the instance 'cup'. The second noun 'water' directly describes
some amount of a substance. Is this to be modelled as an instance as well?

In linguistics a disctinction is made between count expressions, which refer
to a discrete, well-delineated group of entities and mass expressions, which refer
to something without making it explicit how its referent is to be individuated or
divided into objects [PS89]. Mass and count expressions are in most cases nouns,
but some authors classify also other expressions (like verbs) as count or mass
expressions. Even if in natural language the type of referent of mass expressions
can be left unspeci�ed, for explicit representations in ontologies or knowledge
bases one has to solve this individuation problem. For the cup we can say there
is a cup-object, but can we say that there is a water-object (i.e. the amount
of water in the cup)? Such a water-object is a fundamentally di�erent kind of
object because any part of it is also a water-object, which is not the case for the
cup.

To create an ontology and to be able to distinguish between individuals
and their categories we have to examine properties of substances. The question
arises whether a property belongs to the material or the object made of the
material. The following de�nitions manifest this distinction ([RN95]): Intrinsic
properties belong to the very substance of the object rather than to the object as
a whole (examples: density, boiling point, composition of its chemical elements).
Extrinsic properties are speci�c for an indivualised object (examples: volume,
weight, shape). Intrinsic properties remain the same for every part of an object
because it is made of the same material. On the other hand extrinsic properties
are not retained under subdivision.

In the following we will discuss only those properties of substances which we
consider important enough to be represented at a very high level in a substance
ontology, which help to solve the individuation problem and which are essen-
tial for categorizing operations on substances. One important distinction is pure
vs. mixed substances. For pure substances general properties like composition
of its chemical elements, melting point and boiling point are important. Mixed
substances should be represented as a list of the included pure substances. Un-
fortunately many properties of mixed substances cannot be deduced from the
properties of its (pure) components. Since the components may also be in dif-
ferent physical states (example: sparkling water as a mixture of a liquid and
a gaseous substance) it can even be di�cult to specify the physical state of a
mixed substance.

Nevertheless the physical state is a very important distinctive attribute, be-
cause in physics most other properties of substances are related to whether they
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are in a solid, liquid or gaseous state. In which physical state an object of a spe-
ci�c substance manifests itself depends on its temperature and on its pressure
which we neglect here for the sake of simplicity. A general di�erence between
most solid substances on the one hand and liquid and gaseous substances on
the other hand is that the latter are not bound to a certain shape and may
require a container to avoid dispersion. For all three physical states there are
other possible distinctions or types of appearance [Web98]:

solid: depending on cohesive and adhesive forces
{ powderous substances (like our); no identi�able shape, so mass or vol-

ume or an embracing container have to be speci�ed
{ granular substances (like sugar); either like powderous substances, or by

external inuence or forces pressed into a shape (lump sugar)
{ substances with tight connection (like iron); shape plays an important

role, can only be changed by external forces
{ malleable substances (like plasticine); hold together but their shape can

be easily modi�ed
liquid: [Hay85] distinguishes 15 possible states of liquid substances categorized

along the following dimensions: (lazy still, lazy moving, energetic moving);
(bulk, divided);(on surface, in space, unsupported)

gaseous: Like liquid substances they do not have a prede�ned shape and require
a container to be kept together. To specify a certain amount of a gas one has
to mention pressure and temperature (or to use normalized values for both)
in addition to volume.

These top-level distinctions are su�cient to solve the individuation problem
for substances in a general way and to be able to model related actions. In this
context an action can be de�ned as the discrete change of one or more properties
of an object or a substance. In this paper we will not describe continous processes
for substances (like owing of water), instead we restrict ourselves to discrete
states of substances and to actions where the state changes can be modelled
in a discrete way. As with substances we will not be able to make a complete
classi�cation of actions but will analyse some major categories.

We distinguish between the following categories of actions based on the type
of properties of substances that they are changing:

Substance-preserving actions: Only extrinsic properties of the objects are
changed. The intrinsic properties of the related substances are preserved.

Substance-changing actions: Intrinsic (i.e. substance-speci�c) properties are
changed, which means that the participating substances before and after
the execution of the action di�er (examples: mixing of di�erent substances,
chemical reaction between substances).

Instance-preserving actions: In these actions the participating instances re-
main the same before and after the execution of the action (examples: move-
ment of an object, or pouring of a liquid into another container).

Instance-changing actions: They modify essential properties of an object
and also result in the destruction or creation of instances (examples: division
or putting together quantities of substances).
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The last distinction between instance-changing and instance-preserving ac-
tions is also motivated by a distinction of the extrinsic properties changed. Those
extrinsic properties which are essential for an object (i.e. when they are changed,
the instance will not remain the same; we will call them existential properties)
must be distinguished from those which have no fundamental inuence on the
existence of an instance (we will call them non-existential properties). It ist de-
pendent on the context whether a substance property is existential or not. In
solid or liquid substances changing the property 'volume' is normally an instance-
changing action because some part of it has been separated from the original
object. As gases can be easily compressed changing the volume can also be an
instance-preserving action for gaseous substances. In the former case the volume
would be an existential in the latter case a non-existential property.

3 An ontology for substances

In this section we will propose a toplevel ontology for substances. Before de-
scribing our major distinctions and the reasons for these decisions we should
clarify the requirements which lead to our ontology. They can be summarized as
follows:

{ Discrete objects and those for which an individualization is not obvious
should be handled in a uniform way.

{ For discrete objects the traditional way of instantiation and reference to a
substance must be supported in order to be able to reuse existing represen-
tations.

{ The ontology should be usable in dynamic contexts (i.e. the change of substance-
related properties during actions).

The �rst requirement needs additional explanation. Intuitively people often
treat all kinds of substances the same way. Therefore a separation of discrete
objects and other kinds of substances seems arti�cial. Especially when not only
static aspects but also dynamic changes are relevant. Why should an ice cube
only begin to exist in the moment when the water freezes? Although the physical
state has changed the individuated substance remains the same. In addition the
modelling of e.g. a liquid only as a property of its container together with the
degree of �lledness (similar to other properties of the container) would complicate
the treatment of transfering this liquid to another container or its identi�cation
in relation to a substitute (e.g. the oil in a motor before and after a change).

An ontology may be de�ned in an abstract way without using a concrete
knowledge representation mechanism. However, since we want to be able to
make actions related to substances executable we need an implementation basis.
For this reason we chose PowerLoom, which is a very expressive description
logic system. PowerLoom accepts expressions using the full predicate calculus,
extended with sets, cardinality, equality, and predicate variables [Mac94].
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In the traditional approach to abstraction and inheritance there is the basic
distinction between instances, i.e. the individual objects (e.g. my car { identi�ed
by its type and license number { or my dog, identi�ed by its owner and name),
and concepts, i.e. the collection or class of all objects sharing certain properties
(e.g. the concept CAR as the class of all cars or the class DOG). Individual
objects or instances are elements of their concepts (seen as sets); specialisation
is a subset relation between classes.

For a uniform treatment of both discrete objects and substances we �rst
have to work out a generalized concept of what may constitute an `instance' and
how it relates to the resp. concept (the individuation problem). A solution can
be summarized as follows: The concept of a substance e.g. the concept `water'
is the abstraction comprising all occurrences of this substance in the universe
which share their intrinsic properties. Substances are instantiated by specifying
their extrinsic properties like a de�nite amount of the substance or by relating
it to some container that contains the substance and thus implicitly restricts its
amount.

This approach to the individuation of substances is in accordance with the
linguistic treatment of the phenomena, especially the use of de�nite referring
expressions:

{ In a recipe you may e.g. �rst introduce the amount of ingrediences needed
(e.g. 250 cl of milk, 25 gramm of butter, . . . ) and later use de�nite noun
phrases to refer to these substances as if they were instances (e.g. Melt the
butter . . . Pour the milk . . . ).

{ As soon as a container is introduced into a discourse, an amount of substance
contained in it behaves as an instance (e.g. Warm up the engine ! CAUTION:
The oil gets hot!)

We will call the most general substance concept which speci�es only intrinsic
properties stu� and the most general concept specifying only extrinsic prop-
erties thing. A category with both intrinsic and extrinsic properties has to be
de�ned using (sub)concepts from both. The advantages of this factorisation of
our ontology are:

{ It is possible to augment already existing discrete objects with information
about their substance by referring to the stu� hierarchy only.

{ If one is interested only in intrinsic properties of a substance, for example to
decide which material is particularly well suited for a certain function of an
object, this can be described without using the thing-part of the ontology.

{ A combination (through inheritance) of both hierarchies allows the uniform
modelling of individuals for all kinds of substances.
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stuff
gaseous-substance

liquid-substance

solid-substance

pure-substance

mixed-substance

solution emulsion

Fig. 1. stu� hierarchy

The stu� hierarchy1 (cf. Figure 1) distinguishes at the toplevel between the
following subconcepts: Pure and mixed substances are important for being able
to model actions where more than one substance participate and because of the
mentioned problem of not being able to make general inferences from properties
of the components. For mixed substances only two examples are given, emulsion
and solution. The distinction between three physical states is made because
typical intrinsic properties often depend on their physical state (e.g. colour,
conductivity, chemical reactivity, etc.). The divisions in the abstract ontology
have been useful in modelling examples from speci�c technical domains [Web97].

thing

container-required solid-object

shapedshapeless

powderous granular-
shapeless

well-defined-
shape

malleable

liquid-objectgaseous-object

Fig. 2. thing hierarchy

Within the thing hierarchy (cf. Figure 2) a distinction is made between ob-
jects that require a container and those which do not. The former are speci�ed by
their mass or volume and can inherit properties like shape from their container.
The temperature of an object (cf. Figure 3) is modelled as an extrinsic property

1 We use the following notational conventions: Normal arrows describe a class/subclass
relation (in the sense of subset of the instances). Arrows connected by an arc describe
a disjunctive partition. For the concept mixed-substance we only mention two sub-
concepts as examples, the dashed arrows indicate that there exist other subconcepts
which are not shown.
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(it is only relevant for concrete instances) and as the physical state depends on
this fact (in relation to the intrinsic properties melting point and boiling point)
the latter may also be seen as an extrinsic property. Therefore we decided to
model the physical state in the thing hierarchy, too but as a direct consequence
of the extrinsic property temperature. Solid objects that do not require a con-
tainer can be subdivided into shapeless and shaped which are generalizations of
the four categories powderous, granular, malleable and well de�ned shape (cf.
section 2). We do not consider shapeless objects as being inevitably container de-
pendent because we should also be able to model a pile of sand without needing
a container. A container is an example of an object with well de�ned shape.

Figure 3 shows the de�nition of some of the upper concepts of the stu� and
thing hierarchy (�gure 1 and 2 resp.) in PowerLoom. The syntax of Power-
Loom is a variant of KIF3.0 [GF92]. ?self is the default variable used to refer
to the concept itself.

(defclass stuff ()

:slots ((melting-point :type Integer)

(boiling-point :type Integer)

(ingredients :type (set of chemical-substance))))

(defclass pure-substance (stuff)

:<=> (= (cardinality (ingredients ?self)) 1))

(defclass mixed-substance (stuff)

:<=> (> (cardinality (ingredients ?self)) 1))

(defclass thing ()

:slots ((made-of :type stuff)

(temperature :type Integer)))

(defclass solid-object (thing)

:<=> (> (melting-point (made-of ?self)) (temperature ?self)))

(defclass gaseous-object (container-required)

:<=> (< (boiling-point (made-of ?self)) (temperature ?self)))

(defclass liquid-object (substance-thing)

:<=> (and (> (boiling-point (made-of ?self)) (temperature ?self))

(< (melting-point (made-of ?self)) (temperature ?self))))

Fig. 3. Excerpts from the thing and stu� ontology in PowerLoom.
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4 Towards a taxonomy for substance-related actions

Based on the ontology for substances and its factorisation into the stu� and
thing hierarchy we can now describe how actions related to substances can be
modelled. The main distinction for actions (cf. section 2) is between substance-
preserving actions (where intrinsic properties remain the same and extrinsic may
change) and substance-changing actions (where intrinsic properties can change).
Concerning the extrinsic properties a change of existential properties leads to
instance-changing actions and if only non-existential properties are changed to
instance-preserving actions.

Figure 4 shows the general taxonomy for substance related actions and an
example for each type of action. There may exist several intermediate action
categories between the top-level action categories and the examples (indicated
by pointed arrows).

substance-action

substance-preserving substance-changing

instance-changinginstance-preserving

transfer division mixing

Fig. 4. taxonomy for substance related actions

In addition to this top-level taxonomy for actions we want to illustrate how
actions on substances can be represented by giving a more speci�c example. It
describes the di�erent kinds of transfer of liquids from one container into another
(cf. �gure 5). How this can be implemented in PowerLoom is described in the
following section.

The resp. concepts in the hierarchy for transfer actions are the following:

transfer: represents the transportation of a substance from one container into
another. The second container may be �lled partially with the same type
of substance before the action has been carried out. This is a substance-
preserving action (the same holds for all other subtypes) because only ex-
trinsic properties like the referred container and potentially the volume are
changed but the substances remain the same.

complete-transfer: specializes transfer in the aspect that the whole quantity
of the �rst container is transferred to the second.
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transfer

complete-transfer partial-transfer

complete-fill-up partial-fill partial-fill-upcomplete-fill

Fig. 5. taxonomy for transfer actions

complete-�ll: has the additional constraint that the second container must
be empty before the transfer. Since only non-existential properties of the
substance (container) are changed, this is an instance-preserving action.

complete-�ll-up: requires that the second container is �lled by an amount
of the same type of substance. Therefore it is an instance-changing action,
because the substances in both containers are merged to one new substance
in the second container.

partial-transfer: In contrast to complete-transfer it transfers only part of the
substance from the �rst container. An existential extrinsic property (amount
or volume) is changed and we have an instance-changing action (which is
inherited by the actions partial-�ll and partial-�ll-up).

partial-�ll: requires that the second container is empty before the transfer. The
old substance is divided into two parts, one in the �rst and one in the second
container.

partial-�ll-up: requires that the second container must contain an amount of
the same substance.

To illustrate the structure and the naming conventions of this taxonomy:
The distinctive property for the �rst level is whether the �rst container is empty
after the action has been carried out (named complete-...) or not (named
partial-...). The distinction at the second level depends on the �lledness of the
second container before the action. If it has been empty it is named ...-fill,
in the other case ...-fill-up. More complex actions like the distribution a
substance into several empty new containers can be composed starting from
these actions.

5 Action hierarchies in description logics

There are many di�erent approaches for representing actions in object cen-
tered systems. For example, there are hierarchically organized action descrip-
tions in systems for natural language processing (e. g. Penman Upper Model
[BKMW90]). These descriptions classify actions by focusing mainly on the verb
as the relevant object for classi�cation. Action descriptions of this kind are well
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suited for natural language processing, but not su�cient for simulated execu-
tion. Other action descriptions in AI are related to the �eld of planning or plan
recognition (e. g. Rat [HKNP92], T-Rex [WL92]) and follow the Strips [FN71]
approach. There, actions are interpreted as operators, mapping one world de-
scription into another. As a result of their operational description, actions can be
executed for planning or simulation purposes. But there is no satisfying approach
for de�ning actions by specializing more abstract actions.

In order to support the qualitative simulation of actions and to ful�ll the
requirements of object{centered languages, which are reusability, extensibility
and understandability [Mey88], we propose an action representation which

{ is declarative and executable (operational),

{ allows action de�nitions by specialization,

{ supports the inheritance of pre- and postconditions and

{ results in a hierarchical organization of action descriptions.

Such an action representation allows the underlying inference mechanism to
reason about actions in multiple dimensions. Performable actions, for example,
are those which have a precondition which is true with respect to the current
state of the world. Or one could ask for all those actions which ful�ll a particular
goal. All those answers are implicitly encoded in the action hierarchy and can
be inferred by the classi�er without much additional e�ort.

Consider the following fraction of a simpli�ed action hierarchy as shown
graphically in �gure 5. Let us assume that all transfer actions change the loca-
tion attribute of their action object2, referenced here by the function has-action-
object. The action complete-transfer inherits all properties (slots, pre- and
postcondition, etc.) of transfer. The most relevant di�erence between these
actions is, that the latter is de�ned to perform a complete transfer of the action
object while specializing the former one. complete-fill is again more speci�c
because this action assumes that the target container is empty.

Our work showed that one should be able to express conditions about at-
tributes which are not known explicitly at time of description. This is useful
in order to express abstract knowledge (consider an action change for exam-
ple), shared by many di�erent actions, but rei�ed by di�erent attributes (e. g.
transfer, change-temperature). At the hierarchical level of change we have
to abstract from the attribute we want to change because this could be either
has-location, has-temperature or others. Nevertheless we want to specify pre-
and postconditions for this abstract action. However, this requires second order
features because we need to work with referenced relations, which are predicates
in fact.3 Second order features are not present in ordinary description logic sys-

2 An action object, i.e. the object whose property is changed by an action, should not

be confused with an instance of the category 'action'.
3 What we actually need is unquali�ed existential quanti�cation on predicates.
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tems. In PowerLoom (as well as in KIF [GF92]) this can be done via the holds
predicate4. The abstract action change could then look as in �gure 6.5

(defaction change (action)

:slots ((affected-attribute :type RELATION)

(has-new-value :type UNKNOWN)

(has-old-value :type UNKNOWN))

:precondition (holds (affected-attribute ?self)

(has-action-object ?self)

(has-old-value ?self))

:postcondition (holds (affected-attribute ?self)

(has-action-object ?self)

(has-new-value ?self)))

Fig. 6. De�nition of change

The action transfer could then be de�ned as a specialization of change

inheriting all slots, pre- and postconditions of change. According to the action
hierarchy of �gure 5 we de�ne complete-fill (which is itself an indirect de-
scendant of transfer) in �gure 7.

(defaction transfer (change)

:constraints (= (affected-attribute ?self) has-location))

(defaction complete-fill (complete-transfer)

:slots ((has-new-value :type container)

(has-old-value :type container))

:precondition (and (empty (has-new-value ?self))

(>= (capacity (has-new-value ?self))

(amount (has-action-object ?self))))

:postcondition (empty (has-old-value ?self))

Fig. 7. De�nition of transfer and complete-fill

Due to the inheritance of the action parameter, pre{ and postcondition and
concretion of the a�ected attribute in transfer, the action complete-fill has
actually the internal de�nition, given in �gure 8 for the sake of completeness.

4 The semantics of holds is de�ned in KIF and PowerLoom in the following way: If

� denotes a relation, then the sentence (holds � �1 ... �k) is true if and only if

the list of objects denoted by �1,...,�k is a member of that relation.
5 For sake of simplicity we omit all potential actions which may exist in the hierarchy

between action and change.
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(defaction complete-fill (complete-transfer)

:slots ((has-action-object :type (and stuff thing))

(has-new-value :type container)

(has-old-value :type container))

:precondition (and (empty (has-new-value ?self))

(has-location (has-action-object ?self)

(has-old-value ?self))

(>= (capacity (has-new-value ?self))

(amount (has-action-object ?self))))

:postcondition (and (empty (has-old-value ?self))

(has-location (has-action-object ?self)

(has-new-value ?self))))

Fig. 8. Actual de�nition of complete-fill

Intuitively, the semantics of actions in general, and pre- and postconditions
in particular, are straightforward with respect to PowerLoom semantics. Pre-
and postconditions are semantically di�erent from ordinary slots or relations for
at least two reasons. First, there is an inherent relationship between them in
the sense of a temporal ordering. Second, they characterize the action concept
by expressing conditions about an instance (the action object) di�erent from
the action concept itself. Consequently the relationship between two actions
has more dimensions than the relation between ordinary concepts. As a result,
there are di�erent subsumption relations between actions conceivable [LRn97].
The keywords :precondition and :postconditionwere introduced in order to
express these di�erences syntactically.

6 Related work

With respect to the analysis of substances, the distinction between count and
mass expressions has for a long time been a subject in linguistic and philosophical
literature (for an overview cf. [PS89]). The ontological distinction between thing
and stu� motivated by intrinsic and extrinsic properties is adopted by many
authors, for instance in the AI textbook of [RN95]. There exist many approaches
for modelling special kinds of substances for domains which are motivated by
the role substances play in certain application areas (e.g. the Plinius ontology
for ceramic materials [vdVSM94]).

Concerning the modelling of actions, a system for the representation of ac-
tions and plans in a description logic (Rat { representation of actions using
terminological logics, [HKNP92]) was developed in the WIP project [WAB+92].
Pre- and postconditions of atomic actions are described by using a subset of the
underlying description logic. They de�ne conjunctions of feature restrictions,
agreements, and disagreements. However, Rat does not support the specializa-
tion of actions, as it is not possible to de�ne similar actions as special cases of a
general action. In contrast to the Rat sytem, actions in Clasp [DL91] as well
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as in T-Rex [WL92] are primitive non-decomposable units. Yet, their language
for composing plans is much richer. Another approach using Allen's temporal
constraints is proposed in [AF97]. Action specialization is not possible in any of
these systems.

The modelling of actions related to substances has been investigated by
[Ter95] in the broader context of ontologies concerning processes or causes and
e�ects. Especially the production or consumption of stu� has been treated but
without considering the individuation problem for all physical states. Patrick
Hayes was the �rst to de�ne a detailed ontology for liquids [Hay85]. He solved
the individuation problem for liquids by referring to a container and discussed
actions by de�ning functions for modelling change and movements. He did, how-
ever, only consider what we call substance-preserving actions. [Dal92] analyses
actions related to substances in the context of recipes. He argues that any mass
object can be converted into a countable object by packaging operations. Further
he proposes a representation for actions which admit decomposition and plan-
ning. [NH98] have created an ontology for the domain of experimental molecular
biology where both substances and processes play a major role. In this domain,
it is necessary to track substances through a series of experimental processes
including transformations, which are modelled with the help of object histories.

None of the proposals just mentioned is able to de�ne actions as a specializa-
tion of abstract actions. For the individuation of substances we have shown that
all kinds of substances (especially in di�erent physical states) can be treated
uniformly in an ontology by a factorisation into an 'intrinsic' part (the stu� hi-
erarchy) and an 'extrinsic' part (the thing hierarchy). One might not need this
general approach for speci�c application domains but ignoring it could make
extensions to include other kinds of substances very di�cult.

7 Summary and outlook

In this paper we have described a proposal for the individuation of substances
and for the modelling of actions in dynamic contexts. Due to technical reasons
(the implementation status of PowerLoom is still very unstable and incomplete)
up to now we have not been able to fully implement our ideas in a more or less
complete ontology especially with respect to actions. Nevertheless we consider
our approach an important step towards an ontology for substances and related
actions.

Aspects similar to the individuation problem for substances can be found in
other domains. The action of assembling a (technical) object from its parts will
result in the creation of a corresponding instance. On the other hand, disassem-
bling an object { e.g. for recycling { has the e�ect that the lifecycle of the object
ends and the instance of the composite object ceases to exist.

There are some subtle issues related to the questions of what constitutes
the identity of an instance and when the identity of an instance should change.
Some even lead to paradoxa. For example we probably do not want to give up
the identity of a non-trivial object (e.g. a car) when we replace a minor part
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of it (e.g. a spark-plug). But what about the case { already discussed by Greek
philosophers { where we would step by step replace all parts that make up a
compound object?

A related question with respect to instances of a substance: Assume that
a uid in a container continuously looses small amounts of substance. Will we
create a new instance when we re�ll the more or less insigni�cant amount lost?
Is there a di�erence to doing a signi�cant �ll-up (e.g. when more than half of
the required amount has to be re�lled)?

As often in issues of modelling there is no single and simple answer to these
questions. The adequacy of the chosen granularity of a model has to be judged
from the perspective of the application and the inferences needed. For the more
abstract levels of an ontology this gives support for a `strategy of least commit-
ment', i.e. only those decisions should already be �xed on the ontological level
that will not vary between di�erent applications.
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Abstract. This paper explores the possibility of using formal ontologies

to support detection of conceptual errors in speci�cations. We de�ne a

conceptual error as a misunderstanding of the application domain know-

ledge which results in undesirable behaviour of the software system. We

explain how to use formal ontologies, and in particular ontological con-

straints, to tackle this problem. We present a exible architecture based

on meta interpretation in logic programming in which the speci�cation

is viewed as a multilayer design. We illustrate the signi�cance of this

approach for the software and ontology engineering community via an

example case in the domain of ecological modelling.

1 Introduction

1.1 Speci�cations

The use of blueprints for guiding the development process of projects is common
in many disciplines. In particular, in the �eld of software development, these
blueprints are precise and independent descriptions of the desired program be-
haviour. They are crucial for the success of projects since they guide the way in
which programmers will construct the desirable software. This has lead to the
adoption of formal descriptions expressed in logic as a medium of blueprint, the
purpose of which is to [9] \de�ne all required characteristics of the software to
be implemented, and thus form the starting point of any software development
process". However, the precise role of formality in software development is a
matter of debate([4]).

Formal methods support tests for some forms of completeness and consistency
and there exist methods for methodological re�nement of some types of formal
speci�cation into executable form, via appropriate interpreters. This provides
an additional advantage, an executable speci�cation represents not only a con-
ceptual but also a behavioural model of the software system to be implemented
[10], allowing early validation. Moreover, execution of the speci�cation supple-
ments inspection and reasoning as a means of validation. This might increase
the correctness and the reliability of the software, and reduce development costs
and time.

D. Fensel and R. Studer (Eds.): EKAW’99, LNAI 1621, pp. 207-224, 1999.
 Springer-Verlag Berlin Heidelberg 1999



1.2 Conceptual errors

When describing a chosen domain we can make mistakes related to the mathem-
atical language underpinning the formal model, like writing a non-terminating
recursion using a logic programming language, or we can make mistakes in de-
scribing the domain, like de�ning an ecological model in which animals photo-
synthesise. The latter type of mistake is di�cult to detect because it requires
subjective knowledge about correct forms of domain description to be applied
to the model description. We call this sort of mistake a conceptual error.

It is di�cult, even with executable formal languages, to make models error
free. In fact, it is easy(maybe easier) to make errors in this phase with pernicious
side-e�ects for the remainder of the life cycle. This is because they may not be
detected by those who use the formal model in subsequent design and may a�ect
the functionality of entire systems by being propagated to subsequent design
phases. The earlier the errors are detected the less serious are their consequences.

1.3 Our solution

Ontologies, which forge agreements on the use of terminology for particular
domains are, potentially, a way of reducing this problem. Ontological engineers
are beginning to supply information which helps in detecting conceptual errors.
This information accompanies the formal ontology to which the speci�cation
should conform to and is often expressed in the form of axioms whose role is
to restrict all possible interpretations of the ontology's constructs. In this paper
we present a mechanism that makes the most of this information to allow us
perform checks for conceptual errors in speci�cations.

1.4 Organisation of this paper

This paper is organised as follows: section 2 describes the �eld of formal on-
tologies with respect to ontological constraints, the core of our mechanism. In
section 3 we present our detection mechanism and on section 4 we illustrate an
example of its use. We elaborate further on a di�erent use of the mechanism on
section 5 where we conclude our work.

2 Formal ontologies

Ontologies have become popular in the recent years in the �eld of arti�cial
intelligence. There exist di�erent types of ontologies and numerous ways of con-
structing them ([8],[27]). The interpretation of the term varies across di�erent
communities and [15],[14] elaborates on terminological clari�cations. The engin-
eering community, and particular the KBS community has adopt a de�nition
proposed by [11] and further elaborated by [27] and [24]. The type of ontologies
in which we are interested in are the formal ontologies. A formal ontology is a
language with a precisely de�ned syntax and semantics(which may be determ-
ined via model theory, proof theory or in terms of another formal ontology).
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The inferences permitted in the language are constrained by one or more sets of
proof rules accompanied by appropriate proof strategies. The forms of descrip-
tion allowed by those using the ontology are required to be consistent with a set
of axioms limiting its use, which we call `ontological constraints'. The aim of the
ontology is to provide a language which allows a stipulated group of people to
share information reliably in a chosen area of work.

A variety of ontologies have been reported in the literature with emphasis to
their intended use in the area of knowledge sharing and reuse. There exist tools
for browsing and editing ontologies(e.g.Ontolingua) as well as guidelines and
methodologies to be followed on constructing them([27],[6],[2]). Although there
have been e�orts in applying ontologies(e.g.[5],[28],[21],[26],[16],[1]) as pointed
out in [25] there is a dearth of well-developed applications based on formal onto-
logies. This contradiction is visible in the �eld of AI where the few applications
that are discussed are intended applications which are yet to be built, or small
research prototypes. According to [25] the reason for this is the lack of a rich rep-
resentation of meanings which is contrary to the traditionally formal knowledge
representation adopted by the AI ontology community.

Ontologies provide a set of characteristics that can be used in various ways.
Apart from their intended purpose of knowledge sharing and reuse, we advocate
that ontologies can be used in software design and in particular to support veri-
�cation and formal evaluation of the early phases of it. This approach, although
in its infancy, has already been explored in research experiments ([26]). Other
researchers have used similar techniques([20]) and pointed out the bene�ts of
using an ontology as a starting point in the design of a software product([19]).

By using ontologies as a starting point of software development we hope to
gain a higher level of assurance that the speci�cation is well de�ned and evaluated
with respect to the real world it represents. This assumes that the syntax and
semantics of an ontology can be checked and veri�ed(arguably) against axioms.
Note that, should one choose to follow this path it is not necessary strictly to
use only the ontology's constructs in the speci�cation. In fact, it is normally
impractical to construct an executable speci�cation by using only the ontology's
constructs. Other constructs should be included as well, which do not directly
bene�t from the presence of ontological constraints but will be checked for errors
using normal debugging techniques.

2.1 Ontological constraints

These are usually have the form of ontological axioms. We describe in textual
form an axiom of a formal ontology, the PIF ontology 1 as presented in [21]:

\The participates-in relation only holds between objects, activities, and
timepoints, respectively"

This axiom can be formalised in �rst order theory as follows:

1 more on PIF can be found on [17]

209Use of Formal Ontologies to Support Error Checking in Specifications



participates in(X;A; T ) object(X) ^ activity(A) ^ point(T ):

The purpose of having formally de�ned this axiom is to allow reason about the
various de�nitions of participates-in relation. So, whenever someone using the
PIF ontology describes the relation in a way which does not conform to its
axiomatised de�nition, this will reveal a potential discrepancy. For example, the
following erroneous de�nition:

participates in(O1; O2; T ) object(O1) ^ object(O2) ^ point(T ):

is di�cult to detect since it conforms to the ontology's syntax but reects a
misunderstanding of ontology's semantics 2.

The ontological axioms can be enhanced by adding more axioms or by in-
troducing domain speci�c error conditions 3. An error condition, which could
be domain speci�c and added later on by the `error checker' or software tester
of the speci�cation, is an erroneous condition which exhibits some undesired
behaviour of the speci�cation. Once this condition is satis�ed during the error
checking phase it will demonstrate an error occurrence in the speci�cation. The
erroneous de�nition of participates-in relation given above is an example of error
condition. This technique will make the error checking domain speci�c and result
in a customisation of the error detection process.

We call this sort of axiomatisation along with the domain speci�c error con-
ditions, ontological constraints. Our approach explores a di�erent angle in the
use of ontological constraints. Moreover, it has been written that ontological con-
straints apart from the practical bene�t of formal evaluation they provide([13]),
they also verify that the ontology is consistent with respect to its conceptual
coverage. This may facilitate mapping of ontologies that exhibit the same con-
ceptual coverage of the real world([12],[3]), though conicts may arise due to
lack of correspondence on their top level division ([8]).

3 Error detection mechanism

Our mechanism, which is based on meta-interpretation, uses the products of on-
tological engineering such as ontological constraints to detect conceptual errors in
speci�cations that are based on ontologies. The internals of the meta-interpreter
will be described in detail at section 3.1. In this section we will focus on the gen-
eral architecture we are adopting and the invention of a multilayered approach
for error checking in speci�cations. The diagrammatic version of the mechanism
is illustrated on Figure 1.

Speci�cation construction starts by adopting the syntax and semantics of the
ontology. We use Horn clause logic as a speci�cation construction formalism 4,

2 although this example is a typing error, not all ontological errors are simply de�ned
in terms of types

3 [26] elaborates on the need of additional axioms tailored to domain speci�c applica-
tions

4 refer to [10] for the value of using declarative speci�cations
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AxiomsSyntax and Semantics

Error checking mechanism

Errors reported

Specification construction using

ontology’s constructs

EditorOntology

Error conditions

(Ontological Constraints)

(Ontological Constraints)

Fig. 1. Multi-layer architecture

with the normal Prolog execution model. To this we apply our checking mech-
anism and thus prevent the occurrence and propagation to subsequent phases of
software development of harmful conceptual errors.

Few conventional ontological constraints are de�ned in this form so a trans-
formation of them to the appropriate format is required. Although, the trans-
formation could be done manually, we used an editor to facilitate the task of
writing the constraints in the format manipulated by the meta-interpreter.

Additional domain speci�c error conditions can be de�ned to facilitate cus-
tomised error checking. Assuming that an exhaustive check is required, then the
ontological axioms will be the focal point of the mechanism. Whenever a state-
ment in our speci�cation will not satisfy the ontological axioms an error will be
reported. Our mechanism can utilise both approaches to error detection, ontolo-
gical axioms and error conditions, simultaneously and thus raise our con�dence
that the speci�cation which will pass the test will be error-free.

3.1 Meta-interpreters

A meta interpreter is an interpreter for a language written in the language it-
self [23]. It gives access to the computation process of the language and en-
ables the building of an integrated programming environment. In the domain
of Prolog programming, a meta interpreter is program written in Prolog which
interprets Prolog programs. This makes it possible to represent in Prolog the
search strategy used by Prolog interpreter and to adopt that strategy in various
ways, which are often di�erent from the standard interpreter. Among the best
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known and widely used meta interpreters is the `vanilla' model. It models the
computation model of logic programs as goal reduction. Actually, the vanilla
model reects Prolog's choices of implementing the abstract computation model
of logic programming. The model is given below:

solve(true):
solve(A;B) solve(A) ^ solve(B):
solve(A) clause(A;B) ^ solve(B):

This meta-interpreter program has the following declarative meaning: The
�rst clause states that, by convention, the atom true is always satis�able. The
second clause states that a conjunction of literals A and B is true if A is true and
B is true. The third clause states that A is true if there exists a clause A  B

in the interpreted program such that B is true.

3.2 Error checking meta interpreter

Our aim in using the meta-interpreter technique is not only to purely rep-
licate the computational model of Prolog. We are interested in utilising the
products of ontological engineering - ontological constraints - to augment the
meta-interpreter. This, in turn, will enable us to perform speci�c tests on se-
lected goals of the speci�cation with regard to the ontological constraints. The
basis of the meta-interpreter is the standard vanilla model. In doing this we
can explore the whole search space for a proof in the speci�cation exactly in
the normal way. So, the speci�cation is actually executed in the normal way and
checking for conceptual errors is performed on goals which have succeeded in the
proofs. Thus, the maximum possible information is supplied for testing making
sure that we wont loose crucial information on intermediate results.

The error checking is recursive, so the proof that an error exists may itself
generate errors. Those are checked against the ontological constraints exhaust-
ively. We cumulate all the errors that are detected on given goals for testing as
well as on their subgoals. We also cumulate information regarding the execution
path that has been followed by the inference mechanism in proving a goal, the
type of ontological constraint that has not been satis�ed - axiom or error con-
dition - and the layer that the error has occur. This notion will be explored in
detail on section 5.1, we ignored for the time being since it does not a�ect the
understanding of the algorithm.

We draw the attention of the reader to the speci�c format we are using for
expressing speci�cation statements as well as axioms and error templates. We
use the standard logic notation A  B, to denote that A is satis�able if there
exists a literal B which is satis�able as follows:
speci�cation(Index,(A  B))
where Index stands for the index of speci�cation layer that the clause A  B
belongs to. In cases where we have ground terms (clauses without subgoals) we
use, by convention, the A  true notation. As far as concern the axioms and/or
error conditions the format is:
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ConstraintType(Index,Axiom,Condition)
where ConstraintType stands for either ontological axiom or error condition and
denote the property that should hold, Index has the same meaning as before, and
Condition is a condition(s) that has to be satis�able in order for the ontological
axiom to be satis�able. The same format applies for error condition with the
only di�erence being that the condition(s) must not be satis�able.

The error checking meta-interpreter is given in Prolog notation at appendix
A. We illustrate below in a pseudo-language the algorithm we apply:

for the given goal, G, for testing
while its layer, L, is not the last one

1. prove G by applying the `vanilla' model exhaustively
and check for conceptual error occurrences on goal G
with respect to ontological constraints of layer L+1
2. prove subgoal, Gn, if any, of G, by applying
the same strategy

exit while loop and cumulate information regarding execution
path, conceptual errors found as well as the goal that are
contained along with the ontological constraints that has not
been satis�ed

4 Error detection demonstration

In this section we will present, briey, the practical use of our mechanism in
an example case: an error detection in the ecological modelling domain. We use
the following pattern in describing the case: an introductory part stating the
problem description and relative domain knowledge opens the description which
is followed by the speci�cation of the problem. The ontological constraints are
described in the sequel. This will help the reader to follow the test query and
the conceptual errors detected based on the ontological constraints given, which
close the case description.

4.1 Ecological model error checking

We have chosen ecology domain because in ecological modelling, being concerned
with complex biological systems, it is di�cult to decide how to represent the
observed systems in a simpli�ed form as simulation models. Furthermore, they
are fraught with uncertainty and are prone to errors, especially conceptual errors.
We demonstrate how our mechanism can alleviate this situation.

We have used a simple ecological model described in detail on [22]. The
representation of this model in Prolog is given in the appendix B. We describe
here the model in textual form: The model uses a \State Transition" approach
to represent the passage of time during simulation. Suppose that we have 3
di�erent animals(call them a,b and c) and that a prey on b;b prey on c; and c
will prey on a. The area on which these animals live is represented by a grid
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with 3 squares along each side(thus 9 grid square grids in all). Animals move
by shifting from the square in which they are currently situated to adjoining
square. Each animal moves in the direction of potential prey(e.g. they actively
hunt rather than browsing at random) but will not visit a square which it has
occupied previously. If an animal is ever in the same square as its prey, the prey
is eaten and thus removed from the simulation.

The speci�er chooses to represent the states as follows: the initial state is
named s0. New states of the system will be obtained whenever some aspect of
the system changes so we require some way of linking the changes imposed on
the system to the events which impose those changes. This could be achieved by
the use of a nested term of the form:
do(Action,State)

where Action is a term representing some action which has been performed.
State is either the initial state s0 or another term of the form:
do(PreviousAction,PreviousState)

The only action which it is necessary to represent in this model is the movement
of an animal from one grid square to another. The speci�er represents this action
using the term move(A,G1,G2) where A is the name of some animal; G1 is the
location of the grid square at which the animal was located in the previous state
and G2 is its new location. Figure 2 illustrates a diagrammatic version of a move
of animal a from square (1,1) which triggers a move of animal b to square (3,2).

1

2

3

1

2

3

1

2

3

1 2 31 2 3 1 2 3

a
b

c
b b
a a

c c

Fig. 2. State transition model - sequence of moves

Speci�cation Although the model can generate any valid state of the system
based on the constraints stipulated in the previous section for brevity and clar-
ity we will focus on a fragment of the model that represents the treatment of
locations for each animal in the system. However, before describing this chunk
of code we will see how system generates the valid states: 5:

1 specification(0,(possible state(State)  

possible state(s0,State))).

2 specification(0,(possible state(State,State)  true)).

3 specification(0,(possible state(State,FinalState) 

4 possible action(do(A,State)) ^
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5 possible state(do(A,State),FinalState))).

� the whole model is included at appendix B



For convenience of reading we have numbered the lines in correspondence
with the code of appendix B. The declarative meaning of this top level goal of
the speci�cation is as follows: State must be a valid state of the system and this
is de�ned by stating that possible state(s0,State) must be true. This has
e�ect of producing a valid State, starting with s0 as in initial state(line 1). This
is true if FinalState is a valid state of the system which can be reached from
State. In the simplest case, this is true if FinalState=State(line 2). Otherwise,
it will be true if there is a possible action, A, which can be applied to State and
the new state described by do(A,State) leads to FinalState.

In order to reason about the validity of various states of the system the
speci�er introduces a predicate, holds(C,S), where condition C holds in state S.
Three conditions are modelled: the location of an animal; whether it has been
eaten; and which squares it has visited. For the purpose of demonstrating the
error detection, we list here chunks of the speci�cation that include potential
error occurrences in describing the condition of animal location:

11 specification(0,(holds(location(a,(1,1)),s0)  true)).

12 specification(0,(holds(location(b,(2,2)),s0)  true)).

13 specification(0,(holds(location(c,(3,3)),s0)  true)).

14 specification(0,(holds(location(A,G),State)  : State=s0 ^

15 animal(A) ^

17 last location(A,State,G))).

At lines 11-13, the speci�er de�nes the locations of the animals in the initial
state, s0. In lines 14-17 de�nes the location of any animal in states other than s0.
In such states an animal has a location determined by its most recent position in
the sequence of actions. However, as we will see below there is a serious omission
in this representation which will lead to undesirable behaviour of the model. This
is detectable with the use of domain knowledge as expressed by the ontology.

Ontological constraints Although the speci�cation is constructed based on
the ontology's syntax and semantics, it should conform to various domain-speci�c
constraints on the use of the ontology. For example, in order for an animal to
exist at a particular location on the system it should not have been eaten in the
meantime. Thus, a predator and a prey cannot be at the same square at the
same state. We represent this constraint as follows:

60 axiom(1,holds(location(A,G),S),

61 (predator(A,B),

62 : holds(location(B,G),S))).

Lines 60-62 represent the ontology's axiom. As we will see the speci�er will
have to rede�ne the holds/2 clause with respect to animals location in order to
conform to the ontological axiom given above.
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Test query Assume a speci�cation which has no errors, we can use the model
by asking: `Is there a state of the system in which animal, a, gets eaten?' giving
the Prolog goal:

| ?- onto solve((possible state(S),holds(eaten(a),S)),[]).

The Prolog interpreter would then use the de�nitions of model structure 6

to solve this goal, instantiating S to a sequence of potential moves. The result is
given below diagrammatically in �gure 3 and in Prolog form:

S = do(move(c,(2,3),(2,2)),do(move(c,(3,3),(2,3)),

do(move(a,(2,1),(2,2)),do(move(a,(1,1),(2,1)),s0))))
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Fig. 3. Sequence of moves

As we can see, animal a has moved from its initial position (1,1) to (2,2)
through square (2,1). Animal c, which preys on a, has moved from its initial
position (3,3) to (2,2) and this satis�ed the condition of holds(eaten(a),S).
Note that animal b has removed from the simulation since its predator, animal
a occupies the same square in the grid, that is (2,2).

However, assume the speci�cation of our case(lines 14-17), on backtracking
an erroneous answer will be returned to the same query. The Prolog answer is
given followed by an illustration in Figure 4:

S = do(move(a,(3,2),(3,3)),do(move(b,(3,2),(3,3)),

do(move(a,(2,2),(3,2)),do(move(b,(2,2),(3,2)),

do(move(a,(2,1),(2,2)),do(move(a,(1,1),(2,1)),s0))))))
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Fig. 4. Erroneous sequence of moves

6 refer to appendix B for the representation of the model in Prolog
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It is obvious that there is a problem with this answer. We observe a contra-
diction with the problem constraints: animal b continues to exist and actively
moves although its predator, animal a, has visited its location to the grid, that is
(2,2). This discrepancy is detected from the ontological axiom given above and
explained in the next section.

Errors detected The error is detectable by the ontological axiom of lines 60-62.
We illustrate the result diagrammatically in the form of a proof tree as shown
in �gure 5.

possible_state(S) and hold(eaten(a),S)
S=do(move(c,(2,3),(2,2),State))

S=do(move(a,(3,2),(3,3),State))

possible_action(do(move(c,(2,3),State))

predator(c,a)predator(b,a)

holds(location(a,(3,2),State) holds(location(c,(2,3),State)

holds(location(a,(2,1),State)

holds(location(a,(1,1),[ ])

holds(location(a,(2,2),State) ......

......

......

holds(eaten(a),State)possible_action(do(move(a,(3,2),State))

holds(location(b,(2,2),State)

holds(location(a,(1,1),[ ])

holds(location(a,(2,2),State)

holds(location(a,(2,1),State)

holds(location(b,(3,3),State)

......

......

......

......

......

Fig. 5. Proof trees

The right part of the tree is the correct one while the left one is the ontolo-
gically erroneous path that has been followed. State variable S is instantiated to
two values: the correct one is in plain font while the erroneous is in italics. In the
right tree we have place in ellipses the goals that has been satis�ed conjunctive
arcs connecting them. The erroneous tree which is surrounded by a dashed line
shows the correspondent satis�ed goals within rectangle boxes. The rectangle
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box with a dashed line border represents the goal that does not conform to the
axiom. This is reported by the mechanism as follows:

|?-onto solve((possible state(S),holds(eaten(a),S)),[]),report errors.

axiom violated(1,holds(location(a,(2,2)),do(move(a,(2,1),(2,2)),

do(move(a,(1,1),(2,1)),s0))),

(predator(a,X),

: holds(location(X,(2,2)),

do(move(a,(2,1),(2,2)),do(move(a,(1,1),(2,1)),s0)))))

we are using the reporting goal, report errors/5(appendix A) to provide in-
formation concerning the axiom violated as well as the execution path that has
been followed but we don't present it here for brevity.

In terms of meta-interpreter the discrepancy found, because the
: holds(location(B,G),S) clause was not satis�able by the interpreter. As we
pointed out earlier(3.1) axioms that are not satis�able by the interpreter denote
an error occurrence.

If we check the axiom that has not been satis�ed we see that animal b con-
tinues to exists even after animal a visited its location. This is because animal
b failed to satisfy the condition of line 62, in which `an animal cannot hold the
same position as its predator at the same state'. But what triggered this error?

If we examine carefully the speci�cation of location condition we will discover
an important omission: In order for an animal to keep a particular position on
the grid at a particular State it should not get eaten by its predator at the same
State. This could added to the speci�cation by the statement:
:holds(eaten(A); State)
This statement, which is added to the speci�cation manually by the speci�er as a
subgoal of holds(location(A,G),State) resolves the discrepancy. Our system,
currently, does not support correction of conceptual errors.

5 Discussion

5.1 Checking the ontological constraints

How we can be sure that the ontological constraints are correct? Whether they
are provided by ontological engineers in the form of ontological axioms or are
domain speci�c error conditions they may be erroneously de�ned. This could
lead to an erroneous error diagnosis with pernicious side e�ects. However, our
proofs that error exist are done using the same mechanism as for speci�cations,
making it possible to de�ne constraints on error ontologies.

The advantage of this approach is that we can use the some core mechanism,
the meta interpreter program, to check many speci�cations and their ontological
constraints simultaneously. A key decision we made here is to use the same
kind of augmentations to our meta interpreter model so that it can be used in
many layers without the need of amendments. A diagrammatic version of the
mechanism is given on Figure 6.
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Fig. 6. Multi-layer architecture

This multi layered architecture is used as follows: assume that at the lower
layer a speci�er constructs the speci�cation which we hope conforms to the syn-
tax and semantics of the chosen ontology. The speci�cation should also conform
to the ontological constraints provided by the ontology - which can be checked
with our mechanism as shown in the examples on a previous section(4). This
will guarantee that the speci�cation is correct with respect to the parts of it that
conform to the ontological constraints.

However, if ontological constraint has been erroneously de�ned we can check
this for error with our exible mechanism. Ontological constraints are checked
for errors against another set of constraints which can be viewed as meta-level
constraints. They are part of the ontology and their use is to verify the cor-
rectness of the constraints. The result of this check will be the detection of an
error, if any, in the ontological constraints. Ultimately, this layer checking can
be extended to an arbitrary number of layers upwards, until no more layers can
be de�ned.
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The advantage is that we can capture a wide variety of errors occurring at
di�erent layers of the speci�cation. It is possible to view the axioms introduced
at each layer of error checking as an ontology and to check these for each query
of the program by using the same mechanism.

Another use of this multi-layer architecture is in the area of ontology con-
struction. It is often stated ([2]) that ontology construction can be viewed as a
software design process. Moreover, the lack of rigorous evaluation methods dur-
ing their construction will make prospective users reluctant to adopt an ontology.
Assuming a middle-out or a bottom-up way of construction 7 this mechanism
can be applied in order to detect discrepancies at various layers of the ontology
or phases of its construction.

5.2 Conclusions

Our work contributes to existing work in error checking in speci�cations. The
occurrence of conceptual errors which plague the speci�cations is of a great
concern for the software engineering community and various attempts to tackle
the problem have been made([20],[18],[7]). However, we are aware of no system
that deploys ontological axioms to check for conceptual errors. In doing this we
connect domain knowledge with the speci�cation to facilitate error check for
conceptual errors whereas other traditional techniques(e.g. debugging, program
tracers) fail to reveal those errors. Our mechanism is exible and can be used as
a supplement to normal checking procedure without a�ecting the test strategy
used.

Our work also contributes to ongoing work in the area of applications of
ontologies. It proposes a di�erent use of ontologies which diverge from the tra-
ditional ones(reuse, knowledge sharing). This use is(arguably) easier to apply
since it relies on selective usage of ontological constraints tailored to domain spe-
ci�c problem descriptions. Furthermore, the multilayered approach we present is
exible to assist ontological engineers perform speci�c tests during the various
phases of ontology construction with respect to domain knowledge.

Acknowledgements

The research described in this paper is supported by a European Union Marie
Curie Fellowship(programme: Training and Mobility of Researchers) for the �rst
author and a EPSRC IT Advanced Fellowship for the second author.

References

1. R. Benjamins and D. Fensel. The Ontological Engineering Initiative-KA2. In
N. Guarino, editor, Proceedings of the 1st International Conference on Formal

Ontologies in Information Systems, FOIS'98, Trento, Italy, pages 287{301. IOS
Press, June 1998.

7 see [8] and [27] for a discussion on various ways of ontology construction

220 Y. Kalfoglou and D. Robertson



2. M. Blazquez, M. Fernadez, J.M. Garcia-Pinar, and A. Gomez-Perez. Building
Ontologies at the Knowledge Level using the Ontology Design Environment. In
Proceedings of the 11th Knowledge Acquisition Workshop, KAW98, Ban�, Canada,
April 1998.

3. P. Borst, H. Akkermans, and J. Top. Engineering Ontologies. In Proceedings of

the 10th Knowledge Acquisition for Knowledge Based Systems Workshop,Ban�,

Canada, 1996.
4. G. Cleland and D. MacKenzie. Inhibiting Factors, Market Structure and the Indus-

trial Uptake of Formal Methods. In Proceedings of Workshop on Industrial-Strength

Formal Speci�cation Techniques, pages 47{61, Orlando(Florida) USA, April 1995.
Boca Raton, Florida, USA.

5. Enterprise Integration Laboratory, University of Toronto, Canada. TOVE Project.
available from http://www.ie.utoronto.ca/EIL/tove/ontoTOC.html, July 1995.

6. M. Fernandez, A. Gomez-Perez, and N. Juristo. METHONTOLOGY: From On-
tological Arts Towards Ontological Engineering. In Proceedings of the AAAI-97

Spring Symposium Series on Ontological Engineering, Stanford, USA, pages 33{40,
March 1997.

7. A. Finkelstein. Reviewing and Correcting Speci�cations. Instructional Science,
21:183{198, 1992.

8. N. Fridman Noy and C.D. Hafner. The State of the Art in Ontology Design: A
Survey and Comparative Review. AI Magazine, pages 53{74, 1997.

9. N. Fuchs. Speci�cations are (preferably) executable. Software Engineering Journal,
pages 323{334, September 1992.

10. N. Fuchs and D. Robertson. Declarative Speci�cations. The Knowledge Engineer-
ing Review, 11(4):317{331, 1996.

11. T.R. Gruber. A Translation Approach to Portable Ontologies. Knowledge Acquis-
ition, 5(2):199{220, 1993.

12. M. Gruninger. Designing and Evaluating Generic Ontologies. In Proceedings of

the 12th European Conference of Arti�cial Intelligence, August 1996.
13. M. Gruninger and M.S. Fox. Methodology for the Design and Evaluation of On-

tologies. In Proceedings of Workshop on Basic Ontological Issues in Knowledge

Sharing, Montreal, Quebec,Canada, August 1995.
14. N. Guarino. Formal Ontology and Information Systems. In N. Guarino, editor,

Proceedings of the 1st International Conference on Formal Ontologies in Informa-

tion Systems, FOIS'98, Trento, Italy, pages 3{15. IOS Press, June 1998.
15. N. Guarino and P. Giaretta. Ontologies and Knowledge Bases: Towards a Ter-

minological Clari�cation. Towards Very Large Knowledge Bases, 1995. IOS Press,
Amsterdam.

16. Z. Jin, D. Bell, F.G. Wilkie, and D. Leahy. Automatically Acquiring Requirements
of Business Information Systems by Reusing Business Ontology. In Gomez-Perez,A.
and Benjamins,R., editor, Proceedings of Workshop on Applications of Ontologies

and Problem Solving Methods, ECAI'98, Brighton, England, August 1998.
17. J. Lee, M. Gruninger, Y. Jin, T. Malone, A. Tate, G Yost, and other members

of the PIF working group. The PIF Process Interchange Format and framework.
Knowledge Engineering Review, 13(1):91{120, February 1998.

18. Luqi and D. Cooke. How to combine nonmonotonic logic and rapid prototyping
to help maintain software. International Journal of Software Engineering and

Knowledge Engineering, 5(1):89{118, 1995.
19. W. Mark. Ontologies as Representation and Re-Representation of Agreement.

In Proceedings of the 5th International Conference on Principles of Knowledge

221Use of Formal Ontologies to Support Error Checking in Specifications



Representation and Reasoning, KR'96, Massachusetts, USA, 1996. Position paper
presented on the panel: Ontologies: What are they and where's the research.

20. W. Mark, S. Tyler, J. McGuire, and J. Schossberg. Commitment-Based Software
Development. IEEE Transactions on Software Engineering, 18(10):870{884, Octo-
ber 1992.

21. S. Polyak, J. Lee, M. Gruninger, and C. Menzel. Applying the Process Interchange
Format(PIF) to a Supply Chain Process Interoperability Scenario. In A. Gomez-
Perez and R. Benjamins, editors, Proceedings of Workshop on Applications of On-

tologies and Problem Solving Methods, ECAI'98, Brighton, England, August 1998.
22. D. Robertson, A. Bundy, R. Muetzefeldt, M. Haggith, and M. Uschold. ECO-

LOGIC Logic-Based Approaches to Ecological Modelling. MIT Press, 1991. ISBN:
0-262-18143-6.

23. L. Sterling and E. Shapiro. The Art of Prolog. MIT Press, 4th edition, 1994. ISBN:
0-262-69163-9.

24. M. Uschold. Knowledge level modelling: concepts and terminology. The Knowledge
Engineering Review, 13(1):5{29, February 1998.

25. M. Uschold. Where are the Killer Apps? In Gomez-Perez,A. and Benjamins,R.,
editor, Proceedings of Workshop on Applications of Ontologies and Problem Solving

Methods, ECAI'98, Brighton, England, August 1998.
26. M. Uschold, P. Clark, M. Healy, K. Williamson, and S. Woods. An Experiment

in Ontology Reuse. In Proceedings of the 11th Knowledge Acquisition Workshop,

KAW98, Ban�, Canada, April 1998.
27. M. Uschold and M. Gruninger. Ontologies: principles, methods and applications.

The Knowledge Engineering Review, 11(2):93{136, November 1996.
28. M. Uschold, M. King, S. Moralee, and Y. Zorgios. The enterprise ontology. Know-

ledge Engineering Review, 13(1), February 1998. Also available as AIAI-TR-195
from AIAI, University of Edinburgh.

A Error checking meta interpreter

1 onto solve(Goal,Path):- solve(Goal,Path,0).

2 solve((A,B),Path,Level):- solve(A,Path,Level),

3 solve(B,Path,Level).

4 solve((A;B),Path,Level):- solve(A,Path,Level) ;

5 solve(B,Path,Level).

6 solve(n+ X,Path,Level):- n+ solve(X,Path,Level).

7 solve(X,Path,Level):- n+ logical expression(X),

8 predicate property(X,(meta predicate Z)),

9 solve metapred(X,Call,Path,Level),!,

10 Call.

11 solve metapred(findall(X,Z,L),

12 findall(X,solve(Z,Path,Level),L),Path,Level).

13 solve metapred(setof(X,Z,L),

14 setof(X,solve(Z,Path,Level),L),Path,Level).

15 solve(X, , ) :- n+ logical expression(X),

16 predicate property(X, built in),

17 X.

18 solve(X,Path,Level) :-

19 n+ (logical expression(X); predicate property(X,built in)),
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20 specification(L, (X :- Body)),

21 L =< Level,

22 solve(Body,[X|Body],Level),

23 NextLevel is Level + 1,

24 detect errors(X,Path,NextLevel).

25 detect errors(X,Path,Level):- error(Level,X,Condition),

26 solve(Condition,Path,Level),

27 record error(Level,X,Condition,Path,error),

28 fail.

29 detect errors(X,Path,Level):- axiom(Level,X,Condition),

30 n+ solve(Condition,Path,Level),

31 record error(Level,X,Condition,Path,axiom),

32 fail.

33 detect errors( , , ).

34 record error(Level,X,Condition,Path,Type):-

35 n+ found ontological error(Level,X,Condition,Path,Type),

36 assert(found ontological error(Level,X,Condition,Path,Type)).

37 report errors:- show errors,

38 clear errors.

39 show errors:- found ontological error(L,X,C,P,T),

40 ((T=error,

41 write(error condition satisfied(L,X,C)),nl,

42 write('path: '),write(P),nl);

43 (T=axiom,

44 write(axiom violated(L,X,C)),nl,

45 write('path: '),write(P),nl)),

46 fail.

47 show errors.

48 clear errors :- retractall(found ontological error( , , , , )).

49 logical expression(( , )).

50 logical expression(( ; )).

51 logical expression(n+ ).

B State Transition model

1 specification(0,(possible state(State):-possible state(s0,State))).

2 specification(0,(possible state(State,State):-true)).

3 specification(0,(possible state(State,FinalState):-

4 possible action(do(A,State)),

5 possible state(do(A,State),FinalState))).

6 specification(0,(possible action(do(move(A,G1,G3),State)):-

7 predator(A,B),

8 holds(location(A,G1),State),

9 holds(location(B,G2),State),

10 move in direction(A,G1,G2,State,G3))).

11 specification(0,(holds(location(a,(1,1)),s0):-true)).

12 specification(0,(holds(location(b,(2,2)),s0):-true)).

13 specification(0,(holds(location(c,(3,3)),s0):-true)).

14 specification(0,(holds(location(A,G),State):- n+ State=s0,
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15 animal(A),

16 n+ holds(eaten(A),State),

17 last location(A,State,G))).

18 specification(0,(holds(eaten(A),do(move(A, ,G),State)):-

19 predator(P,A),

20 holds(location(P,G),State))).

21 specification(0,(holds(eaten(A),do(move(P, ,G),State)):-

22 predator(P,A),

23 holds(location(A,G),State))).

24 specification(0,(holds(visited(A,G),s0):-holds(location(A,G),s0))).

25 specification(0,(holds(visited(A,G),do(move(A, ,G), )):-true)).

26 specification(0,(holds(Condition,do(move( , , ),State)):-

27 n+ Condition=location( , ),

28 holds(Condition,State))).

29 specification(0,(move in direction(A,(X1,Y1),(X2,Y2),State,(X3,Y3)):-

30 (X1<X2,X3 is X1+1,Y3=Y1;

31 X1>X2,X3 is X1-1,Y3=Y1;

32 Y1<Y2,Y3 is Y1+1,X3=X1;

33 Y1>Y2,Y3 is Y1-1,X3=X1),

34 n+ holds(visited(A,(X3,Y3)),State))).

35 specification(0,(last location(A,do(move(A, ,G), ),G):-true)).

36 specification(0,(last location(A,do(move(A1, , ),State),G):-

37 n+ A=A1,

38 last location(A,State,G))).

39 specification(0,(last location(A,s0,G):-

40 holds(location(A,G),s0))).

41 specification(0,(animal(a):-true)).

42 specification(0,(animal(b):-true)).

43 specification(0,(animal(c):-true)).

44 specification(0,(predator(a,b):-true)).

45 specification(0,(predator(b,c):-true)).

46 specification(0,(predator(c,a):-true)).

47 specification(0,(adjoining square((X1,Y1),(X2,Y2)):-

48 max x square(MaxX),

49 max y square(MaxY),

50 min x square(MinX),

51 min y square(MinY),

52 (X2 is X1+1,X2=<MaxX,Y2=Y1;

53 X2 is X1-1,X2>=MinX,Y2=Y1;

54 X2=X1,Y2 is Y1+1,Y2=<MaxY;

55 X2=X1,Y2 is Y1-1,Y2>=MinY))).

56 specification(0,(max x square(3):-true)).

57 specification(0,(max y square(3):-true)).

58 specification(0,(min x square(1):-true)).

59 specification(0,(min y square(1):-true)).

60 axiom(1,holds(location(A,G),S),

61 (predator(A,B),

62 n+ holds(location(B,G),S))).
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Abstract. Constructing Knowledge Base Systems using pre-existing generic
components rather than from scratch is a promising way of minimising devel-
opment time and facilitating evolution and maintenance. The concepts com-
monly used in describing KBS are tasks, PSMs (problem solving methods) and
domain knowledge. Developers have to select them from a library, then adapt
and link them so that they fit their specific needs. In order to help developers to
quickly understand, find, and configure the components1 best suited to their ap-
plications, we need to specify languages for describing the tasks, PSMs and do-
mains2 plus the different interactions between them. In this paper, we describe a
methodology for structuring a library which has different components and rela-
tionships defined through levels of description: meta- ontology, ontology library
and application. We propose the use of semantic and transfer links - often ap-
plied in databases systems and object modelling - to specify the relationships
between tasks, PSMs and domain knowledge and to use ontologies to describe
these concepts, improving thus their reusability and shareability.

1. INTRODUCTION

 Constructing an application using a library of reusable components is a promising
way to minimise development time and facilitate evolution and maintenance. In order
to help developers to quickly understand, find, and configure the components best
suited to their applications, component-oriented approaches need to specify first lan-
guages for describing components, second reuse methodologies standardising the
construction of reusable components and their structuring and indexing in libraries.
Existing knowledge engineering (K.E) approaches often use task, PSM and domain
knowledge concepts to describe a knowledge base system (KBS) at a knowledge level
(as opposed to implementation or symbol level [15]). This separation between the task
to achieve, the reasoning used to achieve it and the knowledge specific to the domain
allows viewing the construction of an application as an adaptation and a connection of
these three components.

                                                          
1 We use components referring to the concepts task, PSM, domain, and links and for their

specialisation
2 We use the term domain referring to the domain knowledge statement.

D. Fensel and R. Studer (Eds.): EKAW’99, LNAI 1621, pp. 225-242, 1999.
 Springer-Verlag Berlin Heidelberg 1999
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Different libraries, generally PSM ones, have been described in the literature,
among them: Generic Task and Task Structure[5], CommonKADS library [3], the
diagnosis library of Benjamins [1]. PSMs in these libraries are often described using
either task-specific terms like the CommonKADS library or the Benjamins diagnosis
library, or domain-specific terms like the Generic Task library. Task specific and
domain-specific PSMs are less reusable than generic ones. This is known as the us-
ability/reusability trade-off [10]. Other studies focus on ontology portability in order to
construct libraries of reusable PSMs, tasks and domains [6][2][13]. An ontology is an
explicit, partial account of a conceptualisation [7]. It provides a vocabulary of terms
and relations initially used to formally describe generic models of domains so that
they can be reused to describe different specific domains sharing the same structure.
As we can reuse tasks and PSMs, the notion of task ontology and PSM ontology has
appeared in recent works [2][6] referring to independent descriptions of them. Com-
parative studies can be found in [13] and [23].

 We think that a library should possess different sorts of components defined at dif-
ferent levels of description, like modelling-, generic- or application specific- compo-
nents, so that users can use/reuse a component at the appropriate level of specialisa-
tion. We have described in [14] the structure of a KBS model incorporating the three
main concepts - task, PSM, and domain knowledge. In addition, we introduce the
inter-concept link and the intra-concept link in order to clarify the different interac-
tions between tasks, PSMs and domain knowledge. These links are represented using
object modelling concepts: semantic [11] and transfer [17] links commonly applied in
data base systems and object modelling like OMT or UML.

 In this paper, we will first see a KBS described incrementally – at the knowledge
level - through different levels of abstraction: meta- ontology, ontology library and
application levels. Second we will see that the implementation (symbol) level we use
is an object one where the meta- ontology level is implemented as meta- classes while
the ontology library level and application level are implemented as classes. Then we
will concentrate on the library ontologies of semantic and transfer links. Finally, we
will introduce a way of reusing a component identifying: first the different library
users; second, the different steps needed to construct reusable components; finally a
way of constructing an application which (re)uses components from the library.

2. KNOWLEDGE ABSTRACT LEVELS

We can use different abstract levels to describe a KBS at the knowledge level [8]
[9]. For our case we have identified three levels of abstraction (fig. 1): meta- ontology,
ontology library and application.
1. The meta- ontology level describes the basic concepts needed to describe a KBS.

Thus, at this level, we identify generic types of concept: task, PSM, domain knowl-
edge plus inter- concept link and intra- concept link (fig.2.C).

2. The ontology library level enables the description of different sorts of ontology -
task, PSM, domain and links. It can be decomposed into different layers according
to their degree of specialisation.
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3. The application level is concerned with describing applications. An application is
constructed using task-, PSM- and domain-ontologies specialised, if needed, using
intra-concept links, and linked using inter-concept links (fig. 12). We will see these
levels in more detail in the next sections.

Ontology Library
Level

Meta- Ontology Level

Application Level

Is described by

Uses

Fig. 1. Abstract levels

3. THE META- ONTOLOGY LEVEL

The meta- ontology level permits a precise description of the main components
needed to model a KBS for purposes of sharing and reuse. This meta- ontology level
corresponds to the representation level in [24].

DOMAIN

TASK PSM

 inter-concept link

 intra-concept link Transfer link

Semantic  link

DO M A IN

T ASK PSM

Fig. 2.a The concepts of the Y- model Fig.2.b The modelling components

The three concepts used in constructing a KBS - task, PSM and domain - give this
model a characteristic Y-shape. In order to clarify the different kinds of relationship
between these three concepts, we use two sorts of link - inter-concept and intra-
concept. An inter-concept link describes relationships between concepts of different
sorts: task/PSM, PSM/domain or task/domain. An intra-concept link describes the
ones between two concepts of the same sort: task/task, PSM/PSM or domain/domain.
These links are bi-directional but, for simplification, we use undirected links, consid-
ering for example task/PSM and PSM/task links as being the same (fig. 2.a). An inter-
concept link is used to link two different concepts and can transfer information be-
tween them; examples are mapping or transferring information between tasks and
PSMs. We describe this link using semantic and transfer links. Intra-concept links are
described the way inter-concept ones are, using semantic and transfer links, but the
concepts they link are of similar sort (fig 2.b).
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Meta-level ontology

semantic link transfer link

  inter-concept
link

Task PSM Domain   intra-concept
link

Ymodel concept

Fig.2.c The modelling components at the meta- ontology level

3.1TASK META- ONTOLOGY LEVEL

A task at the meta-ontology level is specified by its name, which is a unique term
designating it, its input/output, the goal it is to reach and the semantic and transfer
links attached to it.

name              <task-name>
  goal              <task-goal>
 input              <input-concepts>
  output           <output-concepts >
 semantic        <semantic-names >
 transfer          <transfer-names>

The attributes are in italics while their value types are enclosed in angle brackets
“<” “>”. We do this for simplicity but we can also describe them using formal lan-
guages like ontolingua, loom, etc.

3.2PSM META- ONTOLOGY LEVEL

A PSM meta-ontology level is specified by its name, its input/output, its compe-
tence to achieve tasks, and the semantic and transfer links attached to it.

name                   <PSM-name>
input                   <input-concepts>
output                 <output-concepts >
competence         <assumptions>
semantic              <semantic-names>
transfer              <transfer-names >

3.3DOMAIN META- ONTOLOGY LEVEL

The domain meta- ontology level can be specified by the concepts of domain, the
relations between these concepts and their characteristics allowing a leveraged do-
main description, plus the different links attached to it. The reader can refer to the
work done in [24] for a categorisation of domain ontology levels.
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name                      <domain-name>
Domain_Concepts  <domain-concepts>
Domain_Relations  <domain_concept x domain_concept>
 Characteristics
 semantic               <semantic-names>
 transfer                 <transfer-names >

3.4SEMANTIC LINK META- ONTOLOGY LEVEL

The definition of a semantic link: A semantic link as it is defined in object mod-
elling describes a relation between two or more concepts. Its semantics can express an
association (logical, physical, etc.), a composition, a specialisation, etc. It has its own
semantics and behaviour - allowing the concepts it relates together to communicate
and collaborate [11]. It is often used in data modelling (data base systems, or CAD )
so that semantic information is not distributed among related concepts but defined in
an entity of its own, thus enabling modularity and reusability. In our model, we use
binary semantic links (fig.3) because studies in object modelling demonstrate that it’s
easier to manipulate them, and tuple relations can be represented as a number of bi-
nary relations.

Optimization
Task

Simulated
annealing

PSM

Realised by

Fig. 3. . Example of a semantic relation

In our model, we describe a semantic link using the attributes:
1. from and to links defining the source and destination concepts.
2. roles determining the roles the source and the destination play in the link. These

roles can help to identify the semantic link best suited to a specific case.
3.  semantic attributes describing the semantic properties of the links. These proper-

ties allow improving their representation while simplifying their handling [11].
These properties are:
� Exclusivity/ sharing: Exclusivity expresses the limitation that a concept refer-

enced by an exclusive semantic link of any one family cannot be referenced by
further semantic links of the same family. Links of other, different, families
however are permitted - examples of families being composition and association.
If, for instance, a component is referenced by an exclusive composition link, it
cannot be referenced by another composition (part of) link but it can be refer-
enced by say an association link. The sharing property specifies the converse.

� Dependence/ independence : Dependence specifies that a destination component
is dependent for its existence on its source component. If a source component of
a semantic link is destroyed, that implies the destruction of the destination com-
ponent referenced by the same link. Independence is the opposite of dependence.
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� Predominance / non-predominance : The semantics of predominance and non-
predominance is symmetric to dependence and independence. Predominance
specifies the case where the source concept is dependent on the destination one.
Non-predominance is the converse.

� Cardinality/ Inverse cardinality: Cardinality is defined as an interval [card min,
card max] where card min ( card max) expresses the minimal (maximal) number
of target concepts that can be associated with a source concept. Inverse cardi-
nality is defined the same but for a target concept.

4. Transfer link : defines the transfer link associated with the semantic link.
name :    <semantic-link-name>
from   :   <from-concepts>
to :         < to-concepts>
Roles:    <from-role; to-role>
Transfer < associated transfer name>
Semantics attributes

3.5TRANSFER LINK META-ONTOLOGY

Definition of a transfer link : A transfer link [17] expresses the transferability of
information between concepts. It may in addition have transfer functions for trans-
forming the information it transports between source and target concepts. A transfer
link (fig. 4)may be associated with a semantic link.

Translator definition: A transfer is composed of a set of translators describing in-
formation propagation between related concepts. Each translator defines informa-
tion propagation between the attributes of linked concepts and specifies the transfer
function used to translate the information being sent.

Optimization
Task ontology

Simulated annealing
PSM ontologymapping

Fig. 4. Transfer link example

Name :          <transfer-name>
Semantics :    <associated semantic link name>
source :        <source-concepts>
destination :  <destination-concepts>
translator :   <translator-names>

Name    <translator-name>
Input     < source -attributes >
output   < destination-attributes >
 Transfer-functions

Reusing transfer links for different semantic links: A question that springs to
mind is: why separate transfer link from semantic link?. The answer is that it enhances
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reusability as the same transfer link can serve two different semantic links. An exam-
ple we give for this is the derivation link used for evolution management in object
design. This link permits linking versions of a class (component) to the initial one. A
version can be derived by deletion of, addition to, or modification of an existing com-
ponent. Many methodologies have confused derivation link with inheritance (since
inheritance permits addition and modification). Some alter the inheritance link so that
it fits derivation, using inheritance with exceptions or adding constraints. We can
reuse the transfer applied for inheritance, adapt it so that it can support information-
deletion and reuse it for this link.

4. ONTOLOGY LIBRARY

At this level, we can describe a number of different sorts of ontology, among them:
task, PSM, domain, semantic link and transfer link (fig. 5).

S-link1, …
T-link1,…

  Semantic link
PSM Domain

Transfer link

S-link 1.1,…

Task

T 1 T 2,…

T 1.1….

PSM1 PSM 2,..

PSM1.1

D1 D
2

D1.1….

Task ontologies PSM  ontologies Domain ontologies
Semantic link

ontologies
Transfer link

ontologies

T-link1.1,…

Fig. 5. The different ontologies of the library

4.1TASK, PSM, AND DOMAIN KNOWLEDGE ONTOLOGIES

Tasks, PSMs and domains can be seen at this level as an extended Y-shape with
several branches - as in fig. 6. Task branches describe types of task such as: diagnosis,
configuration, and conception. PSM branches describe PSM types such as:  classifi-
cation, abduction, qualitative simulation; domain branches describe domains like:
networks, medicine, cardiology. Task T1 for instance is specialised into T’1 as design
and parametric design; D1 is specialised into D’1 such as : networks and telecommuni-
cation networks ; and PSM2 is specialised into PSM’2 as : union of n sets and union of
two sets. Examples of such ontologies can be found in [18]. Following the example in
fig. 9, we have the example of an optimisation task.
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  goal            find the best realisable solution among a set of possible ones
 input             the cost function ; set of constraints; set of realisable solutions
  output          the best solution
 realised-by    optimisation-realisation link
  association   optimisation-association link
 transfer         optimisation-transfer link
 strategy         optimisation-strategy

Domains

PSMsTasks

PSM1

D1

D’1

D2
D3

PSM3
PSM’2

PSM2

T1

T’1

T2

T3

Fig. 6. Library : the extent Y model

4.2Semantic Link Ontology
The semantic link definition we gave at the meta-ontology level section corre-

sponds to the studies in object modelling [11] but what about the other disciplines?.
Semantic relations (or links) have been studied by a number of different disciplines -
among them linguistics, logic, psychology, information systems, and artificial intelli-
gence (Winston et al. 88, Herrmann & Chaffin 87, Iris et al. 88, Woods 91, Dahlberg
94, Priss 96). The reader can find a comparison of these studies in [20]. For ontology
design, reader can refer to [16] for a comparison of some ontologies and their different
use of relations. For our case, we have focused our work on two large, well-known
categories, often used in object modelling, and used in the Y-model. These two cate-
gories are inclusion - where inheritance and composition (part of) are frequent - and
association.

Temporal

Semantic link

Inclusion Association

TemporalInheritance
(Class
inclusion)

Connexion

Realised by Uses

Control

Sequential Parallel Loop

Physical
Strategy

Structural Functional Use

Derivation Composition
(Structural/
functional )

SpatialSpatial

Fig. 7. Some semantic links (relations)

232 M. Oussalah and K. Messaadia

Optimisation_Task ontology

 name            optimisation



EKAW 99      9

In fig.7 we have listed our hierarchy of semantic links, based on the different linguistic
studies we have mentioned [21] [26]. For reasons of space, we haven’t listed all the
hierarchy classes.

Inclusion
The inclusion link specifies that a concept includes other concepts. This inclusion is

then refined as structural, functional, spatial, temporal and class inclusion.

name :   <Inclusion-name>
sort of:  <semantic relation>
from      <from-concept>
to :        <to-concept>
Roles:    < sub set, set>
Transfer <transfer- inclusion>

Inheritance (Class inclusion)
This link defines the inheritance link. Its main characteristic is similarity, permit-

ting differentiation from other sorts of inclusion link (we refer to the work done on
similarity of inheritance links in [21]). The source concept should then be similar to
the destination concept.

name : <sort-of>
sort of: <inclusion>
from   : <from_concept>
to :       <to_concept>
Roles: <subtype , super-type >
Transfer <transfer sort-of>

Composition (structural and functional inclusion)
The composition link connects a source concept called composite to another con-

cept called component. This link is known as “part of” in ontology design. Readers
can refer to [16] for a comparison of the use of the part of link in ontology design.

name : <Composed of-name>
sort of: <inclusion>
from   : <from_concept>
to :       <to_concept>
Roles: < composite, component >
Transfer <transfer composition>

Derivation
Often confused with inheritance, this link states that a destination concept is de-

rived from a source concept. It is often used for evolution management in object de-
sign.
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name : <sort-of>
sort of: <derivation>
from   : <from_concept>
to :       <to_concept>
Roles: <versioned, version >
Transfer <transfer version>

Association
The association link relates two concepts. It contrasts with inclusion which consists

of constructing a concept from other concepts. The association can be structural, func-
tional, spatial, or temporal.

name        <association-name>
Sort of      <semantic link>
 from        <from-concept>
 to             <to-concept>
Roles        < from-role; to-role >
Transfer   <transfer- association>

Functional Connection
This link defines a functional connection where the linked concepts are associated

together to realise a specific function. The realised-by link used in the Y-model is a
sort of functional connection.

name : <realised by-name>
sort of: <functional-connection>
from   : <from-concept>
to       : <to-concept>
Roles : < problem type; resolution method>
Transfer <transfer-functional>

Control link
This link is used in the Y-model for specifying the order of the components invoca-

tion. It is a sort of temporal connection

Name  < control-name>
sort of <temporal association >
from <from-concept>
 to <to-concept>
Roles <scheduler; schedules>
Transfer <transfer name>

4.3Transfer links Ontology
Transfer link defines a transfer of information between the concepts it relates. We

have defined a hierarchy of some of the common transfer links we can use in our
model (fig.8). An example of mapping transfer might be renaming - where the source-
attribute is renamed to the destination-attribute name.
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Name  <translator-rename-name>
Sort of   <translator>
input     <attribute-source>
output   <attribute-destination>
 transfer function <rename(attribute-

source, attribute- destination)>

And, or,… Fusion,identity,change-type,rename,…Add, div, Mult,…

Transfer link

User…mapping

translator

arithmetic logic

Is composed of

Fig. 8. Different sort of transfer links

4.4 SEMANTIC AND TRANSFER LINKS ONTOLOGIES OF THE Y-MODEL

Now that we have defined a generic ontology of semantic links, we will see in this
section the ones we use in the Y model.
Inter concept- semantic and transfer links: the various sorts of inter-concept se-
mantic links used in the Y-model are:
• PSM/domain link: The association of a PSM with a domain describes the knowl-

edge that the former requires from the latter. In order to consider a PSM as a
black box, its knowledge requirements are specified using assumptions. We use
association link to represent it. Data transfers between tasks and PSMs, as well as
their inter-ontology mapping [22], are defined using mapping transfer links.

• Task/domain link: This link describes the association of a task with a domain in
terms of knowledge requirements. We use an association link as defined below to
specify it. The transfer can be defined using mapping transfer links.

• Task/PSM link : A task can be realised-by (achieved) either one or several PSMs
and each PSM can decompose a task into sub-tasks. These in their turn, are real-
ised-by sub-PSMs, until reaching terminal and non-decomposable PSMs. We de-
fine two new semantic links expressing the task/PSM relations. We refer to them
as: realised-by and composed-of (fig. 9). The associated transfer link allows for,
amongst other things, inter-ontology mapping.
� The Realised-by link: It allows relating a task to the different PSMs helping to

achieve it.
� The Composed-of link:  It expresses the decomposition of the PSM into differ-

ent sub-tasks.
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User inter-concept link: In the generic semantic link hierarchy defined in fig. 7, the
user can define their own inter-concept semantic link.

PSM

Task

Composed of link

Realised by link

Simulated Annealing

Optimization

movement cost make
choice

validation

 modify

initial
configuration

init
make_mo
vement

calculate the
cost

make_ch
oice

Fig. 9. The decomposition/realisation graph

The figure above gives the Task/PSM decomposition of a specific and real case. It
concerns the optimisation of concentrator locations in an access network. The concen-
trator location problem aims to find the number of concentrators, their locations, and
the connection of terminals to concentrators. We can use a simulated annealing algo-
rithm (PSM) to find the optimal configuration. As this PSM is often used for many
other problems, we need to describe a generic simulated annealing and optimisation
task using terms such as realisable solution, optimal solution - rather than concentra-
tors, terminals;  etc (see the example of optimisation task ontology in section 4.1).
Then transfer links can be used for terminology mapping.

Transfer link

Realised by link

Composed of
link

Linked concept

unlinked ConceptDOMAINS

PSMs

D’1

D2
D3

PSM’2

T1

T’1

T2

PSM1

PSM2

PSM3
T3

TASKS

D1

D’2

Fig. 10. The different types of inter-concept links : The extended Y model

In fig. 10, the full circle represents a chosen task T1 which is realised-by PSM1 and
PSM3 following a specific control in the domain D’2. In this extended Y model, we can
take various entry points: for a given task T1, we can find : the PSMs which can carry
it out - through the task/PSM realised-by link; the domains where it can be applied -
through the task/domain association link (fulfilling its knowledge requirements). We
can also take a given PSM such as PSM1, and find its sub-tasks through the composed-
of link and the domains to which it applies (in this example, T2, T3 and D’2). We can
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also take a domain as an entry point (D’2) and find the tasks and PSMs where it can be
used ( in this example T1, PSM1 and PSM2).
Intra-concept semantic links : we have identified the various sorts of intra-concept
semantic links (fig. 11) used in the Y-model as:
• Specialisation link: it is used to specialise a task, a PSM, a domain or a link.
• Instantiation link : it is used to instantiate a concept. The concept can be a task,

PSM, or domain, or a link.
• Control link: it specifies the order of  invocation of tasks or PSMs, or the union of

two domains.
• Strategy link: this specifies the strategic knowledge used when there is a choice to

be made among PSMs, tasks, or domains.
• User intra-concept link: as for inter-concept links, the user can extend the links

we have identified by defining his/her own intra-concept link.
Intra-concept transfer links : Transfer links allow the propagation of information
between related concepts: task/task and PSM/PSM used in the decomposi-
tion/realisation graph (fig. 9); and domain/domain for a mapping between domains
sharing common structures such as electrical and telecommunication networks.

Specialisation

Control

Strategy

DOMAINS

T2 T3

D1

D’1

D2

TASKS

T1

T’1
PSM’2

PSM1

PSM2

PSM3

PSMs

Association

Fig. 11.  Intra-task,  intra-PSM and intra-domain links

5. THE APPLICATION LEVEL

Our library is composed of: task, PSM, domain, semantic link and transfer link on-
tologies. Applications are collections of related task, PSM, domain knowledge com-
ponents using inter-concept – like the realised-by - and intra-concept links - like the
specialisation link. The related components making up applications are like ‘Lego’
bricks. Such a structure allows swapping one component with another without gener-
ating a knock-on series of changes in the overall application. This is in contrast to the
more common glue architectures, where components are glued together into more
rigid applications in which small changes can have numerous and large repercussions.
In the figure below, we can see an example of an application for planning an access
network domain. We take a telecommunication domain ontology from the library. We
assume that this component has been already created. We specialise this component -
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using the specialisation intra-concept link - into an access network domain. We see
that linking the optimisation task with the simulated annealing PSM is done using the
realised by semantic inter-concept link and the mapping transfer inter-concept link.

Application level
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Simulated Annealing PSM
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Fig. 12. Library and application ontologies

6. IMPLEMENTATION LEVEL

The different hierarchies of the Y-model are represented as objects using meta-
class and class hierarchies (Fig. 13). The construction of the instantiation graph per-
mits to create classes and instances.
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Fig. 13. Implementation level
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1. The meta- ontology level is represented at the meta-class level: Task, PSM, do-
main, semantic links and transfer link meta-ontologies are represented as meta-
classes.

2. The ontology library level is defined by instantiating the meta-classes listed above
- for representing the different sorts of task, PSM, domain, semantic link and
transfer link ontologies as classes. The inheritance graph enables us to maintain
the levels of abstraction of the different sorts of semantic and transfer link and the
specialisation degree (generic or more specific) of task, PSM and domain ontolo-
gies.

3. The application level is also at the class level where an application uses the dif-
ferent classes of the library.

7. HOW TO REUSE A COMPONENT?

Before talking about ways of reusing components, we have to know something
about the different sorts of users of the Y-model. In order to construct and manage the
Y-model library, we distinguish four different ones, each having a specific function in
the overall development:
1. The infrastructure builder (I.B) has to define the modelling components used to

build the infrastructure. In the Y-model, the I.B will define the meta-classes.
2. The application builder (A.B) is the domain expert and will instantiate the meta-

classes for describing his/her specific components. The A.B is concerned by the
library ontologies level.

3. The Reuse Engineer (R.E) or library manager will construct and manage the li-
brary. This is composed of generic parts: generic meta-class components defined
by the infrastructure builder and reusable components and reusable applications
defined by the application builder (see fig 14). Before accepting a component or
application into the library, the R.E has to verify if:
• the components are well documented and well tested;
• the standards are respected;
• the components are well used in the applications;
• we are not developing already existing components and applications.

4. The End User (E.U) instantiates specific applications in order to solve real prob-
lems (feeding in the initial values of the problem).

4
2

6

1

3
5

A.B

EU

R.E

I.B

1,2,3 forreuse
4,5,6 byreuse

Fig. 14. Reuse methodology
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In fig 14, we can see an example of the different interactions between the 4 Y-
model users. The reuse methodology is divided into two stages. The first one, called
for-reuse, concerns the construction of the components; the second, called by-reuse,
concerns the construction of the application by reuse and the adaptation of these
ready-made components.

1 : the application builder (A.B) identifies the components s/he needs and asks the
reuse engineer.

2 : the reuse engineer (R.E) asks the infrastructure builder (I.B) to represent the
needed components.

3 : the infrastructure builder gives the components to the R.E who will organise
them.

4 : the R.E will find and select the needed components and gives them to the appli-
cation builder.

5 : the application builder has to adapt and integrate them.
6 : finally, the End User will instantiate and use the applications.

The Reuse Engineer plays the pivotal role between the different users. By-reuse and
for-reuse stages can be seen as two process reuse engineering stages.

Iden tify R epresen t &
organize

For- reuse en gin eerin g B y- reuse en gin eerin g

Find  &
se lect

A dap t In tegra te

Fig 15 Reuse process

A REUSE SCENARIO

Lot of works has been done concerning PSM, task and domain reuse. For our sce-
nario, we will take a transfer link as an example for the reuse-process (Fig 15):
1. The for-reuse stage concerns the library components construction. At this stage, if

an inheritance semantic link component is needed, the infrastructure builder will
use the transfer and translator meta classes to represent it. This link has to be or-
ganised later in the structured library.

2. By-reuse stage concerns the next step where we have existing reusable components.
If the application builder needs a transfer link for an evolution semantic ( see sec-
tion 3.5 ) s/he will ask for it from the library. Getting the inheritance transfer com-
ponent from the library, s/he will adapt it for his evolution link (adding the ability
for information deletion). The reuse engineer can take this new evolution transfer
link and make the necessary testing and verifications listed above. Then, s/he can
integrate it to the library for future (re)use.
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8. CONCLUSION 

We have described in this article a library which can model any task-oriented
knowledge base whilst offering the re-use of tasks, PSMs, domains, and their different
links. This library is structured in a multi-hierarchical model allowing the integration
of reusable components described at different levels of specification. Our work ap-
proaches that in [6] in its reuse of tasks, PSMs and domains by means of ontologies to
describe them and adapters to refine and glue the components. The semantic and trans-
fer links can represent the different sort of adapters.
Concerning the task/PSM decomposition, and the use of ontology, our work has some
similarities with protégéII [12]. It differs from it in its use of an explicit control, rather
than, as in protégéII, a hard-wired one and the use of semantic and transfers links. The
main contribution of our work is the explicit description it offers of the different con-
cept interactions (relationships) by means of two concepts, intra- and inter-concept
links defined through different levels of description; secondarily, the use of object
modelling concepts for representing them. The semantic link ontology can be used in
the KA-2 project to represent the different relations. Our purpose was to give a simple
description of the modelling components and not a completely formal language. This
will be our next concern. The meta-model we have used can be reflective. Our future
work will concentrate on defining such a reflection and formalising concepts and
links. This work is under development for an application concerning the re-use of
tasks and PSMs in the telecommunications domain.
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Abstract. Genomic sequence analysis is a task using techniques coming from
different fields in order to extract biologically relevant objects (genes,
regulatory signals...) from rough DNA sequences. Analysis methods, coming
from domains like statistics, sequence alignment or pattern matching, have been
developed and regrouped into program libraries. These libraries aim at helping
biologists to manipulate data. However their use revealed itself being too
difficult as it requires the user to have background knowledge to be handled
efficiently. In order to tackle this problem, the ImaGene system has been
proposed. ImaGene is a system built upon a generic task model allowing to
model methods of DNA sequence analysis and to execute them thanks to shell
scripts, binaries and specific libraries already developed. This system makes it
possible to manipulate these methods and present a synthesis of the obtained
results in a cartographic interface allowing the biologist to evaluate the
biological pertinence of the results and to annotate DNA sequences. In order to
profit from analysis methods and specialized libraries and to simplify their
accesses, we have provided ImaGene with the possibility of using distributed
methods and binaries. The solution chosen consists in transferring task code
from server sites to client sites; but, unlike the solution adopted in Java, the data
is computed at the server site if necessary. This distribution of the system has
highlighted some problems like managing different versions of methods and
dealing with tasks that have been recently decomposed into new sub-tasks.

1 Introduction

The use of specialized libraries of programs is not always easy: to choose, connect
and carry out the suitable modules during the resolution of a problem often requires,
the user to have an excellent control of the field concerned and a good knowledge of
the organization of the libraries. This is for example true in domains like automobile
or plane design, in which competences from several disciplines are requested. It is
also true in genomic sequence analysis where computer science techniques used to
manipulate genomic sequences meet techniques from statistics and pattern matching
used to locate and extract biologically relevant objects. These techniques and methods
are regrouped in software libraries or binaries. Though biologists are able to set
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parameters of the distinct methods selected from the libraries, they need more
competences to select the right modules of a library or to link them up.
In order to help users with these difficulties, Problem Solving Environments (PSEs)
have been developed which offer automatic supervision of software libraries and
binaries. To do that, the PSEs are based on solving strategies (methodological
knowledge) easily comprehensible by users. The PSEs use this methodological
knowledge to identify, specialize and execute the modules best adapted to the current
problem. Users can control the solution process by means of graphical interfaces
allowing them to visualize all stages of the execution of a strategy and the results.
The objective of designing a PSE is to provide an integrated environment and to
supervise programs [18] coming from different specialized domains. A PSE proposes
a model of each domain through knowledge bases representing [19]:
• on the one hand, domain entities (cf. Fig. 1) which we will call them domain

knowledge. They represent the concepts being handled (variable, domain of
definition, scatter plot, grid,...),

• on the other hand, problem solving strategies modeling different ways to solve
problems (cf. Fig. 1). This methodological knowledge expressed thanks to
strategies allows an evaluation of the problem to be solved. They lead to the
selection, the sequence and the execution of the modules or programs of a library
in the most relevant way [19][22][14].

Software
libraries

Methodological
knowledge base

Encapsulation

OutputInput

Domain
knowledge base

 Fig. 1. The PSE is built around two kinds of knowledge which are used to pilot, in a suitable
way, software libraries: the methodological knowledge contains problem solving strategy, and
the domain knowledge base contains the input needed by the tasks and the output produced
during the resolution processes (programs are encapsulated and controlled by the PSE thanks to
the methodological knowledge).
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The Sherpa project at INRIA Rhone-Alpes developed in collaboration with the
company Ilog a generic PSE PowerTasks [17] whose knowledge base is built on an
objects model. Domain knowledge is represented by means of classes and instances,
methodological knowledge is described using particular classes and instances: tasks
[4][5]. A task allows a compact and structured representation of a problem and
knowledge necessary to its resolution with regard to the description of its data and
results, as well as a strategy for solving the problem (cf. section 2).
PowerTasks was used for the task of genome annotation, within a framework
involving several biology laboratories. This work was financed by a French organism,
the G.R.E.G. ("Groupement de Recherche et d'Études sur les Génomes"). The system
obtained, ImaGene, allows the analysis and the annotation of complete bacterial
genoms [15][16]. It gives a biologist the possibility of exploiting and carrying out in a
transparent way methods for DNA sequence analysis obtained from several libraries
offering complementary methods. These methods seek and identify, on a DNA
sequence, biological objects of interest, such as genes, signals of regulation... To this
end, ImaGene uses three distinct windows allowing to manage the biological objects,
the solution strategies and the solution processes (for the first two ones) and to
visualize the DNA map including the biological objects resulting from the different
solution processes (in the last window).
The installation and use of a PSE provides a satisfactory response to the problem of
managing programs libraries. Nevertheless, some difficulties remain, like for example
the installation and the updates of libraries. The code of these libraries used to be not
portable, and difficult to install (split into several parts, calls to other tool libraries,
incompatibilities of compilers versions...) and often involves the purchase of
hardware or specialized software (required computing power, uses of specific
databases). To illustrate this last difficulty, we briefly present the case of two
strategies included in ImaGene, which, in its current version, encapsulates twelve
libraries, eight of which require specialized resources.
Before explaining the way this strategy works, the biological background of DNA
sequence analysis needs to be briefly reviewed/explained. A DNA sequence is a
sequence built from four letters A, T, C, G which represent a nucleotide acid or
nucleotide. A group of three nucleotides can be translated into an amino acid thanks
to a translation table. In the case of bacteria, a DNA sequence is about 106 nucleotides
long. But the major part of the process of nucleotides is never translated into amino
acid: they do not code for proteins. The DNA sequence annotation consists in finding
the coding sequences. There are different ways of selecting the interesting part of a
DNA sequence.
One of these consists in comparing sequences coming from similar organisms starting
from the position of the relevant biological objects on an analyzed sequence of a
similar organism. This method is contained in a library that uses a database with
sequences of several partially or completely analyzed organisms. During the
installation of this library, it is necessary to have a copy of the complete database
which must be upgraded regularly (every week). Another solution is to access the
initial database remotely.
Another method is based on statistical search. The corresponding library uses the
frequency of appearance of nucleotides in genes or other relevant biological objects.
The installation of this method is thus linked to the installation, at the same time, of
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statistical programs and to the data relating to partially or completely analyzed
organisms, and finally to the procedures of error tolerance in sequence analysis. The
installation of the three parts of this library, and the updating of one of them
independently from the others two, is not go without difficulties, in particular for non-
specialists in computer science.
In order to remove these difficulties of installation and maintenance [13], we propose
an extension of the PSE PowerTasks towards a distributed problem solving
environment (DPSE). Thanks to this distributed version of PowerTasks, the sites
using this DPSE, on the one hand, become customers of competences of others sites
and, on the other hand, carry out the modules and library programs. In this way, each
site is server of its own competencies, ensures the maintenance of the modules and
libraries which are under its control, gives total or partial access to them, and allows
other sites to use its specialized software and hardware with its own licenses of use.
The distribution of domain and methodological knowledge bases across several sites
presents many advantages and provides a solution to the problems mentioned in the
preceding paragraph. In section 3, we will present the architectural choices of the
DPSE PowerTasks, and particularly the technological alternatives that have guided us
in this realization (cf. sections 3.1 and 3.2). The development of such a distributed
architecture required an extension of the tasks model (cf. section 2), in the sense that
new attributes were introduced and various communication protocols added (cf.
section 4). Lastly, we present a way to adapt solution strategies allowing themselves
to use tasks developed later in the distributed environment (cf. section 5).

2 Expressing Methodological Knowledge

In order to allow a representation of knowledge with a high level of abstraction [4], to
give an easy access to this knowledge and to facilitate its maintenance, we chose to
represent knowledge by means of object-oriented models. This choice makes it
possible to describe domain knowledge and methodological knowledge in a similar
way.
The knowledge representation within the PowerTasks environment is realized out
using two different types of entities:
• the domain description is expressed in terms of classes and instances; (cf. Fig. 2)
• the solution strategies are built over programs libraries using tasks in order to allow

a suitable use of those.
 As defined in section 1, a task associates the description of a problem and its solving
strategy. This strategy is represented, in our task model, by means of two graphs
representing the specialization or decomposition of a task into more elementary
subtasks. At the lower level, the description of an elementary problem is reduced to a
task and its solving strategy to a call for the execution of a library program. The PSE
methodological knowledge base thus consists in tasks hierarchies. They are
constructed in declarative way using a graphic editor, with a explicit links of
specialization and decomposition between tasks and sub-tasks.
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 Fig. 2. In ImaGene, the domain knowledge base contains biological objects described by means
of a hierarchy of classes. The editor at the left allows the user to visualize the class "gene" and
the editor at the right-hand side allows the user to visualize the attribute "sequence"
representing the DNA sequence associated with this gene. For a given instance of a gene, the
values of the attributes are specified. In particular, the sequence is explicitly described by
means of an alphabet of 4 symbols (A, T, G, C).

 We can distinguish two categories of tasks: complex tasks which break up into sub-
tasks and elementary tasks which refer to a program of library. Complex tasks allow
users to approach problems via their strategies, i.e. specialization, sequence or
iteration of sub-tasks (cf. Fig. 3). On the opposite, elementary tasks play the role of
"black box". Their role is limited to encapsulating a library program and providing
access to its functionality. An elementary task thus contains the most powerful up-to-
date version of the encapsulated program.
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 Fig. 3. Detailed description of links between the three main components of PowerTasks
(methodological knowledge, domain knowledge and programs). For example, during a
resolution based on the task T1, the T1 solution process uses inputs provided by the domain
knowledge base. T1 can be specialized into two sub-tasks. If one of these subtasks T2 is
selected, inputs necessary to the execution of T2 are transmitted to T2 via T1; T2 breaks up into
two other tasks: an elementary task T4, which encapsulates a program and a complex task T3
which can be further specialized.

 Fig. 4. In this graphic editor, we visualize the result of the execution of the "spoc-cds-stategy"
which is a strategy included in ImaGene. "spoc-cds-stategy" allows the user to identify
interesting patterns on genome sequences starting from patterns supplied by users. The task
"spoc-cds-stategy" is broken up into three tasks "spoc-find-starts, spoc-find-stop, spoc-find-
rbs", and these sub-tasks are decomposed into loops on lists ("List"), sequences or
specialization ("C").

 The internal task representation (cf. Fig. 5) is a class made up of two sets of attributes
which describe:
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−  the problem by means of the data manipulated and the expected results. Each data
element or result corresponds to an attribute, whose type can be simple (real,
integer, chain...) or refer to a class of the knowledge base;

−  the solution strategy by means of sub-tasks (cf. Fig. 4). A task is associated with a
decomposition and/or specialization. Decomposition uses a list of sub-tasks and
operators (sequence, choice, iteration) which will be interpreted during the solution
process. Specialization consists in specifying inputs and the task application
conditions in order to particularize the solving strategy according to these
conditions.

(defctlgoal spoc-rbs-stgy (<ctl-task>)
  context: ((lst-adr-seq set-of: <address>)
            (sym-mode type: <symbol>
                      domain: (’pattern ’consensus)))
  goal-state: ((cons-parm type: <list>)
               (lst-rbs   set-of: <list>)))

 Fig. 5. Code of the task spoc-cds-stgy (from ImaGene). The attribute "context" contains task
inputs, "goal state" outputs. This task will solve thanks to a specialization, it is thus defined as a
goal (defctlgoal).

 During the problem resolution process, PowerTasks inferences engine chooses the
solving strategy best adapted to the context. In order to achieve this, task execution is
carried out two phases:
−  the specialization phase uses a mechanism which classifies a task according to its

data and to its conditions describing the context. This classification makes it
possible to select the sub-task that suits best to the characteristics of the current
problem;

−  the decomposition phase uses choice, sequence or iteration operators. This makes it
possible to decompose a task into simpler sub-tasks.

The alternation of these two phases (specialization and decomposition) results in an
opportunistic resolution approach since the sequence of tasks is chosen only during
execution [14] according to problem characteristics. For each resolution, the system
selects the most suitable strategy. (cf. Fig. 6)
The task model of PowerTasks has the advantage of allowing a declarative expression
of the problem solving strategies [10]. This characteristic differentiates it from the
approaches adopted in the knowledge acquisition domain [5] [8], and is closely
related to the way tasks are used in program supervision [7] [9] [23] [16]. This
knowledge representation by means of objects and tasks is based upon several tasks
models and PSEs [3] [19] [24] developed within the Sherpa project in the last five
years. It gave rise to a number of collaborations for programs supervision in several
domains like data analysis [2], signal processing and genomic sequences analysis
[15].
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 Fig. 6. problem solving strategy built above a specialization. The inference engine will start by
specializing the problem according to its characteristics. Then, it will alternate between
specialization and decomposition phases until it reaches the appropriates elementary tasks
which are executed...

3 Distributed Environment

The PSE make it possible to use specialized libraries in an optimal way. The system
allows the user to develop various strategies based on several distinct domains,
creating in this way a list of problem solving strategies. For ImaGene, the application
of PowerTask to the problem of DNA sequence annotation, a lot of strategies have
been developed and integrated into the environment. However, their maintenance
remains a problem because each strategy can be modified to take into account new
discoveries like of course annotation of new genes, i.e. update of databases; but also
some modifications more important. On the other hand, the installation of libraries
themselves is a demanding problem, both in time and competence. These libraries
require in addition resources which are not always available, like special compilers or
expensive hardware configurations. In addition, the sites which use PowerTasks
create methodological knowledge bases and therefore develop a private competence
which could be put at the disposal of the community. We have thus extended the
environment so as to allow a distributed use of methodological knowledge bases and
specialized libraries. This choice enables one to reduce the costs of installation and
maintenance of libraries to a minimum: only one server site is responsible for each
strategy. We thus provide access to these libraries for sites having insufficient
hardware or software configurations and propose using distant knowledge bases to
client sites.
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The options chosen for the distribution of PowerTask can be separated into two
points: on the one hand the network configuration and on the other hand the code
mobility. These choices were made to solve the different problems expressed above.

3.1 Network Configuration

In biology like in several other experimental domains, research is carried out in
different laboratories: each one working on a specific part of a global problem and
proposing solutions based on its own speciality. Thus the network configuration most
adapted to this collaborative way of working is made up of several server sites
providing their own competencies. Each site maintains the libraries which are local
for him, and the strategies of resolution which it created. The DPSE allows the code
of each module to remain in its original environment with specialized
software/hardware and required databases or knowledge bases. This configuration
avoids rewriting some code, having to upgrade every strategy or library coming from
a distinct domain, and problems of software/hardware compatibility. This choice of
distributed architecture thus authorizes the coexistence of different hardware and
software configurations.

Directory

Local bases Distant Bases

Site A
» Task 1
» Task 2
» Task 3

Site B
» Task 1
» Task 5

Site C
» Task 4

PowerTasks

User Interface Inferences Engine

Client Module

Server ModuleNetwork

Network

 Fig. 7. Communications between elements of the DPSE. Network communications are
indicated by arrows in dotted line. PowerTasks is localized at each user site. There is a server
module at each site containing public tasks. This server also provide access to programs
encapsulated in elementary public tasks.

Further, it allows the availability of all solution strategies whatever their localizations.
Each server site thus contributes, according to its competence field, to design a single
methodological knowledge base, multi localized. To do that, it develops single or
multi-localized strategies and allows other sites to access these strategies while
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making them public. Just as the WWW makes it possible to see a multitude of distant
documents like a single hyper-document, the goal here is to see a multitude of
strategies developed and maintained at various sites as constituting a single
methodological base.
Accessing distant methodological knowledge bases is allowed by server modules. At
the opposite, using local methodological knowledge bases remains directly controlled
by PowerTasks (cf. Fig. 7).

3.2 Code Mobility

Few years ago, Java proposed a new approach towards compilation and distributed
architectures. The code is semi-compiled into byte code and this byte code is then
executed on each hardware configuration thanks to the Java Virtual Machine. Our
vision of the distribution of PowerTasks has been nearly the same: the methodological
knowledge, i.e. the tasks, are similar to the byte code in that they are valid in each
architecture (comprising PowerTasks). Tasks can be easily transferred through
networks from server sites to client sites and then be used to solve problems. The
main difference comes from the execution of library modules used to solve
elementary tasks: they are executed at the server site. Thus the solution with respect to
code mobility adopted in PowerTasks is mixed.
Using distant software library code can be done in three different ways:
• the code is untransportable due to hardware or software incompatibility of

environments. This case is the most frequent because a lot of libraries for scientific
programming are in Fortran or C. Then executions are launched at the server site
and results transferred to client sites as in the case of RPC (Remote Procedure
Call);

• the code can migrate through the network and be used on a distant machine
(mobile). In this case, the client can transfer the selected code and then execute it
locally. This solution allows a significant number of simultaneous accesses,
without slowing down servers responses. It is the case of a language like Java;

• the code is available for several hardware configuration. In this case, server sites
contain different versions of the same modules depending on the hardware
configuration; mobility policy consists in transferring to client sites a version
adequate to its configuration. Executions are then, also, local. These possibilities
are offered, for example, by ActiveX or Ilog products.

 In terms of the above classification, code mobility in the DPSE PowerTasks depends
on its nature (task/program/data):
• tasks code is mobile: tasks language is interpreted. On the other hand, an

interpreter module is included in PowerTasks allowing each client site to
understand and use distant tasks;

• on the other hand, software library modules used to solve elementary tasks are
generally executed at their server site;

• data used or produced by external programs or library modules are moved from
client to server before execution and from server to client after execution. Each site
keeps its own data it uses to work on, i.e. DNA sequences in the biological
application.
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 Tasks transfer makes it possible to solve problems locally thanks to classification
and/or decomposition and thus allows one to preserve user interactions present in the
single-site model. Users can thus intervene interactively during a resolution. This
approach gives the impression to users that all problem solving resources (i.e.,
methodological knowledge, binaries, databases,...) are available on their own
computers, but binaries, databases and specific resources are only virtual since they
remain on their original site.
 All these choices affect the task model and imply some modifications, in order to:
• define accessible competencies localization,
• allow interaction between distributed tasks,
• give access to all the tasks in an identical way, independently of their localization,
• propose new techniques to deal with strategy actualization,
• check coherence between both domain and methodological knowledge bases.
These various points involve a modification of the task model (cf. section 4), the
definition of mechanisms concerning task use and modification, the creation of new
entities facilitating the adaptability of strategies (cf. section 4.1).

4 Distributed Tasks Model

The tasks model described in section 2, supports well the distribution (cf. Fig. 8). The
distribution has only a minor effect on the whole system, since the tasks are
transferred. Once the answers are returned, resolution proceeds locally until calls to
binaries or modules. Nevertheless, the evolution towards a distributed tasks language
led us, on the one hand, to add a status attribute in order to characterize distant
authorization access, and, on the other hand, to propose protocols to manage tasks
versions.

4.1 Tasks Status and Availability

To be accessed and used from a distant site, a task must be declared as being  public.
This publication generates a submission process to a directory which centralizes each
available task (i.e. public). Another alternative to this publication exists. It consists in
providing the client only the task functionality without visualization of the strategy,
this kind of tasks is declared as blind. This status is used in two distinct cases: to
protect the methodological knowledge because it contains secret into, or to hide this
knowledge because it is too complex and without any interest for the client (e.g. a low
level of tasks decomposition due to the software library configuration). In ImaGene,
some annotation methods come from private laboratories which just give permission
to execute them without explaining their working, e.g. the use of the method based on
nucleotide appearance frequency is restricted to execution.
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T1

T2
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 Fig. 8. Example of strategy localization. Strategy T1 is based upon strategies of site A, B and
C. For example, during a resolution, task T1 specializes in T2, next in T3; T3 specialization is
done towards a task of the site C (T5). This task T5 breaks up into three sub-tasks whose first
(T6) specializes in T10, an elementary task (in gray) which is located at the first site.

Any site can publish a task to make it available to others. Doing this, it becomes
server of the task with respect to the others sites, the strategy and the different
resources used to solve this task (databases, binaries and calculation time). A site
publishing or proposing public tasks remains client for distant tasks already used.
Each site is thus potentially client and server. A site can even be server of a strategy
whose elementary tasks are distant, it is then only server of tasks hierarchies. On the
opposite, it is possible that the methodological base of a site is empty if the users just
use public and blind tasks. The consequences of this status is that methodological
knowledge bases of other sites are not seen in full, but only through their public tasks,
sub-tasks of public tasks and blind tasks.

4.2 Publication Protocol

To publish a task, a site must send to a directory (i) the name of the task, (ii) its
signature (description of the inputs and outputs), (iii) its functional description and
(iv) a number of version (identification of the last update). This publication is
validated by the directory which checks that there is no name conflict. Setting a public
status to a task leads to setting this status to all its sub-tasks except if they are already
in a blind status. On the opposite, setting a blind status does not modify the status of
the subtasks.

4.3 Modification Protocol

Modifications on public/blind tasks are possible. They can be more or less complex
depending on their type (cf. Fig. 9). These modifications may concern the signature
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(input/output description), the solution strategy or the encapsulated module used to
solve the elementary task.

TE S TE ST’ S’E’

TE S

TE S

TE S TE S

 Fig. 9. Different kinds of modification: signature, strategy and programs.

Each of these modifications is briefly described in the paragraphs below.
• The task whose signature is changed must take another name. Indeed, there cannot

be two different tasks having the same name and distinct signatures at the same
site. This constraint is justified by the fact that the change of signature of a task,
after its publication, would involve inconsistencies in the strategies using this task,
making them thus unusable. Each server site publishing a task must ensure its
persistence.

• The modification of a strategy which does not affect the signature of a public/blind
task is considered as a change of version of this task. The strategies based on this
task can use the old version or the new one. Forward planning, the old version will
be replaced by the new one. But, making the change immediate would perturb
users. Indeed, solving strategies of tasks act upon the way users apprehend the
domain in question and an automatic change would disturb them even if the
functionality of the new strategy is similar to the previous one.

• On the opposite, the modification of an elementary task solution resources is
automatic. Indeed, the update of the binary/module encapsulated in an elementary
task is totally transparent for users. The only difference is that the version number
in the directory is incremented in order to be able to inform users of possible
causes of an problem, if one occurs.

4.4 Use Protocol

Client sites can consult the directory and use any of the described tasks. Public task
use is similar to local task use: once the strategy has been transferred, the resolutions
based on it are local, the only difference being that elementary tasks are solved at the
server site (cf. Fig. 10). Blind task use is slightly different since they are not
decomposed during the resolution. Thus, users can not make any difference between
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blind tasks and elementary tasks. But inside the system, exactly the same process of
classification/decomposition phases is carried out.

Server

Directory
1

2
Client

65431. request for retrieving descriptions of tasks.
2. request reply: sending of task descriptions.
3. request for retrieving task code from server.
4. request reply: transfer of the strategy code.
5. after elementary tasks selection, request for

program execution and transfer of its inputs.
6. request reply: transfer of the outputs

obtained.

 Fig. 10. Description of the communications during a resolution employing a distant task.

5 Perspectives: Adaptability of Solving Strategies

The new opportunities offered by the distribution of PowerTasks have highlighted an
important problem: task solution strategy are fixed. There is no dynamic process to
include new available tasks. This problem can be illustrated by means of a simple
example in DNA sequence annotation. Suppose that a laboratory has a task consisting
in launching several annotation methods one after another in order to compare results
and find sequencing errors. Later on, a laboratory proposes a very interesting method
through a public task. The first laboratory is not informed that a new method is
available and it keeps using its old task. This is due to the fact that all the tasks
available to solve a problem are explicitly declared as sub-tasks of the task containing
the problem. To solve this problem, we propose to generate a request able to find in
the directory the tasks that could solve the current task [21] [1]. This request would be
based on the task functionality and its data signature. In order to include this request,
the inference engine of PowerTasks will be modified: the request will be executed
before specialization in order to find new possibilities to solve a task. The tasks
obtained will be proposed to the user and eventually included in the task solving
strategy.
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6 Conclusion

PowerTasks is a generic problem solving system designed around an object model
developed by Ilog software company and a task model resulting from our preceding
experiments. It makes available through a single user interface:
−  the description of tasks in a suitable language allowing the expression of a problem

solving strategy,
−  to control the execution of tasks, to control and set parameters to programs

encapsulated in elementary tasks,
−  to start the execution of these programs,
−  to describe problems and to visualize resolution results,
−  to intervene directly during the solving process by changing a value, adding a

parameter or choosing a solving strategy.
The PSEs developed on top of PowerTasks include all these functionalities in a
homogeneous environment. This one thus allows users a simple use of software
libraries and an access to methodological knowledge without requiring them to be an
expert in the different techniques used.
The PSEs permit experts to work on their specific domain while using knowledge
developed by others. In addition, PowerTasks authorizes the use of distant problem
solving strategies or programs. This contribution facilitates the diffusion of
competences. Thus users of various domains can work in partnership through
networks. This possibility represents a major asset in the resolution of problems, since
it enables each task to be based on the last strategy developed by experts of the
concerned domain and each elementary task to encapsulate the most recent and high-
performing program. The strategies are written in a mobile code and are interpreted
locally; this allows users to preserve the same interactions with the system as in a not
distributed environment.
As the distributed model makes it possible to have several strategies solving the same
problem, we are introducing rationality criteria into the choice of the tasks. These
choices will not only be based on the input characteristics, but also on the
geographical localization of the task, its execution time [11], and the quality of the
solutions provided. Moreover, the possibility of launching parts of the resolution on a
distant site allows one to launch them in parallel [6] [12]. Distributed problem solving
environments thus generate new opportunities which are still to be investigated.
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Abstract. This paper presents one approach to acquire knowledge from multi-
ple experts. The experts are grouped into a multilevel hierarchical structure, ac-
cording to the type of knowledge acquired. The first level consists of experts
who have knowledge about the basic objects and their relationships. The sec-
ond level of experts includes those who have knowledge about the relationships
of the experts at the first level and each higher level accordingly. We show how
to derive the most supported opinion among the experts at each level. This is
used to order the experts into categories of their competence defined as the
support they get from their colleagues.

1   Introduction

When an expert system is being built, knowledge is usually acquired from multiple
knowledge sources. This knowledge usually includes inconsistencies, incompleteness,
and incorrectness. These difficulties are often solved either by selecting some part of
knowledge as the only one to be saved or by adding up some extra knowledge into
the knowledge base.

Distributed AI can be exploited in knowledge acquisition to modell cooperation
and conflicts of experts, the knowledge acquisition process, and especially coopera-
tion during knowledge acquisition from a group of experts. Knowledge acquisition
from several experts is an extremely difficult task. Turban and Tan [24] review the
difficulties as well as the benefits involved. Research has been carried on about
knowledge acquisition from multiple experts [9] as constructive modelling and elici-
tation [14], models of cognitive agents [10] for guiding knowledge acquisition [7],
management and comparison of multiple viewpoints [20, 3], detection and solving of
conflicts among several expertise models [16], comparison of knowledge graphs [6],
generation of consensual rules among experts [18], architecture of a cognitive agent
[7], extension of CommonKADS [25, 5] for multi-expertise [8] and for multi-agent
systems [3], and cooperative knowledge evolution [22]. The type of cooperation
depends on the organization of the agents where horizontal and vertical organization
structures can be distinguished. In a non hierarchical society, cooperation is based on
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sharing of tasks and results, while in a hierarchical society, commands, bids, and
competition is relied on [19].

Gappa and Puppe [11] discuss an application of the construction of knowledge-
based systems. The task description was prepared and the knowledge sources were
made available via the World Wide Web. The common knowledge material consisted
of the transcripts of various reports and interviews of domain experts, partly formal-
ised relational knowledge, pictures of the domain objects, and a database containing
descriptions of the domain objects’ samples. The essential knowledge engineering
problem how to deal with conflicting knowledge from the experts was discussed. The
authors tried to resolve the differences based on the consistency and frequency of the
different expert opinions to result one authoritative knowledge base. Another ap-
proach would be to build a special knowledge base for each expert and then to inte-
grate the solutions they produce for example by a majority vote or by a weighted
majority vote.

The area of eliciting expertise from one or more experts in order to construct a sin-
gle knowledge base is still under great research interest. Taylor et al [23] argue that
the overlapping knowledge obtained from multiple knowledge sources cannot be
described in a context or even process independent way. They claim that even when
there have been inference engines that were subsequently applied to related domains,
the sets of rules have been different generally. According to Mak et al [15] the other
researchers have found that if more than one expert are available, then one must ei-
ther select the opinion of the best expert or pool the experts’ judgements. It is as-
sumed that when experts’ judgements are pooled, collectively they offer sufficient
cues leading to the building of a comprehensive theory. Medsker et al [17] distinguish
three practical strategies for knowledge acquisition: 1) use only the opinion of one
expert, 2) collect the opinions of several experts, but use only one at a time, and 3)
integrate the opinions of several experts. It was assumed that the acquired knowledge
has more validity if it is obtained as a consensus of several experts. Mak et al [15]
discuss about five knowledge classification techniques and make experimental
evaluation of them. The elicited knowledge was aggregated using classical statistical
methods, the ID3 pattern classification method, the k-NN  technique, and neural net-
works. They found that the neural net method outperformed the other methods in
robustness and predictive accuracy.

Arens et al [1] have described an approach which exploits the semantic model of a
problem domain to integrate the information from various knowledge sources. In the
SIMS project they have created a complete semantic model for data retrieval and
integration from multiple dispersed knowledge sources. Roos [21] has described a
logic for reasoning with inconsistent knowledge coming from different and not fully
reliable knowledge sources. Inconsistency may be resolved by considering the reli-
ability of the knowledge sources used. Since the relative probability is conditional on
inconsistencies, information from one reliable source cannot be overruled by infor-
mation from many unreliable knowledge sources. Goto et al [12] discuss the three
level structure of information distribution. Their levels are brains, gatekeepers, and
end users. A brain has expertise in a specific area and a gatekeeper has geeneral in-
formation but not special expertise of any area. Each brain recognizes the other brains
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and they create the structure of knowledge by interacting with each other. The neces-
sity to several brains appears only if the area of knowledge is too wide to be covered
by a single brain. The gatekeepers may be interpreted as an intelligent interface be-
tween the brains and the end users. A gatekeeper knows to which brain or group of
brains to address user’s question and so he has in multi brain human society a key
role.

Current books in formal semantics widely use approaches based on fundamental
conceptual research in philosophy and cognitive psychology. For example Larsen and
Segal [13] study a particular human cognitive competence governing the meanings of
words and phrases. The authors argue that speakers have unconscious knowledge of
the semantic rules of their language. The knowledge of meanings is both in the se-
mantics of domain attributes, i.e. properties and relations, and in learning technology
how to derive the semantics of inconsistent and incomplete meanings. A knowledge
base is built upon the definition of a structured set of concepts, derived, for a large
part, by the knowledge engineer from text analyses of the transcriptions of discus-
sions with an expert or written documents. The focus of knowledge acquisition is the
conceptual organisation of knowledge areas from the study of terms representing
concepts in texts as it was mentioned in a methodological issue of Aussenac [2].

One goal of our research is to develop formalisms for representation and reasoning
with knowledge obtained from several knowledge sources. In this paper we present
one formalism that is based on a matrix representation of semantic networks. The
knowledge structure has several levels and the upper levels include knowledge about
the relationships of the experts and the domain objects, too.

We use our formalism to handle three types of problems:
1) How to derive the most supported knowledge about the basic domain objects

and their relations among the experts? This gives a user a possibility to use
“consensus” knowledge during reasoning process.

2) How to order the experts according to their supported competence concerning
each domain relation and each domain object? This order helps a user to select the
most “competent” expert of each domain relation and object. We name this as deriv-
ing the horizontal order of the experts according to their competences.

3) How to use the opinions of the experts about the relations between the experts
and the domain objects and between each other to group the experts into different
levels? This helps a user both to evaluate the subjectivity of each expert and to select
an expert whose knowledge he wants to be used during the reasoning process. We
name this as deriving the multilevel vertical structure of the experts.

The rest of the paper is organised as follows. Section 2 introduces the basic con-
cepts with an example that is used across the whole paper. Section 3 presents how to
derive the most supported knowledge about the objects and their relations from the
opinions of the experts. In Section 4 we introduce our method to derive the horizontal
order of the experts according to their supported competence concerning each piece
of knowledge. In section 5 we present the derivation of the vertical structure of the
experts. Section 6 concludes with a few future research topics.
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2   Basic concepts

In this chapter, we introduce the basic concepts and the notation used thorought the
paper. We introduce also the example used across the whole paper.

In this paper we interpret knowledge to be composed of information about the ob-
jects, and their properties and relations which we present as a set of semantic predi-
cates.

Each object has an unique identifier (for an object we use the notation A with an
index) and zero, one, or more properties.

A Relation has four attributes: the two objects between which the relation holds,
the name of the relation (we use the notation L with an index), and a source from
which the information about this relation was acquired (we use notation Ex with an
index). The name of the relation indicates the semantic contents of the relation. For
example, the fact “Mary told that Bill contacted his friend Tom by phone”, is pre-
sented using the two objects <Bill> and <Tom> , the two relations defined by the
concepts <to be friend> and <to contact by phone>, and the source <Mary>.

A property describes an object separately from the other objects. It may be inter-
preted as a special relation where the two objects between which the relation holds
are the same object. A concept in such relation is the name of property. For example,
the fact: “Bill is forty years old black man”, is described using one object <Bill> with
three properties: <to be male>, <to be black>, <to be 40 years old>.

We will index objects using s, t = 1,...,n (n objects), concepts - using i, j = 1,...,r (r
concepts), and sources using  k, l = 1,...,m (m sources) with notation of sources.

Semantic predicate describes a piece of knowledge (relation or property) by ex-
pression: P A L A Ex trues i t k( , , , ) = , if there is knowledge, acquired from the

knowledge source Exk, that a relation with concept Li holds between objects As and

At, and P A L A Ex falses i t k( , , , ) = , if there is knowledge acquired from source

Exk that a relation with concept Li does not hold between objects As and At.
For example knowledge about the statement: “Pete says that Bill hates poor

Mary” can be formally represented as follows: Ex1 : <Pete> is the source of knowl-
edge; A1 : <Bill> and A2: <Mary> are the objects; L1: <to hate>, L2: <to be poor> are
the concepts; P A L A Ex Bill hates Mary( , , , )1 1 2 1 − < >   is the relation;

P A L A Ex Mary is poor( , , , )2 2 2 1 − < >   is the property.

We present the semantics of certain concept Li acquired from the knowledge

source Exk as a matrix ( )Li
k

n n×  (n is number of objects), where:

( )

, ( , , , ) ;

, ( , , , ) ;

, .
,L

if P A L A Ex true

if P A L A Ex false

otherwise
i
k

s t

s i t k

s i t k=
=

− =








      

    

    

1

1

0

Let us consider, as an example, some of the characters and their relationships in
the film “Santa-Barbara”. The characters and concepts to be considered are presented
in Figure 1.
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Objects and their ids. Concepts and their ids.

<Mejson> - A1 <to respect> - L1

<Iden> - A2 <to help> - L2

<Julia> - A3 <to love> - L3

<Victoria> - A4 <to envy> - L4

Fig. 1. Objects and concepts in “Santa-Barbara” example

Let us suppose that three spectators express their opinions about relationships in
this domain in the following way:

Spectator 1: “Mejson loves, respects and envies Victoria. Iden respects, helps and
envies Mejson. Iden envies Victoria. Julia loves Mejson, and she helps Victoria and
Iden. Victoria loves and envies Mejson and she respects Julia.”

Spectator 2: “Mejson envies Iden, he respects Iden and Victoria and loves Julia.
Iden helps Mejson and Julia and envies Victoria. Julia helps Iden. Victoria loves
Mejson, respects Julia, and envies Iden.”

Spectator 3: “Mejson loves Julia. Iden respects Mejson and Victoria and she helps
Julia. Julia helps Iden, and she helps, loves and envies Victoria. Victoria respects
Mejson and Iden and envies Iden.”

The knowledge expressed by the semantic networks in Figure 2 a-c.

Fig. 2. Opinions of experts in the example presented by semantic networks
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L 2
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3   Deriving the most supported knowledge

In many cases as, in previous example, each expert interprets domain area by his own
way. Without any co-ordination between experts, it is difficult to acquire useful in-
formation from their opinions. It is usual that information about one domain attribute
is more in the area of expertise of one expert and another attribute is more in the ex-
pertise area of another expert. If one does not have such additional knowledge about
expertise, then he has to select opinion of some of the experts. Another way is to use
those pieces of knowledge that receive most support among all the experts.

In this chapter, we present the way to derive the most supported knowledge and
then we show how to discover knowledge sources that have given the pieces of
knowledge included to the most supported knowledge.

In our example the semantics L Lk k
1 4−  of concepts L1 - L4 according to the knowl-

edge sources k = 1,2,3 is presented in Figure 3.

Fig. 3. Semantics of concepts in the example

L3

1 A1 A2 A3 A4

A1 0 0 0 0

A2 1 0 0 1

A3 0 0 0 0

A4 1 1 0 0

L2

1 A1 A2 A3 A4

A1 0 1 0 1

A2 0 0 0 0

A3 0 0 0 0

A4 0 0 1 0

L1

1 A1 A2 A3 A4

A1 0 0 0 1

A2 1 0 0 0

A3 0 0 0 0

A4 0 0 1 0

L3

2 A1 A2 A3 A4

A1 0 0 0 0

A2 0 0 1 0

A3 0 1 0 1

A4 0 0 0 0

L2

2 A1 A2 A3 A4

A1 0 0 0 0

A2 1 0 1 0

A3 0 1 0 0

A4 0 0 0 0

L1

2 A1 A2 A3 A4

A1 0 0 0 0

A2 1 0 0 0

A3 0 1 0 1

A4 0 0 0 0

L3

3 A1 A2 A3 A4

A1 0 0 1 0

A2 0 0 0 0

A3 0 0 0 1

A4 0 0 0 0

L2

4 A1 A2 A3 A4

A1 0 1 0 0

A2 0 0 0 1

A3 0 0 0 0

A4 0 1 0 0

L1

3 A1 A2 A3 A4

A1 0 0 0 1

A2 0 0 0 0

A3 1 0 0 0

A4 1 0 0 0

L2

3 A1 A2 A3 A4

A1 0 0 1 0

A2 0 0 0 0

A3 0 0 0 0

A4 1 0 0 0

L1

4 A1 A2 A3 A4

A1 0 0 0 1

A2 1 0 0 1

A3 0 0 0 0

A4 1 0 0 0

L3

4 A1 A2 A3 A4

A1 0 0 0 0

A2 0 0 0 0

A3 0 0 0 1

A4 0 1 0 0
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Deriving the most supported semantics of concepts. We build a matrix (CL)n× m by a
following way:

( ) (( ) ( ) ), , ,
,,

CL L Li k i
k

s t i
j

s t
j j k

m

s t

n

= ×
≠

∑∑ .

The formula gives to each element of the CL matrix an integer value that summa-
rises the support that knowledge source gets
among the experts using the concept to de-
scribe the relation. When the formula is applied
to the example, we obtain the matrix in Figure
4. It shows that expert 1 gets most support
among experts to the use of concept “to re-
spect”. It also shows that experts get equal
support using the concept “to help”.

The most supported knowledge about concepts is derived by selecting only knowl-
edge of most supported knowledge sources. We will use the concept competent and it
is presented by matrix ( )supLi

m
n n× :

( ) ( ( ) )sup
, ,

( ) max( ), ,

L sign Li
m

s t i s t
k

k
k CL CLi k

l
i l

=

∀ =

∑
                  

.

When the formula is applied to the example, we obtain the matrixes of Figure 5.

Fig. 5. The most supported opinion about each concept in the example

CL Ex1 Ex2 Ex3

L1 3 2 1

L2 4 4 4

L3 1 2 1

L4 1 2 1

Fig. 4. Support to use concepts

L1

msup A1 A2 A3 A4

A1 0 0 0 1

A2 1 0 0 0

A3 0 0 0 0

A4 0 0 1 0

L2

msup A1 A2 A3 A4

A1 0 0 0 0

A2 1 0 1 0

A3 0 1 0 1

A4 0 0 0 0

L4

msup A1 A2 A3 A4

A1 0 1 0 0

A2 0 0 0 1

A3 0 0 0 0

A4 0 1 0 0

L3

msup A1 A2 A3 A4

A1 0 0 1 0

A2 0 0 0 0

A3 0 0 0 0

A4 1 0 0 0
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These matrixes of Figure 5 together present the most supported knowledge about
concepts that describe domain relations. The semantic network presentation of it is in
Figure 6.

MEJSON

VICTORIA

IDEN

JULIA

Common opinion

A A

A A

1 2

34

3L

2L

4L

L 2

L 3

L 4

L 4

L 2

L 1

1L

4L

1L 2L

Fig. 6. The semantic network presentation of the most supported knowledge

4   Deriving horizontal order of experts

In this chapter we present how to order the experts according to their competence
concerning each relation and object. This ordering is based on the most supported
knowledge among the experts about concepts used to describe of domain relations.
The amount of competence of an expert is measured by the support he receives to his
opinions among experts. This is surely no absolute evaluation of competence and the
result depends on the group of experts selected. In deriving expert’s competence we
firsts derive a numerical value for expert’s competence concerning each possible
relation and then use these values to order the experts according to their competence.
After that, we order the experts according to their competence about objects using
their competence about relations connected to each object.

The numerical value for expert’s competence concerning each possible relation is
derived as ( )CR n n m× ×  array using the formula:

( ) ( ), ,
sup

,
,

( ) ( ),
sup

,

CR Ls t k i
m

s t
i

L L

r

i
k

s t i
m

s t

=

=

∑
            

, where s, t = 1, ..., n; k = 1, ..., m.

Experts are grouped into categories of competence, relation by relation, according
to the corresponding values of the CR-array. This can be described by the algorithm
A:
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Step 1: For each pair of objects As and At, (s, t = 1,...n) do step 2.

Step 2: Group the experts Exk, (k = 1,...,m) into categories CExs,t,l, (l = 1,..., n) so that
the experts who have the same highest value of CRs,t,k, (k = 1,...,m) belong to
the first category CExs,t,1 , the experts who have the same second highest value
of CRs,t,k, (k = 1,...,m) belong to the second category CExs,t,2, and so on until all
experts have assigned into some category.

Step 3: Return the grouping of experts into categories as the result of this algorithm.

In our example above we receive CR-array presented in Figure 7.

Fig. 7. CR-array for the example

The categories, obtained with algorithm A, are shown in Figure 8.

First category Second category Third category

CEx A1 A2 A3 A4 A1 A2 A3 A4 A1 A2 A3 A4

A1

Ex1

Ex2

Ex3

Ex2

Ex2

Ex3

Ex1

Ex2

∅ Ex1

Ex3

Ex1 Ex3 ∅ ∅ ∅ ∅

A2 Ex1

Ex1

Ex2

Ex3

Ex2

Ex1

Ex2

Ex2

Ex3

∅ Ex1

Ex3

 Ex3 ∅ ∅ ∅ ∅

A3

Ex1

Ex2

Ex3

Ex1

Ex2

Ex3

Ex1

Ex2

Ex3

Ex3 ∅ ∅ ∅ Ex1 ∅ ∅ ∅ Ex2

A4

Ex1

Ex2

Ex2

Ex3

Ex1

Ex2

Ex1

Ex2

Ex3

Ex3 Ex1 Ex3 ∅ ∅ ∅ ∅ ∅

Fig. 8. The experts categories in the example

We group experts into categories according to their competence about objects us-
ing their categories according to their competence about relations connected to each
object. For each object and expert, we calculate the sum of the numbers of categories,

Ex1 Ex2 Ex3

CR A1 A2 A3 A4 A1 A2 A3 A4 A1 A2 A3 A4

A1 0 0 0 1 0 1 1 1 0 0 1 0

A2 2 0 0 1 1 0 1 1 1 0 1 0

A3 0 1 0 1 0 1 0 0 0 1 0 1

A4 1 0 1 0 1 1 1 0 0 1 0 0
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they are included to, concerning the connected relations. The more competent experts
have smaller sum. This can be described by the algorithm B:

Step 1: For each object As, (s, = 1,...n) do step 2.

Step 2: For each expert Exk, (k = 1,...,m) do step 3.

Step 3: Calculate sum of the numbers l of the categories CExs,t,l, (t = 1,...,n) where the
expert Exk belongs to and add up into the sum the numbers l of the categories
CExt,s,l, (t = 1,...,n) where the expert Exk belongs to.

Step 4: Group the experts Exk, (k = 1,...,m) into categories COExs,l, (l = 1,..., n) so that
the experts who have the same smallest value of sum calculated in the step 3
belong to the first category COExs,1, the experts, who have the same second
smallest value of the sum, belong to the second category COExs,2, and so on
until all experts have assigned into some category.

Step 5: Return the grouping of experts into categories as the result of this algorithm.

In the example above, we receive sum values and categories, that are presented in
Figure 9.

Fig. 9. Sum values and expert categories concerning objects of the example

Results of knowledge attributes’ distribution among experts accordingly to their
competence are presented as a graph in Figure 10.

Graph of expert competence
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Fig. 10. Graph of horizontal competence of experts in the example

COEx
First cate-

gory
Second

category
Third

category

A1 Ex2 Ex1 Ex3

A2 Ex2 Ex1 Ex3

A3 Ex2, Ex3 Ex1 ∅

A4 Ex1, Ex2 Ex3 ∅

Sum Ex1 Ex2 Ex3

A1 10 9 12

A2 11 9 12

A3 11 10 10

A4 9 9 12
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5   Multilevel vertical structure of experts

In this chapter we describe how to derive vertical hierarchy of experts. In our ap-
proach we suppose that experts give statements about the other experts (and even
themselves) using the same relations as the basic level. We use the content of these
statements to locate experts (and their statements) in different levels. The experts who
give statements are both the experts who have given basic level knowledge of the
domain area and experts who give only statements about the relations of the other
experts. Figure 11 presents an example of cross-expertise professor-student. Student
has his own opinion (a) about his own level of learning some course of lectures given
by professor. Professor contacting with student forms his opinion (b) about student’s
level. Student has an opinion (c) about quality of lectures. Professor gives his own
appreciation (d) of himself as lecturer. It seems reasonable to take into consideration
all (a-d) opinions to derive resulting opinion concerning student. Experts in such
situation represent multilevel structure of expertise. It is possible that some of the
experts are present at the different levels in the same structure. We can be at one level
of competence when we are evaluating a student and we are certainly at another level
when we discussing the policy of a president.

student professor

a
b

c

d

student

studentprofessor

studentprofessor

ab

cd

Fig. 11. Vertical hierarchy of competence

We introduce a new relation Exp that can exist between any two experts and it has
the meaning that the first expert in the relation has expressed a statement about the
second expert’s relation with domain objects or himself. When the notion of object is
allowed to represent also an expert then this can be described by formula:

∀ ∃ ∨ ∨k l i t P Ex L A Ex P A L Ex Exl i t k t i l k, , ( ( , , , ) ( , , , )

∨ ⇒P Ex L Ex Ex P Ex Exp Ex Exl i l i k l k( , , , )) ( , , , ) .

We construct a multilevel structure of experts in the following way. The zero level
of the structure, marked D

0
, includes only basic domain objects and their relations.

The first level of the structure includes Exp-relations that are statements of experts
about the other experts and/or their relations at the zero level D

0
. The next level of the

structure includes Exp-relations that are statements about experts that gave statement
at the previous level and so on. There is a need to prevent infinite formation of levels

269Knowledge Acquisition from Multiple Experts Based on Semantics of Concepts



in the case when statements form a circular structure. The formation of the upper
levels of the structure can be described by:

∀ < < ∀ ∃ ∈ ∧ ⇒ ∈−q q A A A D P A Exp A A A Dk l l
q

k l k i
q( ) (( ) ( , , , )) ( )0 3 1 , and

∀ ≥ ∀ ∃ ∈ ∧ ∧ ¬∃ ≤ ≤ − ∧−q q A A A D P A Exp A A p p qk l l
q

k l k( ) (( ) ( , , , ) (( )3 0 21

∧ − ⇒ ∈Connect A q A p A Dl k k
q( , , , ))) ( )1 ,

where Connect is a predicate that defines connection between the objects of different
levels of the structure through circular chain of Exp-relations as:

∀ ∀ ∈ ∀ ≤ − ∀ ∈ ∃ ∈
− −

p A A D q q p A A D A A A Al l
p

k k
q

d d d dp q
( ) ( ) ( ) , ,..., (((2

1 2 1 1

∈ ∧ ∈ ∧ ∧ ∈ ∧ ∈ ∧− − + +
− − − −

D A D A D A Dp
d

p
d

q
d

q
p q p q

1 2 2 1
2 2 1

) ( ) ... ( ) ( ))

∧ ∧ ∧( ( , , , ) ( , , , ) ...P A Exp A A P A Exp A Al d l d d d1 1 2 1

... ( , , , ))) ( , , , )∧ ⇒
− − − −

P A Exp A A Connect A p A qd k d l kp q p q1 1
.

To continue our previous example we assume that the three experts have expressed
their statements about competence of each other in the following way:

P Ex L Ex Ex P Ex L Ex Ex P Ex L Ex Ex( , , , ) ( , , , ) ( , , , )1 1 1 1 1 2 2 1 1 3 2 1∧ ∧ ∧
∧ ∧ ∧ ∧P Ex L Ex Ex P Ex L Ex Ex P Ex L Ex Ex( , , , ) ( , , , ) ( , , , )2 1 1 1 2 3 2 1 3 3 3 2

∧ ∧ ∧ ∧P Ex L Ex Ex P Ex L Ex Ex P Ex L Ex Ex( , , , ) ( , , , ) ( , , , )3 1 3 2 1 1 1 3 1 3 3 3

∧ ∧ ∧ =P Ex L Ex Ex P Ex L Ex Ex P Ex L Ex Ex( , , , ) ( , , , ) ( , , , )3 1 1 3 3 1 3 3 3 3 3 3 1.

Using definition of Exp-relation it is possible to write:

P Ex Exp Ex Ex P Ex Exp Ex Ex P Ex Exp Ex Ex( , , , ) ( , , , ) ( , , , )1 1 1 1 2 1 2 3 2∧ ∧ ∧
∧ ∧ =P Ex Exp Ex Ex P Ex Exp Ex Ex( , , , ) ( , , , )3 3 3 3 1 3 1.

These relations form the graph of cross-expertise in the way that is shown in Fig-
ure 12. Arrows mean Exp - relations.

Ex Ex

Ex

1 3

2

Fig. 12. Graph of cross-expertise

Using the above description, it is possible to unfold this graph into the multilevel
vertical structure of experts presented in Figure 13.
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Mejson Iden Victoria Julia

Fig. 13. Multilevel vertical structure of experts in the example

The method of deriving horizontal order of experts can be used to derive the most
supported knowledge at each level. In the example the levels 1, 2 and 3 are as in Fig-
ure 14.

Fig. 14. Horisontal ordering for domain levels 1, 2, and 3 in the example

6   Conclusion

In this paper, we have presented a matrix-based way to process knowledge acquired
from multiple knowledge sources. The basic representation of knowledge behind is
semantic network presentation with objects and their relations. Concepts are used to
define semantics of relationship and they are interpreted in a very broad way. Con-
cept includes the name of relation, all necessary attributes of the relation and certain
values of the attributes. We discussed about three problems.

First, how to derive the most supported (common) knowledge from knowledge
sources. Knowledge obtained from different sources can include different and even
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conflicting pieces of knowledge. We introduced a method of calculating the amount
of support to relations between any two pairs of objects and its use to select the most
supported relations. It is necessary to note that most supported knowledge is not al-
ways the best one and sometimes cannot be used as correct knowledge. We accept
most supported knowledge in applications which use democratic voting-based princi-
ple of acquiring knowledge from multiple experts.

Second, we discussed the problem of ordering the experts into categories of com-
petence. We introduced a method which uses amount of support to locate each expert
into one competence category with respect to each possible relation and object.

Third, we discussed the problem of deriving vertical structure in the case when
there exist statements given by experts concerning also experts’ relations with domain
objects and each other. We show how experts can be grouped into a multiple structure
and can be classified into competence categories at each level.

There are some restrictions in the methods used to describe experts’ opinions. In
this paper, we have not discussed the problem of semantics from the individual inter-
pretation point of view. Further research is also needed to generalize the results to the
cases where ignorance is allowed to have different levels, and support is allowed to
be partly (for example from very weak to very weighty).
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Academy of Finland.
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Abstract. Conceptual Information Systems unfold the conceptual struc-
ture of data stored in relational databases. In the design phase of the
system, conceptual hierarchies have to be created which describe differ-
ent aspects of the data. In this paper, we describe two principal ways
of designing such conceptual hierarchies, data driven design and theory
driven design, and discuss advantages and drawbacks. The central part of
the paper shows how Attribute Exploration, a knowledge acquisition tool
developed by B. Ganter can be applied for narrowing the gap between
both approaches.

1 Introduction

Conceptual Information Systems ([20], [21]) unfold the conceptual structure of
data stored in relational databases. A Conceptual Information System consists
of the relational database together with conceptual hierarchies. These hierar-
chies, called conceptual scales, are used to support navigation through the data.
Conceptual Information Systems are based on the mathematical theory Formal
Concept Analysis ([10]). The management system TOSCANA visualizes arbi-
trary combinations of conceptual scales and allows on-line interaction with the
database to analyze and explore data conceptually. TOSCANA has been devel-
oped at the Technische Universität Darmstadt and is, for four years now, also
marketed by NaviCon Gesellschaft f̈ur Begriffliche Wissensverar-
beitung mbH. There are more than 30 Conceptual Information Systems imple-
mented up to now, including an information system about laws and regulations
in civil engineering ([7]), a library retrieval system ([14]) and an information sys-
tem about flight movements ([12]). The use of Conceptual Information Systems
gave rise to new theoretical questions which now dominate the research in For-
mal Concept Analysis. The demand of integrating knowledge acquisition tools
in the design process of Conceptual Information Systems appeared for instance
during the development of a Conceptual Information System about IT security.

For most applications, the Conceptual Information System is designed in a
discursive process involving a domain expert and a knowledge engineer. Beside
the database design, the conceptual scales have to be generated. Both steps re-
quire knowledge about the domain and about the structure of conceptual scales.
In order to obtain interesting and non-trivial insights from the data, it is crucial
that the domain expert is intensively involved in the design process. On the other
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hand, it has been observed that the time a domain expert is expected to spend
for the design is one of the most critical factors for the decision of a company
whether to implement a Conceptual Information System. Hence, one important
requirement is to make the knowledge acquisition from the domain expert more
efficient.

In order to keep the scales in a suitable size, they are, in some applications,
designed to fit the actual data, and are not conform to all possible updates of
the underlying database. These scales are derived semi-automatically from the
actual data, thus their design needs less expertise — and time — from the domain
expert. If an update violating the structure of the scale happens, then the user
is warned, and he has to redraw the scale. If there are only small changes, the
re-drawing can be done automatically, but due to the lack of acceptable drawing
algorithms for lattices, large changes cannot be recovered automatically, and
have to be effectuated by the knowledge engineer. If the latter is not part of the
company in which the system is implemented, then these eventualities should be
covered in advance. Hence, a second requirement is the stability of the conceptual
scales against all possible updates of the underlying database. This requirement
will be obsolete when acceptable drawing algorithms for lattices are developed,
but this evolution is not in sight in the next future.

In this paper, we describe two principal ways of designing conceptual scales,
data driven design and theory driven design, and discuss advantages and draw-
backs with respect to the two requirements. The central part of the paper
shows how Attribute Exploration, a knowledge acquisition algorithm developed
by B. Ganter, can be applied in order to narrow the gap between both ap-
proaches. Attribute Exploration determines implications (functional dependen-
cies) between attributes in an interactive session. Its typical application is in
Mathematics, where mathematical theorems or counter-examples, resp., are asked
from the mathematician in a systematic way in order to obtain a complete theory
about specific mathematical structures.

In the next section, we describe the basics of Conceptual Information Systems
and illustrate them by means of examples. Section 3 discusses the two principal
ways of preparing a Conceptual Information System: theory driven design and
data driven design. The design of the underlying database scheme is not topic of
this paper. In Section 4, we describe the algorithm of Attribute Exploration and
show by means of an example how it can be applied to the design of Conceptual
Scales.

2 Conceptual Information Systems

Conceptual Information Systems provide a multi-dimensionalconceptually struc-
tured view on data stored in relational databases. Conceptual Information Sys-
tems are similar to On-Line Analytical Processing (OLAP) tools, but focus on
qualitative (i. e. non-numerical) data. The analog to OLAP dimensions are hier-
archies of concepts. They are based on Formal Concept Analysis ([23], [10]), a
mathematical theory modeling the concept of ‘concept’ as discussed in Philoso-
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phy since the logic of Port Royal ([3]) and described in the German Industrial
Standards DIN 2330 and DIN 2331. There, a concept is understood as a unit
of thought consisting of two parts: its extension and its intension ([22]). The
extension consists of all objects belonging to the concept, and the intension of
all attributes common to all the objects. In OLAP terminology, intensions of
concepts correspond to coordinates addressing a cell, and extensions to entries
of cells of a data cube. Formal concepts as defined below act as knots tying
together the extensional and the intensional aspect of the data.

Each conceptual scale is generated from a formal context, a binary relation
which allocates subsets of the attribute domains of the database to attributes
which are meaningful to the analyst. The derived conceptual hierarchy can be an
arbitrary lattice. It is displayed by a Hasse diagram which provides a universal
and intuitively readable visualization of the data. By combining Hasse diagrams
and zooming into them, operations similar to slicing, pivoting, drill-down and
drill-up are supported ([17]). In the next section, we provide the mathematical
background. Readers not familiar to mathematical notation may directly skip to
the example.

2.1 The Mathematical Background: Formal Concept Analysis

Definition. A (formal) context is a triple K := (G,M, I) where G and M are
sets and I is a relation between G and M . The elements of G and M are called
objects and attributes, respectively, and (g,m) ∈ I is read “the object g has the
attribute m”.

For A ⊆ G, we define A′ := {m ∈ M | ∀g ∈ A: (g,m) ∈ I}. For B ⊆ M , we
define dually B′ := {g ∈ G | ∀m ∈ B: (g,m) ∈ I}. Now a (formal) concept is a
pair (A,B) such that A ⊆ G, B ⊆ M and A′ = B, B′ = A. (This is equivalent
to A and B being maximal with A×B ⊆ I.) The set A is called the extent and
the set B the intent of the concept.

Each formal context gives rise to a conceptual hierarchy, called concept lattice
of K and denoted by B(K). The hierarchical subconcept–superconcept–relation
of concepts is formalized by

(A,B) ≤ (C,D) :⇐⇒ A ⊆ C (⇐⇒ B ⊇ D) .

Theorem1 (cf. [10]). The set of all concepts of the context K together with
this order relation is a complete lattice. I. e., for each set (At, Bt), t ∈ T , of
concepts, a least common superconcept and a greatest common subconcept exist.
They are computed as follows:

∨
t∈T

(At, Bt) = ((
⋃
t∈T

At)
′′,
⋂
t∈T

Bt) ,
∧
t∈T

(At, Bt) = ((
⋂
t∈T

At, (
⋃
t∈T

Bt)
′′)

The first equation describes the aggregation along the subconcept-superconcept-
hierarchy: The extent of the least common superconcept is the closure by ′′ of
the set union

⋃
t∈T At. Because of the symmetry of the definition, attributes
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M 3.1: Geregelte Einarbeitung/Einwei-
sung neuer Mitarbeiter

M 3.2: Verpflichtung der Mitarbeiter auf
Einhaltung einschlägiger Gesetze,
Vorschriften und Regelungen

M 3.3: Vertretungsregelungen
M 3.4: Schulung vor Programmnutzung

M 3.5: Schulung zu IT-Sicherheitsmaß-
nahmen

M 3.6: Geregelte Verfahrensweise beim
Ausscheiden von Mitarbeitern

M 3.7: Anlaufstelle bei persönlichen
Problemen

M 3.8: Vermeidung von Störungen des
Betriebsklimas

Fig. 1. Formal context about perils and counter-measures concerning IT security in
Human Resources

can be aggregated in an analogous way by descending the hierarchy (cf. second
equation). Again, the appropriate aggregation is not set union, but its closure
by ′′. This allows the investigation of implications (functional dependencies)
between the attributes:

Definition. For two sets X,Y ⊆M of attributes, the implication X → Y holds
in a formal context, if each object having all attributes inX also has all attributes
in Y (i. e., X ′ ⊆ Y ′, or equivalently Y ⊆ X′′).

These implications play an important role in data analysis, and are also crucial
for knowledge acquisition by Attribute Exploration (cf. Sect. 4). 1

Example: The following example is taken from an information system about IT
security ([16]). In the ‘IT–Grundschutzhandbuch’ of the Bundesamt für Sicher-
heit in der Informationstechnik ([4]), perils to certain objects, such as e. g. infra
structure, telecommunication, human resources, are listed, and counter-measures
are discussed. The presented information system is for demonstration purpose
only, but a similar, more praxis oriented system with a higher level of detail is
offered by NaviCon. The design of conceptual scales for the latter gave rise to
this paper.

1 A remark for readers who are familiar with association rules ([1]): Implications are
association rules with minsupp=0 and minconf=1. In the framework of this paper,
other association rules than implications are of no importance, because the concep-
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 3.3

M
 3.4

M
 3.5

M
 3.6

M
 3.7

M
 3.8

Personalausfall
Unzureichende Kenntnis über Regelungen
Vertraulichkeits-/Integritätsverlust von Daten durch Fehlverhalten der IT-Benutzer
Fahrlässige Zerstörung von Gerät oder Daten
Nichtbeachtung von IT-Sicherheitsmaßnahmen
Fehlerhafte Nutzung des IT-Systems
Manipulation/Zerstörung von IT-Geräten oder Zubehör
Manipulation von Daten oder Software
Social Engineering



Manipulation an Daten oder Software

Manipulation/Zerstörung von IT-Geräten oder Zubehör
Fahrlässige Zerstörung von Gerät oder Daten

Fehlerhafte Nutzung des IT-Systems

Nichtbeachtung von IT-Sicherheitsmaßnahmen

Social Engineering

Vertraulichkeits-/Integritätsverlust von

Daten durch Fehlverhalten der Benutzer

Unzureichende Kenntnis über Regelungen

Personalausfall

M 3.6

M 3.8

M 3.7

M 3.2

M 3.5

M 3.4

M 3.1M 3.3

Fig. 2. Hasse diagram of the formal context in Fig. 1

The table for human resources from [4] is given in Fig. 1. It can be under-
stood as a formal context, where the perils ‘Personalausfall’ (Staff drop out),
. . . , ‘Social Engineering’ are the attributes, and the counter-measures M 3.1,
. . . , M 3.8 are the objects. The relation assigns to each peril possible counter-
measures. The context has 13 formal concepts. For instance, there is one concept
having M 3.2, M 3.5, M 3.7, and M 3.8 in its extent, and ‘Fahrlässige Zerstörung
von Gerät oder Daten’ (negligent destruction of machines or data), ‘Manipu-
lation/Zerstörung von IT-Geräten oder Zubehör’ (manipulation of IT tools or
accessories), and ‘Manipulation an Daten oder Software’ (manipulation on data
or software) in its intent.

The concept lattice of that formal context is shown in Fig 2. Each circle
stands for a formal concept, and the subconcept-superconcept hierarchy can be
read by following ascending paths of straight line segments. The intent [extent]
of each concept is given by all labels reachable from that context by ascending
[descending] paths of straight line segments. For instance, the concept mentioned
above is the one labeled by M 3.8.

In such a diagram, we can read the implications between the attributes.
For determining the conclusion of an implication, one determines the greatest
common subconcept of the premise (the concept where “the attributes of the
premise first meet” by descending the diagram), and collects all attributes listed
above. I. e., the implication X → Y holds if and only if

∨
m∈X({m}′, {m}′′) ≤

({n}′, {n}′′) for all n ∈ Y . The concept ({m}′, {m}′′) is the concept which is
labeled by the attribute m. For instance, we have that each counter-measure
against both ‘Fehlerhafte Nutzung des IT-Systems’ (misuse of the IT system)

tual scales to be created shall cover all possible combinations, not only the frequent
ones.
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Bauteil Bauteileart Nennweite DichtWerkst Wanddicke
Rohr DIN 2448- 13 CrMo 4 4 -355,6x8,0 Rohr                          350 8
Rohr DIN 2448- 13 CrMo 4 4 -355,6x8,8 Rohr                          350 8,8
Rohr DIN 2448- 13 CrMo 4 4 -355,6x11,0 Rohr                          350 11
Rohr DIN 2448- 13 CrMo 4 4 -406,4x8,8 Rohr                          400 8,8
Rohr DIN 2448- 13 CrMo 4 4 -406,4x11,0 Rohr                          400 11
Rohr DIN 2448- 13 CrMo 4 4 -406,4x14,2 Rohr                          400 14,2
Flansch C 15x21,3 DIN 2631 - St 37-2 Vorschweißflansch 15 Weichgumm 2
Flansch C 20x26,9 DIN 2631 - St 37-2 Vorschweißflansch 20 Weichgumm 2,3
Flansch C 25x33,7 DIN 2631 - St 37-2 Vorschweißflansch 25 Weichgumm 2,6
Flansch C 32x42,4 DIN 2631 - St 37-2 Vorschweißflansch 32 Weichgumm 2,6

Fig. 3. Part of a many-valued context

and ‘Manipulation an Daten oder Software’ (the only counter-measure against
both perils simultaneously is M 3.5) is also a counter-measure against the perils
‘Manipulation/Zerstörung von IT-Geräten oder Zubehör’, ‘Nichtbeachtung von
IT-Sicherheitsmaßnahmen’ (ignoring of IT security measures), and ‘Fahrlässige
Zerstörung von Gerät oder Daten’.

2.2 The conceptual data model of Conceptual Information Systems:
Many-valued contexts and conceptual scales

Often attributes are not one-valued as in the previous example, but allow a
range of values. This is modeled by a many-valued context. In order to obtain a
concept lattice, a many-valued context is ‘translated’ into a one-valued context
by conceptual scales. (Remark that ‘conceptual’ is used in two different meanings
in the heading!)

Definition2. A many-valued context is a tuple (G,M, (Wm)m∈M , I) where G
and M are sets of objects and attributes, resp., Wm is a set of values for each
m ∈M , and I ⊆ G×⋃m∈M({m}×Wm) such that (g,m,w1) ∈ I and (g,m,w2) ∈
I imply w1 = w2. A conceptual scale for an attribute m ∈ M is a context
Sm := (Gm,Mm, Im) with Wm ⊆ Gm. The context (G,Mm, J) with gJn :⇐⇒
∃w∈Wm: (g,m,w)∈I ∧ (w, n)∈Im is called the realized scale for the attribute
m ∈M .

Example: Figure 3 shows a part of a many-valued context about pipes. The
total context consists of 240 pipes, 2428 curved pipes, 560 T-parts, 348 flanges,
and 385 restricted fittings, and of 54 attributes. The objects are listed in the
column ‘Bauteil’ (Part). In Fig. 4, the realized scale for the attribute ‘Bauteileart’
(Part type) is given. Since there are almost 4000 objects, the diagram does not
display their names, but contingents only.

Conceptual Information Systems consist of a many-valued context together
with a collection of conceptual scales. The many-valued context is implemented
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RohreDIN:2605-1

DIN:2605-2 T-Stücke

Reduzierstücke

DIN:2631

DIN:2641 DIN:2632

DIN:2642

DIN:2633

DIN:2634

DIN:2635

DIN:2636

DIN:2637

DIN:2638

Rohrbogen

Nd6 Nd10

Flansche

1215 240 560 385 30 72 15 48 33 36 271213 52 305

Fig. 4. Realized scale ‘Part type’

as a relational database. The collection of the scales is called conceptual scheme
([20], [15]). It is written in the description language ConScript ([19]). Beside
the contexts of the conceptual scales, the conceptual scheme also contains the
layout of their line diagrams. The layout has to be provided in advance, since,
in general, well readable line diagrams cannot be generated fully automatically.

For Conceptual Information Systems, the management system TOSCANA
([13], [21]) has been developed. Based on the paradigm of conceptual landscapes
of knowledge ([24]), TOSCANA supports the navigation through the data by
using the conceptual scales like maps designed for different purposes and in
different granularities. We illustrate the navigation procedure by the pipeline
system.

Example: The context in Fig. 3 and the conceptual scale in Fig. 4 are part of a
Conceptual Information System on pipelines ([18]). It shall support the engineer
by choosing suitable parts for a projected pipeline system. Let us assume that he
needs a pipe which has an inner diameter of about 100 mm and a wall thickness
of about 4 mm. Starting with the scale ‘Part type’ in Fig. 4, he finds the concept
labeled with the attribute ‘Rohre’ (Pipes), and sees that he can choose among
240 different pipes. By zooming into that context with the scale ‘Inner diameter’,
see Fig. 5), he can see the distribution of the 240 pipes according to their inner
diameter. Each concept stands for an interval. Since the engineer is interested in
pipes with about 100 mm inner diameter, he chooses the 8th concept from the
right at the bottom level, which stands for the interval 90–110 mm. By taking a
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Fig. 5. Realized scale ‘Inner diameter’ after zooming into the concept labeled by
‘Rohre’ in Figure 4

concept which is higher in the hierarchy, he could have continued with an interval
of larger width. By zooming into the chosen concept with the next conceptual
scale (e. g.‘Wall thickness’), the engineer can drill-down further until he obtains
a small number of parts which are suitable for the projected pipeline system.
By clicking on the numbers, he can obtain the names of the parts, and can then
drill-down to the original data given in the database or to additional information
such as DIN standards.

3 Preparation of Conceptual Information Systems

The preparation of a conceptual information system consists basically of two
steps. First, the underlying many-valued context has to be designed and imple-
mented as a database system. Second, the conceptual scales have to be created.
Both are non-trivial tasks which require expertise in the domain of interest as
well as in the knowledge representation techniques of formal concept analysis.
Hence conceptual information systems are usually designed in a discursive pro-
cess involving both domain experts and knowledge engineers ([2]). This process
is described in detail in [7] for a system about laws and regulations in civil
engineering.
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In this paper, we focus on the second step of the preparation. We assume that
the many-valued context is already given. The task is then to design adequate
conceptual scales. We discuss the two basic ways.

3.1 Theory Driven Design

The first step in designing scales driven by theory is to choose attributes mean-
ingful to the user. They need not to be the domain values of the database, but
are usually on a more general level. For instance, the user is often not interested
in exact numerical values but only in certain ranges: In a medical application,
the physician is not interested in the exact pH level of the blood, but only if the
pH level is pathological or even dangerous.

The second step is to assign the domain values to the attributes. Here, the
knowledge engineer has to bring in his expertise about conceptual hierarchies,
since domain experts always tend to scale nominally. In the medical example, for
instance, a longer discussion revealed that a dangerous pH level is also under-
stood as pathological, hence a bi-ordinal scale (with a third attribute ‘pH level
normal’) was chosen.

Figures 4 and 5 show two theory driven scales. While the scale in Fig. 4
is specially designed for the application, the inter-ordinal scale in Fig. 5 is a
standard scale that is used in many applications. Typically, database attributes
of type string need an individual design, while numerical types as integer or
real allow the use of standard scales. There is a broad variety of standard scales
that can be used, e. g., nominal scales, ordinal scales, and inter-ordinal scales.
In the latter case, only the number of intervals to be considered and the interval
boundaries have to be fixed. It is planned to release the knowledge engineer from
implementing such standard scales by implementing parametrized scales which
adopt themselves to the actual range of the values. Naturally this approach fails
for free-text entries such as those in ‘Bauteileart’ in Fig. 3. Here the conceptual
structure in the data has to be determined in a discursive process.

3.2 Data Driven Design

While theory driven design is typically (but not exclusively) applied to many-
valued attributes, data driven design is only possible for the data type boolean.
In that case, the attributes of the database are usually also the attributes of the
conceptual scale. While there is normally one conceptual scale for each many-
valued attribute, some one-valued (i. e., Boolean) attributes are grouped together
in order to form one conceptual scale. The task for knowledge engineer and
domain expert is to find a suitable grouping of the attributes. Groups should
not be too large since the size of the scale may be exponential to the number
of attributes; neither too small in order not to hide dependencies between the
attributes. Typically there are between five and ten attributes. But before all,
it is important that attributes addressing similar topics are grouped together.
Therefore it is possible that attributes appear in more than one scale.
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Räume

4.1 Gebäude

4.2 Verkabelung

4.3.1 Büroraum

4.3.2 Serverraum

4.3.3 Datenträgerarchiv

4.3.4 Infrastrukturraum

100

1

1
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2

5.2 Manipulation an Daten oder Software

1
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3

G4.1 Ausfall der Stromversorgung
G4.2 Ausfall interner Versorgungsnetze

3

4

Fig. 6. Realized scale ‘Rooms’ for the IT Security System

Having obtained a suitable grouping, a conceptual scale has to be designed
for for each of the sets of attributes. In a first approach, one could assume that
there are no valid implications between the attributes. This leads to a scale that
is conform to all possible updates of the database. However, this scale will be too
large for more than five attributes, since for n attributes the number of concepts
of such a Boolean scale scale is 2n. Therefore, data driven design takes into
account all implications which hold for the actual entries in the database. It is
supported by Dokuana, a tool developed by NaviCon. An example for a data
driven scale is the scale ‘Rooms’ of the IT security system (Fig. 6). It shows the
distribution of perils according to locations. Instead of 26 = 64 possible concepts
it only consists of 14 concepts.

When knowledge engineer and domain expert agreed on a data driven design
process, then the design can be performed by the former without any support
by the latter, once the grouping of the attributes is decided. Hence data driven
design is efficient for the client in the way that he does not have to invest
much time of the domain expert. This is an important argument in marketing
Conceptual Information Systems.
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The big disadvantage of this approach however is that scales need not be
consistent with updates of the database. New entries can contradict to the func-
tional dependencies used for the design of the conceptual scales. If there are not
too many new concepts (up to ten at the moment), and if the structure of the
new scale does not differ too much from the original scale, then the diagram
can be re-drawn automatically. However, if the change is more complex, then
the layout has to be done manually, which usually requires the expertise of the
knowledge engineer. Hence, an important research task is the development of
fully automatic lay-out algorithms for lattices. Unfortunately, satisfying answers
are not in sight in the next future.

For applications provided to a remote client or for time critical applications
it is therefore important to prepare the scales such that future updates of the
database are covered. Hence all possible combinations of attributes have to be
determined before handing over the information system. In the next section we
discuss how this task can be performed in a systematic way by involving the
domain expert as less as possible.

4 Extending Scales by Attribute Exploration

The data driven design of a conceptual scale provides us with all combinations of
attributes which occur as concept intents for the actual data. Then the question
arises which combinations may occur additionally. As we pointed out in the last
section, the powerset of the attribute set would cover all eventualities, but is in
general too large for practical applications. Hence we have to find a subset of the
powerset, which contains all possible combinations, by systematically inquiring
the domain expert.

The solution to that problem is Attribute Exploration ([8], [10]), an inter-
active knowledge acquisition algorithm developed by B. Ganter. The algorithm
is implemented in the program ConImp ([5]) of P. Burmeister. It benefits from
the fact that the requested set of intents must be closed under set intersec-
tion (cf. to first equation in Theorem 1). The knowledge is acquired from the
domain expert in a dialogue in which he has to answer questions of the form
“Does each possible object in the database having attributes x1, . . . xn nec-
essarily have the attributes y1, . . . ym as well? (I. e., “Does the implication
{x1, . . . , xn} → {y1, . . . , ym} hold?”) Either the expert confirms the implication,
or he has to provide a counter-example.

Details about Attribute Exploration can be found in [8] and [10]. Here, we
only give a short summary: The algorithm uses the fact that, for a given formal
context, the implications P → P ′′, where P is a pseudo-intent (see below), are
sufficient (and even minimal) for describing the structure of the concept lattice.
This set of implications is called the Duquenne-Guigues-basis ([6], [11]).

The algorithm asks the implications in such a sequence that pseudo-intents
determined once remain pseudo-intents even after adding the counter-examples
to the context:
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Definition. A set P ⊆M of attributes is called a pseudo-intent, if P 6= P ′′ and
if for each pseudo-intent Q ⊂ P the inclusion Q′′ ⊆ P holds.

For a set X ⊆M and a set L of implications, we define L∗(X) as the closure
of X under repeated application ofX 7→ X∪

⋃
{B | A→ B ∈ L, A ⊂ X,A 6= X}.

For sake of simplicity, we assume now that M = {1, 2, . . ., n}. For i ∈M , we
define X <i Y : ⇐⇒ i ∈ Y \X and X ∩ {1, . . . , i − 1} = Y ∩ {1, . . . , i − 1}.
Furthermore we define a lectic order on the subsets of M by X < Y :⇐⇒ ∃i ∈
{1, . . . , n}:X <i Y .

Algorithm: Let (G,M, I) be the formal context determined by data driven
design. The set M contains the attributes that are used as labels in the diagram.
The set G contains strings which are used as where-parts of SQL-statements
which TOSCANA generate in order to query the database.

1. The first intent or pseudo-intent is the empty set.
2. For a given intent or pseudo-intent X one obtains the next intent or pseudo-

intent in the lectic order by letting i := n, and decreasing i until X <i
X∗ := L∗((X ∩ {1, 2, . . . , i − 1} ∪ {i}) holds. X∗ is then the next intent or
pseudo-intent in the lectic order.

3. IF X∗ = M then Stop.
4. If X∗ is an intent, then let X := X∗ and go to 2).
5. If X∗ is a pseudo-intent, then ask the user “Does the implicationX∗ → X∗′′

hold?” If the answer is “Yes”, then add the implication to L. Let X := X∗

and go to 2). If the answer is “No”, then the user has to provide a counter-
example. Add the counter-example to G and go to 4).

The dialogue is optimal in the sense that the number of confirmed implications
is minimal. The complexity of the algorithm is, for each concept, cubic in the
number of attributes and objects. As the number of the concepts can grow
exponentially in the number of attributes, the overall complexity of the algorithm
is exponential. However, as the number of attributes for one scale is usually
between five and ten, and the attributes are normally not totally independent,
the number of questions is tolerable in all practical applications.

Attribute Exploration can handle the answer “I don’t know”, but for design-
ing a conceptual scale, finally each of the implications has to be either confirmed
or rejected. As “I don’t know” indicates that there may be objects that violate
the implication, only the interpretation of these answers as “no” assures that
the scale will be consistent for all possible updates of the database.

Example: The ‘IT-Grundschutzhandbuch’ provides for each object the relation-
ship between its related perils and counter-measures. The relationship between
objects and perils is not given explicitly in the handbook. Since the data tables
are designed locally — for each single object — only, there may be groups of
objects sharing the same perils which are not identified in the book. Figure 6
provides us with the scale considering only the actual entries in the handbook.
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4.3.3 Datenträgerarchiv

4.3.2 Serverraum
4.3.4 Infrastrukturraum

4.3.1 Büroraum
4.2 Verkabelung

4.1 Gebäude

Fig. 7. The scale ‘Rooms’ extended by Attribute Exploration

For determining all possible combinations of objects, we applied Attribute Ex-
ploration to that scale. The exploration dialogue consisted of twelve questions,
starting with:

“Is each possible peril for ‘Gebäude’ (building) and ‘Archiv’ (archive) neces-
sarily a peril for ‘Serverraum’ (server room) and ‘Infrastrukturraum’ (infras-
tructure room)?” — “Yes” — “Is each possible peril for ‘Infrastrukturraum’
necessarily a peril for ‘Serverraum?” — “Yes” — “Is each possible peril for
‘Infrastrukturraum’ necessarily a peril for ‘Serverraum?” — “Yes” — “Is each
possible peril for ‘Serverraum’ and ‘Archiv’ necessarily a peril for ‘Infrastruk-
turraum?” — “No.” . . .

For the last question, one can e. g. provide the attribute ‘Datenträgervernichtung’
(destruction of storage media) as counter-example. In this example, nine of the
twelve implications were accepted, and three denied. The resulting scale is shown
in Figure 7. It consists of 18 concepts, while the ‘worst case’, the Boolean scale,
has 26 = 64 concepts and is too large for a useful visualization. The black
circles indicate how the data driven scale is embedded in the scale determined
by Attribute Exploration. This example also shows that the diagram has to be
re-layouted for remaining readable.

287Acquiring Expert Knowledge for the Design of Conceptual Information Systems



5 Outlook

We have shown how the gap between data driven and theory driven design
can be bridged (or at least narrowed) by applying Attribute Exploration. This
knowledge acquisition process serves three purposes. Firstly, it makes knowledge
acquisition from the domain expert more efficient, since it starts with the ac-
tual data (instead from the scratch) and solves the remaining questions in a
systematic and somehow minimal way. Secondly, it allows to prepare the scales
so that all eventual updates of the database are covered a priori. Hence the sys-
tem can be run without support of the knowledge engineer. Thirdly, the process
provides to the domain expert a better understanding of the data by making his
knowledge explicit.

A restraint for the approach is however that a certain knowledge about the
dependencies between the attributes must be present. Although the answers
during the dialogue do not have to be infallible (since TOSCANA provides a
warning if an accepted implication is violated), they must however be confident
to a certain degree. For instance, the Library Retrieval System at the ‘Zentrum
für interdisziplinäre Technikforschung’ at the Technische Universität Darmstadt
([14]) is also based on a data driven design. In that application, books and jour-
nals are objects, and catchwords are attributes. The conceptual scales produced
by data driven design are almost all near to Boolean scales, i. e., almost all com-
binations of catchwords are possible. In this application, the experts were not
able to answer the questions with a certain confidence, since for each remain-
ing combination of catchwords one could imagine a book having exactly those
catchwords. Such applications would profit enormously from automatic layout
algorithms for lattices.

An automatic layout algorithm would also provide the possibility to choose
on-line Boolean attributes (e. g., catchwords) of the database and to let the
resulting conceptual scale be drawn on the fly. The development of layout algo-
rithms is one of the most urgent research tasks for advancing the commercial
application of conceptual knowledge processing.

Attribute Exploration determines the structure of the conceptual scale only;
but it does not indicate which concepts may be labeled by objects. Each concept
which potentially is labeled gives rise to a SQL-query. Hence it may be of interest
for time-critical applications to minimize the number of these concepts. For
determining them, a variation of Attribute Exploration called Clause Exploration
([9]) can be applied. As this knowledge acquisition procedure generates more
questions than Attribute Exploration, it has to be examined for each application
if the extra work during the design phase is really necessary.
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Abstract. A competency description of a software component seeks to describe
what the artefact can and cannot do. We focus on a particular kind of compe-
tence, called fitness-for-purpose, which specifies whether running a software
component with a supplied set of inputs can satisfy a given goal. In particular,
we wish to assess whether a chosen problem solver, together with one or more
knowledge bases, can satisfy a given (problem solving) goal. In general, this is
an intractable problem. We have therefore introduced an effective, practical,
approximation to fitness-for-purpose based on the plausibility of the goal. We
believe that constraint (logic) programming provides a natural approach to the
implementation of such approximations. We took the Common LISP constraints
library SCREAMER and extended its symbolic capabilities to suit our purposes.
Additionally, we formulated an example of fitness-for-purpose modelling using
this enhanced library.

1  Introduction

A competency description of a software component seeks to describe what the artefact
can do, and what it cannot do. In addition, it may choose to describe the methods that
are applied by the software artefact to achieve its results, although our work focuses on
the questions of what rather than how.

Competency descriptions can enable human- or machine agents to assess the suitabil-
ity of application of the described component for some particular task. This assessment
of suitability, which we also refer to as fitness-for-purpose analysis, is becoming
increasingly important for two main reasons. Firstly, as the range and sophistication of
software increases, it becomes difficult for a human user to make an informed choice
of the best software solution for any particular task. The same point applies equally to
domain independent reasoning components, such as the problem solving methods
(PSMs). We believe that novice users, in particular, could benefit greatly from advice
generated as a result of a fitness-for-purpose analysis. Secondly, we observe a demand
for software brokers, which, given some software requirements, return either the soft-
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ware itself, or a pointer. In the knowledge acquisition community, the IBROW3 project
[3] intends to build such a broker for the distribution of problem solving components.

In this paper, we present a general approach to fitness-for-purpose analysis which was
developed to assist in the generation of advice for novice users of knowledge acquisi-
tion tools (KA tools) and problem-solvers in the MUSKRAT system [10], [24], [27].
MUSKRAT is a MUltiStrategy Knowledge Refinement and Acquisition Toolbox which
makes it easier for novice users to apply and combine the incorporated software tools
to solve some specific task. When generating advice on the application of a chosen
problem-solver, MUSKRAT should be able to differentiate between the following three
cases for the knowledge bases available to the problem-solver.

Case 1: The problem-solver can be applied with the knowledge bases already availa-
ble, i.e., no acquisition or modification of knowledge is necessary.

Case 2: The problem-solver needs knowledge base(s), not currently available; there-
fore these knowledge base(s) must be first acquired.

Case 3: The problem-solver needs knowledge base(s), not currently available, but the
requirements can be met by modifying existing knowledge base(s).

The phrase ‘fitness-for-purpose’ and the computational approximation to it, as
described in this paper, arose out of the need for a test for case 1. We expect subse-
quent research to investigate issues relating to cases 2 and 3.

Issues related to the description of competence are also being investigated by others in
the field, notably Benjamins et al. in the context of the IBROW3 project [3], [4], Fensel
et al., as part of an ongoing investigation into the role of assumptions [6], [7], and
Wielinga et al., as a methodological approach to the operationalisation of knowledge-
level specifications [30]. We consider Fensel’s approach to be the nearest to our work,
because it investigates the context dependency of an existing problem solver/PSM
through the discovery of assumptions. We are also investigating the context depend-
ency of problem solvers, but through the question of task suitability with the available
knowledge. Thus, whilst Fensel investigates a problem solving method in isolation of
its inputs in order to derive suitability conditions, we take a problem solver together
with its inputs and test their combined suitability for solving a specific task. Both lines
of inquiry are intractable, and therefore demand some compromise(s) in any imple-
mentation. Fensel’s compromise concerns the level of automation of his proof mecha-
nism, which is an interactive verifier, rather than a fully automated proof mechanism.
Since we would like to generate advice at run-time for the potential user of a problem
solver, we compromise instead with the deductive power of our proof mechanism. We
believe, however, that what our constraint satisfaction mechanism may lack in expres-
sive power, it gains in its abilities to combine the results of multiple problem solvers
(through propagation mechanisms), and run as a batch process. Figure 1 compares
Fensel et al.’s process of assumption hunting with our approach to matching a problem
solver to a toolkit user’s goal.
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In the following section, we define more exactly what we mean by fitness-for-purpose,
and explain the computational difficulties which arise in its analysis. In section 3, we
describe how we approach these difficulties by considering an approximation of fit-
ness-for-purpose, rather than the actual fitness-for-purpose. In section 4, we explain
how we are implementing these ideas using constraint logic programming in Common
LISP. Finally, in section 5 we summarise the ideas, relate them to other work in the
field, and indicate some possible directions for future work.

2  Fitness-for-Purpose

In the previous section, we defined a competency description of a software component
as a description of what the artefact can do, and what it cannot do. Since a fitness-for-
purpose analysis considers the suitability of some component for a particular task
instance, it concerns not only the ‘absolute’ competence of that component for contrib-
uting to the solution, but also any other inputs which the component, or the task, might
have. So, for example, a kettle undoubtedly has a competence for boiling water, but it
is nevertheless not fit for the purpose of making a cup of tea unless water, tea and
(optionally) milk and sugar are also available. Fitness-for-purpose therefore represents
a specific interpretation of ‘competence’, because it expresses the contribution to the
solution of the problem instance with regard to the current state of the containing sys-
tem. In the tea-making example, the ‘current state’ concerned the availability of ingre-
dients in the kitchen; in the context of knowledge acquisition and problem solving, the
current state refers to the availability and nature of the system’s knowledge.

PSM

Formalise

Prove Competence

PSM

Abstract

(Dis)Prove Goal
(using Constraint Satisfaction)(using Karlsruhe Interactive Verifier)

Properties Properties

(i)

Figure 1. Comparison of the Fensel approach (i), and our approach (ii), to the discovery of
problem solving properties

(ii)

(Compatibility of Goal/PSM/KBs)(Assumptions)

Goal Goal KBs
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When the advisory subsystem of MUSKRAT addresses the problem of fitness-for-pur-
pose, it is in effect posing the question “Is it possible to solve the given task instance
with the available problem-solver1, knowledge bases, and KA tools?”. Clearly, this is a
very difficult question to answer without actually running the problem-solver, regard-
less of whether the answer is generated by a human or a machine. Indeed, the theory of
computation has shown that it not possible, in general, to determine whether a program
(in this case, a problem-solver) terminates. This is the Halting Problem [25]. Therefore
the only way to affirm the suitability of a problem-solver for solving a particular task is
to run it and test the outcome against the goal. For the purposes of generating advice in
a multistrategy toolbox, however, we cannot afford this luxury, particularly since run-
ning the problem-solver could itself be computationally intensive. We prefer instead to
pose the weaker question “Is it plausible that the given task instance could be solved
with the available problem-solver, knowledge bases, and KA tools?”. We believe that it
is possible to demonstrate computationally that some configurations of a task, prob-
lem-solver, existing knowledge bases and KA tools cannot, even in principle, generate
an acceptable solution to the task. Such situations form a set of recognisably implausi-
ble configurations with respect to the problem at hand. Furthermore, the computational
cost associated with recognising this implausibility is, in many cases, far less than that
associated with running the problem-solver.

For example, consider a question from simple arithmetic: is it true that 22 ×  31 + 11 ×
17 + 13 ×  19 = 1097 ? Rather than evaluate the left hand side of the equation straight
away, let us first inspect the problem to see if it is reasonable. We know that when an
even number is multiplied by an odd number, the result is always even; and that an odd
number multiplied by an odd number is always odd. Therefore the left hand side of the
equation could be rewritten as <even> + <odd> + <odd>. Likewise, an even number
added to an odd number is always odd, and the sum of two odd numbers is always
even. Then evaluating left to right, we have <odd> + <odd>, which is <even>. Since
1097 is not even, it cannot be the result of the evaluation. We have thus answered the
question without having to do the ‘hard’ work of evaluating the actual value of the left
hand side.

As another example, consider the truth of the statement ‘If Pigs can fly, then I’m the
Queen of Sheba’, which we write as P ⇒  Q. Given our background knowledge that the
premise P is false, we can use the truth table for logical implication2 to derive that the
whole statement is true, since any implication with a false premise is true. Notice that
we derived our result without having to know the truth of the consequent Q. In a simi-
lar way, it is possible to investigate the outputs of programs (in particular, problem

1. For simplicity, we currently assume the application of a single, chosen problem-solver.

2. P Q P ⇒ Q
T

F
T

T

T

T

T
TF

F

F

F

294 S. White and D. Sleeman



solvers) without needing complete information about their inputs. This issue becomes
important if running a problem solver has a high cost associated with it, such as the
time it takes to perform an intensive search3. In such cases, a preliminary investigation
of the plausibility of the task at hand could save much time if the intended problem
solver configuration can be shown to be unsuitable for the task. We consider such an
investigation to be a kind of ‘plausibility test’ which should be carried out before run-
ning the actual problem solver. The idea was suggested as part of a general problem
solving framework by Polya [19]. In his book ‘How to Solve It’, he proposed some
general heuristics for tackling problems of a mathematical nature, including an initial
inspection of the problem to understand the condition that must be satisfied by its solu-
tion. For example, is the condition sufficient to determine the problem’s “unknown”?
And is there redundancy or contradiction in the condition? Polya summarised by ask-
ing the following:

‘Is our problem “reasonable”? This question is useful at an early stage of our
work if we can answer it easily. If the answer is difficult to obtain, the trouble
we have in obtaining it may outweigh the gain in interest.’ (Polya, 1957).4

It is interesting to note that the arithmetic example given above first abstracts the prob-
lem instance to a different ‘space’ (i.e., from real numbers to that of odd and even
numbers), to which a simpler algebra can be applied. We note that much of the prob-
lem instance detail has been ignored to keep the plausibility test simple. On the other
hand, enough detail has been retained for the test to reflect the current problem
instance and for it to be useful. In this sense, the plausibility test has approximated the
task. In the next section, we define a more precise notion of plausibility approximation,
and explain how it can be applied to problem-solvers.

3  The Plausibility Approximation to Fitness-for-Purpose

We classify proposed solutions to a problem as either plausible values, candidate val-
ues, or actual values. Informally, a plausible value is any solution which cannot be
ruled out by applying such reasoning as that in the arithmetic or logical examples
above. A candidate value can be a solution to the problem in some cases. An actual
value is the solution in a given case. It is worth noting that all candidate solutions are
also plausible, and any actual solution is always a candidate solution (see Figure 2).

3. Many AI programs perform searches of problem spaces which grow exponentially with the
size of the problem.

4. One way to determine whether the plausibility test is useful is to compare the computational
complexities of the problem solver and the plausibility test. If the order of complexity of the
plausibility test is lower than that of the problem solver, we might assume it is reasonable to
apply the plausibility test first. Unfortunately, this model takes no account of the utility of the
information gained from the plausibility test.
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As an example of this classification, consider the formula for the area of a circle, π r2.
Suppose that we know r, the radius, to be larger than 1, but no greater than 10, i.e.,
r ∈ [1, 10] and r2 ∈ [1, 100]. Now we should like to define ranges of plausibility and
candidacy for the value of the circle’s area. The range of candidate values is [π , 100π ],
but since π  is rather a difficult number to deal with, the calculation of plausibility
might approximate it to 3 for estimating the lower bound of the range, and 3.5 for esti-
mating the upper bound of the range. The lower bound of the range is therefore
lower_bound(r2) × 3 = 3; and the upper bound is upper_bound(r2) × 3.5 = 350. This
gives the range of plausibility as [3, 350]. Note that we were careful to underestimate
the lower bound of the plausibility range, and overestimate the upper bound, so that the
range of candidate values lies completely within the range of plausible values (c.f. the
theory of errors used in the empirical sciences). When evaluating the expression, an
actual value might be 78.54.

The set of plausible solutions is an approximation to the set of candidate solutions, but
we define it such that the set of candidate solutions is always contained within the set
of plausible solutions. This guarantees that an implausible solution is not a candidate
solution, so we can approximate the test for candidacy with a test for plausibility. Note
that a plausible solution may not necessarily be a candidate – plausible, but non-candi-
date, solutions are the ‘small fish’ that slip through the net! Note also that for any gain
in computational effort, testing an element for membership of the set of plausible solu-
tions must be in some sense less expensive than testing it for membership of the set of
candidate solutions.

We are applying these ideas to problem solving scenarios in which a number of knowl-
edge bases (KB1, KB2, ..., KBn) are assigned input roles (R1, R2, ..., Rn) to a problem-

Set of
Plausible
Solutions

Set of
Candidate
Solutions

An Actual
Solution

Universal
Set

Figure 2. Venn Diagram showing the relationships between plausible, candidate, and actual
solutions
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solver, and a desired goal G is stated. We call this a problem-solver configuration (left
hand side of Figure 3). Note that at this stage we have made no assumptions about the
representation of the knowledge; when we say ‘knowledge base’ we do not imply a set
of rules. Neither do we make any assumptions about the specificity of the knowledge
bases with respect to the given problem instance. (That is, a knowledge base might
remain constant over all problem instances, it might change occasionally, or it might
change with every instance.) In essence, any input to the problem-solver has been
labelled as a knowledge base. We use the knowledge obtained from these inputs and a
plausibility ‘description’ of the behaviour of the problem-solver to generate an output
space of plausible values. Note that under this scheme, a problem-solver ‘description’
is itself a program which implicitly describes another program by generating its plausi-
ble output. The description therefore represents a kind of model of the problem solving
task; it is a metaproblem-solver (right hand side of Figure 3). The aim of the model is
to determine whether the goal G is consistent with the plausible space generated by the
metaproblem-solver, because if G is not consistent with this space, then it will also not
be satisfied by the output of the problem-solver itself. In such cases, we need not run
the problem-solver to test its outcome.

But how can this functionality be implemented? In a naive generate-and-test approach,
we might answer the plausibility question by testing every point in the plausibility
space against the goal G. Unfortunately, this is both computationally inefficient [13],
and enables only the modelling of spaces of finite size. For a more flexible and
computationally more efficient version, we prefer a constraint-based approach5. The
idea is that a plausibility space is expressed as a set of constrained entities. This set
could be of infinite, or indefinite, size, such as the set of even counting numbers, or the
set of all persons whose surname begins with ‘W’. To test the plausibility of a given
goal, its features are applied as further constraints to the plausibility space generated
by a metaproblem-solver. If the resulting space is empty, then the goal was not
plausible; if the resulting space is non-empty (or cannot easily be demonstrated to be
empty), then the goal remains plausible. Furthermore, unlike the meta-level reasoning
required for the halting problem, the question of plausibility, if defined appropriately,
can be guaranteed to terminate within a finite number of program steps, because the
meta-level need only be an approximation to the problem solving level6.

5. Consider the whimsical analogy of a man wishing to buy a pair of shoes: he does not walk
into a bookshop, pick up every book, and inspect it for its shoe-like qualities (the generate-
and-test approach). Instead, he recognises from the outset that bookshops sell books (i.e. the
plausibility space is a set of books), and that this is not consistent with his goal of buying
shoes.

6. Consider the case of the halting problem, in which we should like to determine whether a
program runs forever or halts. At the meta-level, we may choose to run the program for some
given length of time to see what happens. If the program halts within the allotted time, then
we know that it halts. Otherwise it remains plausible that it runs forever.
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Note that the plausibility refers to the combination of knowledge bases, their problem-
solving roles and the specific goal. In principle, a reassignment of knowledge bases to
different problem-solving roles could transform an implausible configuration into one
which is plausible. To avoid such anomalies, we also assign preconditions to each
problem solving role, and check that these are fulfilled by a knowledge base before
conducting a plausibility test.

More general scenarios are also possible, since plausibility spaces can also be used as
inputs to further metaproblem-solvers. Such an input space could describe the plausi-
ble output of another problem-solver, or even a knowledge acquisition tool. By cascad-
ing descriptions in this way, plausibility spaces are combined. When plausibility
spaces are used as inputs to metaproblem-solvers, the plausible output space produced
is necessarily more general than when specific knowledge bases are used as inputs.
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R1 Rn

Plausibilityconsistent with?

R1 Rn
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Problem-solver Metaproblem-solver

Figure 3. Problem-solver and Metaproblem-solver Configurations
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Nevertheless, the output space may still contain enough knowledge to answer some
interesting questions.

4  Implementation Approach

We mentioned earlier that we prefer a constraint-based approach to answering the
question “Is the goal G contained in the plausibility space P ?”. In fact, it is crucial to
the implementation that constraints derived from the goal can be used to reduce the
size of the plausibility space without enumerating it. This technique makes the plausi-
bility test less expensive than running the problem-solver because the whole search
space does not have to be explored to determine whether a goal is implausible. It also
leads one naturally to consider an implementation using constraint (logic) program-
ming. Indeed, we can rephrase the plausibility question in the terminology of con-
straint programming: “Is the goal G consistent with the domain of the constraint
variable P ?”. Since the tools we wished to model and the rest of the MUSKRAT frame-
work were already implemented in Common LISP, we sought to implement the plausi-
bility approximation to fitness-for-purpose using SCREAMER, a constraint logic
programming library for Common LISP [22], [23].

4.1  A Brief Introduction to SCREAMER and SCREAMER+

SCREAMER introduced two paradigms into Common LISP: firstly, it introduced a non-
determinism similar to the backtracking capabilities of PROLOG. Secondly, and more
importantly for our purposes, it used these backtracking capabilities as the foundation
for a declarative constraints package. The SCREAMER constraints package provides
LISP functions which enable a programmer to create constraint variables, (often
referred to simply as variables), assert constraints on those variables, and search for
assignments of values to variables according to the asserted constraints.

Although SCREAMER7 forms a very good basis for solving numeric constraint prob-
lems in Common LISP, we found it less good for tackling problems based on con-
straints of a more symbolic nature. We therefore extended the SCREAMER library in
three major directions: firstly, to improve the expressiveness of the library with respect
to constraints on lists; secondly, to introduce higher order8 constraint functions such as
constraint-oriented versions of the LISP functions every, some, and mapcar; and
thirdly, to enable constraints to be imposed on CLOS9 objects and their slots. We
called the extended library SCREAMER+. A detailed discussion of SCREAMER+ is

7. Version 3.20; available at the time of writing from http://www.cis.upenn.edu/
~screamer-tools/home.html

8. A ‘higher order function’ is a function which accepts another function as an argument.

9. CLOS is the Common LISP Object System, a specification of functions to enable object-ori-
ented programming in LISP which was adopted by the ANSI committee X3J13 in 1988 as
part of the Common LISP standard.
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outside the scope of this paper; the interested reader is referred to our recent technical
report [28]. In the next section, we provide an example of the usage of the
SCREAMER+ library to model the fitness-for-purpose of two problem-solvers applied
to the domain of meal preparation.

4.2  A Problem Solving Scenario

Suppose we are applying a problem-solver which constructs solutions consistent with
some given domain and temporal constraints (a design task)10. We have chosen to
apply the problem-solver to the domain of meal preparation because the domain is rich
and challenging, but also easily understood. Furthermore, the problem-solving task is
analogous to flexible design and manufacturing, also called just-in-time manufactur-
ing. In the domain of meal preparation, the designer is used to compose (or ‘con-
struct’) a dish which is consistent with culinary, temporal, and resource constraints,
also taking a set of dish preferences into consideration (see Figure 4).

Now suppose that we would like to use plausibility modelling on this problem-solver
by constructing its corresponding metaproblem-solver. A meta-designer is easy to con-
struct if we neglect the constraints, dish preferences, and the available resources. The
meta-designer produces a space of plausible dishes, together with their plausible prep-
aration times. These times are represented as upper and lower bounds on the prepara-
tion of whole dishes, and are derived from knowledge of the preparation times of dish

10.The task is also soluble by two separate problem solvers: the domain constraints are solved
by the first, and the temporal constraints satisfied by the second [29]. A detailed discussion of
the cascading of problem solvers is outside the scope of this paper.
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components. The upper bound of the dish preparation time is set as the sum of the
durations of the composite tasks; the lower bound is the duration of the lengthiest task.
Constraints from the goal can then be applied to the space of plausible scheduled
dishes to see if inconsistencies can be detected (see Figure 5). Note that although we
advocate the use of the constraint satisfaction paradigm for the implementation of the
meta-level, this choice is independent of the implementation method used by the prob-
lem solver itself. The independence arises because the meta-layer treats the problem
solver as a black box, describing only its input/output relationship and not how it
works internally.

4.3  An Implementation of Plausibility

We have implemented a prototype of plausibility reasoning by using the knowledge
provided in Table 1: a list of dish components, together with their component type, a
measure of their dietary value, their cost and preparation time. In addition, the designer
must be told what it should construct from this knowledge. This information is pro-
vided by a dish ontology which states that a dish consists of a main component,
together with a carbohydrate component and two other vegetables. Likewise, the cost
of a dish is defined to be the sum of the costs of its component parts, and the number of
diet points associated with a dish is the sum of the diet points of its components. The
meta-designer generates upper and lower bounds for the preparation time of a dish, as
described in the previous section.

The SCREAMER+ implementation makes use of the CLOS facilities offered by defin-
ing the space of plausible dishes as a single object in which each slot (such as the main
component of the dish, the preparation time, dietary points value, and cost) is con-
strained to be plausible. In practice, this means that constraints are expressed across

Plausible
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Dish Space
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Dish
Recipes

Figure 5. Plausibility Reasoning in the Domain of Meal Preparation
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the slots within a single object. If the domain of one of the slot’s constraint variables
changes, then this causes propagation to the other related slots.

For example, let us inspect some plausible dish preparation times and costs:

;;; Create an instance of the object
;;; An after method asserts the appropriate constraints across
;;; the object’s slots at object creation time.
USER: (setq my-dish (make-instance 'plausible-dish))
#<PLAUSIBLE-DISH @ #x99c86a>

;;; Retrieve the value of the duration slot
USER: (slot-value my-dish 'duration)
[774 integer 10:120]

a. Points schemes like these are commonly used by slimmers as a simplification
of calorific value. When using such schemes, slimmers allow themselves to
consume no more than, say, 40 points worth of food in a single day (the actual
limit usually depends on the slimmer’s sex, height, and weight).

Ingredient
Name Ingredient Type

Diet
pointsa

Cost
(£)

Preparation
Time (mins)

Lamb Chop Main (meat) 7 4 20

Gammon Steak Main (meat) 10 4 15

Fillet of Plaice Main (fish) 8 4 15

Sausages Main (meat) 8 2 10

Chicken Kiev Main (meat) 8 3 30

Quorn Taco Main (vegetarian) 6 3 10

Jacket Potato Carbohydrate 5 1 60

French Fries Carbohydrate 6 1 15

Rice Carbohydrate 6 1 15

Pasta Carbohydrate 2 1 10

Runner Beans Vegetable 1 1 10

Carrots Vegetable 1 1 15

Cauliflower Vegetable 1 1 10

Peas Vegetable 2 1 3

Sweetcorn Vegetable 2 1 5

Table 1. Meal Preparation Knowledge Used in Plausibility Space Generation
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;;; Retrieve the value of the cost slot
USER: (slot-value my-dish 'cost)
[769 integer 5:7 enumerated-domain:(5 6 7)]

This tells us that a plausible dish takes between ten minutes and two hours to prepare,
and costs £5, £6, or £7. Now let us restrict our search to a fish dish, and again inspect
the plausible values:

USER: (assert! (typepv (slot-valuev my-dish 'main) 'fish))
NIL

USER: (slot-value my-dish 'duration)
[774 integer 15:105]

USER: (slot-value my-dish 'cost)
7

The plausible range size for the preparation time of the dish has decreased, and the cost
of the dish has become bound without having to make any choices of vegetables. If the
goal were to have such a fish dish ready in less than quarter of an hour, it would fail
without having to know the details of the dish preferences or kitchen resources used by
the actual problem-solver, and without needing to run the problem-solver:

USER: (assert! (<v (slot-valuev my-dish 'duration) 15))
Error: Attempt to throw to the non-existent tag FAIL
  [condition type: CONTROL-ERROR]
[1] USER:

In a similar way, if we define a quick dish to be one that takes less than half an hour to
prepare, and a ‘healthy’ dish to be one that has a dietary points count of 16 or less, then
it is easy to discover that there is no such thing as a quick dish that includes a jacket
potato, or a ‘healthy’ dish that includes gammon and french fries!

5  Summary and Discussion

In this paper, we defined the fitness-for-purpose of a problem solving configuration
which consists of a problem-solver, knowledge bases, and a goal. We argued that fit-
ness-for-purpose is a particular kind of competence, and that the plausibility of a con-
figuration is a tractable approximation to fitness-for-purpose. We noted that any test for
the plausibility of a configuration should be in some sense ‘easier’ than running a
problem-solver. Constraint logic programming offers a promising approach to the
implementation of plausibility tests because it enables a knowledge engineer to write a
declarative metaproblem-solver, which makes statements about the relationship
between the inputs and outputs of the actual problem-solver. When this knowledge is
coupled with the knowledge of some goal which the user is trying to achieve, it
reduces the space of plausible results in a way that can lead to early failures. A failure
denotes the implausibility of the task. In addition, we believe that metaproblem-solvers
can deal with plausibility spaces as inputs, propagating this knowledge to a plausible
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output space. This ability would allow us to reason about the plausibility of a goal
which is to be solved using a combination of problem-solvers.

Finally, we discuss the contributions which MUSKRAT is making. These include the
following:

1. A notation for representing the competencies of methods and the content of
knowledge sources.

2. The further development of the technology of constraint satisfaction
through our extension to the SCREAMER package.

3. Formulation of the idea of ‘economical’ problem solving and the investiga-
tion of its relationship to the description of problem solving methods.

4. The provision of a framework which unifies problem solving, knowledge
acquisition and knowledge transformation/refinement.

5. The development of a method to determine whether it is plausible/likely that
knowledge bases can be reused by a particular problem solver.

Our notation for representing the competencies of problem solvers, and the technology
we have chosen for proving their properties differs considerably from the related
works of Wielinga et al. [30], Fensel et al. [6], [7], and Pierret-Golbreich [18]. The dif-
ferences have evolved because we have been working towards a different, but associ-
ated, objective. Unlike the methodology of Wielinga et al., for example, we assume
our problem solvers exist and seek to describe them as they are, rather than attempting
to construct them as we would like them to be. Furthermore, since we are building an
advisory system for novice users of problem solvers, we have strong requirements for
operational descriptions, and a fully automatic proof technique. Pierret-Golbreich
argues that formal methods should be used to describe problem-solving methods and
that this offers a means to decide on a component’s reusability. Since such methods are
not operational, however, this approach cannot be applied to our problem. Fensel &
Schönegge have operationalised their proof technique, but its powerful proof mecha-
nisms are necessarily interactive [6], and not suitable to be driven by novices. Our
notation, on the other hand, is declarative, operational, and sufficiently expressive to
enable the automatic derivation of interesting properties of a problem solver and the
knowledge it employs.

Our extension to the SCREAMER package, driven by our requirement for a declarative
and operational description of problem solvers and knowledge sources, has reached a
level of expressiveness that contributes to the field of constraint technology.
SCREAMER+ can be used to provide elegant solutions to many of the non-trivial prob-
lems cited as soluble by commercially available systems such as CHIP [21] and
ECLIPSE [26]. The LISP-based nature of SCREAMER+, however, has also helped it to
gain advantages over its PROLOG-based counterparts, such as the ability to assert con-
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straints on expressions which take functions as arguments. This is important in the cur-
rent context when one considers that a function might be the realisation of a PSM.

Our ideas of economical problem solving have been motivated by the requirement to
generate advice on the suitability of problem solvers ‘on the fly’ at run-time. Concep-
tually, some of the techniques applied can be seen variously as applications of abstrac-
tion [9], or special cases of generalisation transformations within the plausibility
framework of Collins and Michalski [5], [17]. In contrast to these approaches, which
classify their methods according to the morphology of their mappings, we are investi-
gating the knowledge-level dependencies of each technique in terms of domain, task,
and method.

The fourth contribution of MUSKRAT is to create a unified framework for problem
solving, directed knowledge acquisition, and knowledge transformation.  This aim is
shared by the generalised directive models (GDM) work of O’Hara, Shadbolt and van
Heijst [14], but there are significant differences as their work takes place in the context
of analysing source materials and attempting to co-evolve domain ontologies as well as
the appropriate model for the task; in some cases a KA task is activated.  In the case of
MUSKRAT, the task to be solved and the problem solver to be used have already been
identified. MUSKRAT seeks to discover whether an existing knowledge base can be
used without change with the identified problem solver, whether it can be transformed
before use, or whether it is necessary to acquire a completely new knowledge base
using a KA tool. Other work which has sought to provide a common framework for
problem solving and KA includes MOBAL [15], VITAL [16], and NOOS [1], [2].

Our contribution to the topic of knowledge base reuse is most closely related to
Puppe’s work [20] and the Protégé project [8].  Puppe has realised, as do O’Hara et al.
[14] that as experts learn more about the domain, their perspectives on the task may
change, and hence it is highly desirable that acquired knowledge can be used with a
different algorithm from the one for which it was initially acquired. Puppe confines his
attention to classification tasks, and notes that there are a number of different classifi-
cation algorithms which process the same information in different ways. He discusses
a number of algorithms including CATEGORICAL (which produces decision trees/
tables), heuristic classifiers (which use heuristic rules) and case-base reasoners.
Puppe’s important insight was to reimplement several classifiers so that they have
common data files which can be readily reused. In MUSKRAT, however, we have set up
a more general framework in which a knowledge base initially used with a PSM for a
classification task might be reused with a different PSM for synthesis or planning.

Protégé’s long term goal is to build a tool-set and methodology for the construction of
domain-specific KA tools and knowledge-based systems from reusable components.
The project plans to develop a variety of methods and knowledge bases, all packaged
as CORBA (Common Object Request Broker Architecture) components. Knowledge
bases are made available on a server which uses the OKBC (Open Knowledge Base
Connectivity) protocol, enabling developers to query the frame-based knowledge with
functions such as get-class-all-subs to retrieve classes, get-frame-slots to
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retrieve slots, and get-class-all-instances to retrieve the instances of a class. A
single method, propose-and-revise, is available within the framework to date, but there
are several knowledge bases which have been used for the VT (elevator-configuration)
task, U-Haul (truck selection), as well as the Ribosome and tRNA configuration tasks.
In order for a particular method to reuse knowledge from a particular knowledge base
a mediator must be manually encoded for each method/KB pair. However, Gennari et
al. [8] argue that given the similarities in the representations of the knowledge bases,
there will be many commonalities between the various mediators needed. This already
reduces the workload required to produce the mediators, and the Stanford group envis-
ages partially automating mediator production in the future. MUSKRAT’s third case
(see section 1) corresponds to the situation for which Protégé currently creates media-
tors. Whilst Protégé assumes that a mediator is necessary, MUSKRAT has evolved a
test to determine whether an available knowledge base might be directly reusable for
the given task. If this is the case, no mediation or adaptation is required.

Complementary to the competence description of problem-solvers, we believe that the
plausibility approach can also be used to describe the competence of knowledge acqui-
sition tools. We have already made some progress on the plausible outputs of a reper-
tory grid tool, and also believe that we can similarly describe plausible decision trees
[29]. Using these techniques, we believe it will be possible to show that a given knowl-
edge acquisition tool cannot produce a required knowledge base. If this research direc-
tion is successful, knowledge acquisition will become more efficient because questions
could still be answered about the plausibility of the task at hand without carrying out
the details of the knowledge acquisition task.
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Abstract. Human experts tend to introduce intermediate terms in giving their
explanations. The expert’s explanation of such terms is operational for the con-
text that triggered the explanation, however term definitions remain often in-
complete. Further, the expert’s (re) use of these terms is hierarchical (similar to
natural language). In this paper, we argue that a hierarchical incremental knowl-
edge acquisition process that captures the expert terms and operationalises these
terms while incompletely defined makes the KA task more effective. Towards
this we present our knowledge representation formalism Nested Ripple Down
Rules (NRDR) that is a substantial extension to the Ripple Down Rule (RDR)
KA framework. It allows simultaneous incremental modelling and knowledge
acquisition. In this paper we analyse the conditions under which RDR converges
towards the target knowledge base (KB). We will also show that the extra
maintenance cost of an NRDR KB is minimal, and that the maintenance of
NRDR requires similar effort to maintaining RDR for most of the KB develop-
ment cycle.

1   Introduction

In everyday use of language people use very complex processes. When a simple sen-
tence: “No smoking on planes” is understood by a person, s/he has to know what
smoking means, what planes are, and that a person must be flying on the plane for the
sentence to cause him/her to alter his behaviour (which of course implies that s/he
must know what flying is).

To explain that sentence to an extraterrestrial being of comparable intelligence, a
human will have to introduce new terms. For example in explaining what a plane is he
may proceed: a plane is a vehicle used to transport people via air. Then s/he will have
to define what s/he means by “vehicle”, “transport”, “air”.. As s/he explains these
terms s/he will have to consider the context of each term s/he chooses to use. For ex-
ample, the alien may have previously heard the sentence “he has certain air around
him” and wonders if this is the same “air” where plane travels. In both sentences the
meaning of “air” is a function of the sentence, its structure and the epistemological
links between all the constituent terms. In linguistic this is known as semantic holism
which is supported by many contemporary philosophers like Quine [5] and Putnam
[4].
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Even in restricted domains, human expertise is believed to be holistic in nature.
This causes experts to struggle to express themselves as they explain (justify) their
expertise. This holism of expertise makes domain conceptualisation difficult. To ease
this difficulty experts use intermediate abstractions that they (re) use in further expla-
nations. For example in chess, experts introduce notions like “centre development” to
justify some of their opening moves. When asked to explain such intermediate con-
cepts, experts may oversee the definition of the concept in some contexts. They fail to
provide a complete explanation that always covers their use, rather they provide an
operational solution sufficient for the purpose of explaining the context on hand. Ex-
pert articulation of intermediate concepts may depend on his articulation of other
concepts, which may not yet be made explicit or completely defined. Hence the in-
completeness of these intermediate concepts is likely (if not often unavoidable).

Adapting the incremental knowledge acquisition process to match the expert’s natu-
ral tendencies in giving his explanations will enable the expert to build an operational
knowledge base more effectively. Towards this we present our knowledge representa-
tion formalism Nested Ripple Down Rules (NRDR), which allows the expert to give
his explanations using his own terms. These terms are operational while still incom-
plete. To ease the maintenance of these terms, we use a Ripple Down Rule (RDR) tree
for every term.

Any given concept in an NRDR knowledge base may depend on a number of other
concepts. A change of one concept should ensure that the remaining concepts remain
consistent with respect to this change. To maintain consistency of the knowledge base
access to all past seen cases is required.

2 Presenting Nested RDR

An RDR tree is a collection of simple rules organised in a tree structure [2]. Every
rule can have two branches to two other rules: A false and a true branch. Examples are
shown in figure 2, where every block represents a simple RDR. When a rule fires a
true branch is taken, otherwise a false branch is taken. If a 'true-branch' leads to a
terminal node t and the condition of t is not fulfilled the conclusion of the rule in the
parent node of t is taken, hence the inference is handled implicitly within the structure
of the knowledge. If a 'false-branch' leads to a terminal node t and the condition of t is
not fulfilled the KB is said to fail and requires modification. An important strength of
RDRs is that they can be easily modified in order to become consistent with a new
case without becoming inconsistent with previously classified cases .

 Using NRDR [1], the expert can introduce his/her vocabulary, s/he has more free-
dom to express him/herself naturally than using normal RDRs. S/He uses RDR struc-
ture for allowing him/her to define a conceptual hierarchy during the KA process.
Every concept is defined as a simple RDR tree. Conclusions of rules within a concept
definition have a boolean value indicating whether the concept is satisfied by a case or
not. Defined concepts can in turn be used as higher order attributes by the experts to
define other concepts. The elementary level is the level of domain primitives. In the
next section, we introduce technical issues in having holistic features in KA.
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Fig2.1: An  example of nested rules. An update in cocept A2 can cause changes in the

meaning of rules in the KB.

3 Supporting KA of Holistic Expertise with NRDR

An NRDR KB requires modification if a ’false-branch’ leads to a terminal node t and
the condition of t is not fulfilled and the expert disagrees with the default conclusion
returned by the knowledge base. The hierarchical structure of NRDR causes problems
for keeping the entire KB consistent when a single concept definition needs to be
altered (see figure 2.1). This is expected as after a concept definition is modified other
concept definitions may be affected.

Given a case x that requires the KB to be modified, the modification can occur in
a number of places. For example (figure 2.1) say case x satisfies conditions A1 and B1
in rule C1.1 but the expert thinks that case x is not C1, then the KB needs to be modi-
fied to reflect this. A rule can be added as an exception for the RDR tree describing
C1, or alternatively, A1 can be changed by updating its definition, or A2 in rule A1.1
can be changed; and so forth. A more serious maintenance issue is dealing with incon-
sistencies1 due to localised updates in the KB. For instance, if the expert updates A1
by updating A2 in rule A1.1, he may inadvertently change rule C1.2 that contains A2.
Hence, the feature of local impact of refinement no longer holds. Dealing with incon-
sistencies requires access to all past seen cases correctly classified by the KB. In sim-
ple RDRs, a corner stone case is associated with every rule. In NRDR, every rule has
a set of corner stone cases. This set contains all the cases that a rule classified cor-
rectly  under  the  verification  of  an  expert.  These verified classifications must al-
ways hold. Cases may travel between sets because of the interactions within an NRDR
KB. During check for inconsistencies, some of those sets of cases are classified again.
Now, we give an example of a small KA session that produces inconsistencies. The
KA task is to build a knowledge base to choose male models for an army scene in a
Hollywood movie. The expert is an eccentric film producer who enjoys using expert
systems in his work (see table 2.1). The KB starts with the default rule “If True then

                                                          
1 Given a case c classified by the KB, if this classification is inconsistent with respect to a correct past

classification, then c is called an inconsistency.
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Accept”. After meeting the first case, the expert enters the rule “If Too_heavy then Reject”,
and explains the term  “too_Heavy” with the rule “If weight > 80 then too_Heavy”. The

Fig2.3: Addition of  “If body fat > 9 % then Too heavy” to account for case 5 causes case 4 to become an inconsistency.

expert also rejects case 2 as he finds the candidate too skinny. He enters a new rule to
the highest level concept “Accept”, the rule entered is “If Too_lean then Reject”, it gets
attached to the false link of rule Accept.2. He explains the new concept “Too_lean” : “If

body fat < 7% then Too_lean”. The expert accepts the third candidate although he’s
“Too_heavy” and “Too_lean”, so he enters the exception rule “If Too_heavy and Too_lean then

Accept”, this rule is attached to the true link of rule Accept.2. See figure 2.3. Case 4 is
rejected on the basis of rule Accept.3, the concept “Too_lean” is updated to cover this
case, the expert enters a new rule “If height > 1.8 and weight < 80 then Too_lean”. Finally,
case 5 is rejected by the expert on the basis of rule Accept.2, he updates the concept
“Too_heavy” to cover this case. He enters “If body fat > 9% then Too_heavy”. This final rule
also covers case 4. This makes it accepted by the KB (on the basis of rule Accept.4),
note this case was rejected earlier by the expert, hence it becomes an inconsistency.
To overcome this, the expert can rethink his change to concept “Too_heavy”, or he may
enter a new exception to rule Accept.4. In the next section, we will show that the in-
consistencies problem has a small impact on the KB development cost.

Case
number

Weight
(Kg)

Height
(m)

Body
Fat %

Age
(year)

Expert comment Deci-
sion

1 90 1.75 40 % 21 Too Heavy Reject
2 60 1.9 3 % 26 Too Lean Reject
3 81 1.7 6 % 27 Too Heavy and too Lean Accept
4 79 1.81 9.5 % 39 Too Lean Reject
5 80 1.6 9.8 % 25 Too Heavy Reject

Table2.1: The cases presented to the expert.

4 Theoretical Framework of RDR Structures

In this section we analyse the conditions under which a case becomes inconsistent. We
then analyse the relation between the convergence of NRDR KBs and frequency of
inconsistencies. The following definitions follow [6]:
Definition 1: The scope of a rule r,  scope(r)  is the set of objects that the rule fires for  
and no exception or preceding rule fired for.

312 G. Beydoun and A. Hoffmann



Definition 2: The domain of a rule r, dom(r) is the set of objects that reach that rule  
and for which the condition of r is satisfied.
Definition 3: The context of a rule r, context(r) is the set of objects that reach that rule  
when being classified. In RDR, the context and domain of rules does not change dur-
ing maintenance and extension of the KB. This is the reason behind RDRs’ease of
maintenance. We extend the above set of definitions by the following notion:
Definition 4: The predictivity measure p of a rule r is the ratio of objects in its do-  
main that are correctly classified, i.e. pred (r) = | scope (r) |   /  | dom (r) |.
Observation 1: Given a rule r2 in a concept definition C2, and r2  uses a concept defi-  
nition X that is modified by the addition of a rule r1. A case becomes an inconsistency
as a result of this update only if it falls simultaneously in the scope of the new rule r1

and the context of r2.
Clearly, not all objects in this intersection will become inconsistencies. Some cases

may migrate to new rules where they are correctly classified, and furthermore not all
cases within the intersection will migrate.
Observation 2: In an RDR tree for binary classification, rules within an exception  
level n have the same conclusion. Furthermore, these conclusions alternate within the
exception hierarchy.  This observation immediately follows:
Observation 3: Given a rule r2 in a concept definition C2 , and depth(r2) = n and r2  
uses a concept definition X that gets modified by the addition of a rule r1 :A case c
becomes an inconsistency as a result of this update only if it falls simultaneously in the
domain of the new rule r1 and the context of r2, and c travels to a scope of a rule at
depth n+ 2d + 1 within C2 where d >0. This leads to the following theorem:
Theorem 1: The probability of a travelling case c becoming an inconsistency as a  
result of an update is < ½  as long the predictivity p is larger than 4/9 .
Proof: By observation 1, the total probability P1 that a travelling case does not become an inconsistency:

Similarly, the total probability P2  that a travelling case becomes an inconsistency:

Every corresponding term in P1 is larger than every corresponding term in P2 except for the first term
where the result of the comparison depends on the value of p. That is: p > 1- p iff p> ½ . However, in-
cluding the second term in the comparison will give us 0.44 instead of  ½ , i.e :
 p + (1- p) 2  > (1-p) + (1-p) 3  if  p > 0.44
and hence, p+(1- p) 2  > (1-p) + (1-p) 3   if p > 4/9
and finally, because P1 + P2 = 1 and P1 > P2  iff p >  4/9  Theorem 1 follows. QED##

Theorem 1 tells us that even when a case travels then most likely it will not become
an inconsistency. So using observation 1 and theorem 1, given a rule r2 in a concept
definition C2, and r2  that uses a concept definition X that is modified by the addition of
a rule r1, the probability of an arbitrary case becoming inconsistent as a result of this
update:  ½ P ( x ∈  dom(r1)) P (x ∈  context(r2))

Assuming uniform distribution, completion of rules on the first false link increases
accuracy by p, completion of exception level n rules increases this accuracy by pn. The
addition of a rule at a level n-1 is 1/(1-p) more likely than the addition of a rule at
level n because the former has 1/(1-p) times larger domain. So an RDR tree develop-
ment occurs in a breadth first manner where false branches develop faster than true
branches. Hence, plotting accuracy of the KB versus its size yields the graph in figure

......)1()1()1( 53
2 pppP −+−+−=

....)1()1( 42
1 +−+−+= pppP
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3.3. In [3], this was empirically observed. As the RDR tree becomes more accurate,
the number of cases required to cause an addition of a rule increases, hence changing
the horizontal axis to number of cases instead of number of rules would yield an expo-
nential function with a sharper rise and flatter top. Also, as the KB develops the do-
main size of newly added rules shrinks exponentially. So noting the above probability,
we also expect the inconsistencies to decrease exponentially as shown in figure 3.3.

Fig 3.3. Inconsistencies frequency versus KB
correctness: As the KB gets larger, the incre-
mental accuracy of the rules decreases. As the
KB size increases the domain of the rules
shrinks rapidly, taking down the probability of
past cases becoming inconsistent close to 0.
Hence, most of the inconsistencies occur in the
early stages of developing an RDR concept.

5 Conclusion and Future Work

In this paper we have argued that KA can benefit from incorporating holistic features
onto the knowledge base. Towards this, we presented our knowledge representation
formalism, NRDRs, which is a substantial extension to RDRs.  NRDR have a hierar-
chical structure that is a natural representation of the way humans give their explana-
tions. It allows the expert to view the KB as a holistic model of his knowledge. Con-
cepts are allowed to interact, but to ease the maintenance, additions are localised
within a concept. We have shown that these interactions add very little burden on the
expert.

References

1. Beydoun, G. and Hoffmann, A. Acquisition of Search Knowledge. in the 10th Euro-
pean Knowledge Acquisition Workshop. 1997.
2. Compton, P., Edwards, G., Kang, B., Lazarus, L., Malor, R., Menzies, T., Preston,
P., Srinivasan, A., and Sammut, C. Ripple Down Rules: Possibilities and Limitations.
in 6th Banff Knowledge Acquisition for Knowledge-Based Systems Workshop. 1991.
Canada.
3. Compton, P., Edwards, G., Kang, B., Lazarus, L., Malor, R., Preston, P., and Srini-
vasan, A., Ripple down rules: Turning knowledge acquisition into knowledge mainte-
nance. Artificial Intelligence in Medicine, 1992. 4: p. 463--475.
4. Putnam, H., Representation and Reality. 1988, London: MIT press.
5. Quine, W., Two Dogmas of Empiricism. Philosophical Review, 1951(1).
6. Scheffer, T. Algebraic foundations and improved methods of induction or ripple-
down rules. in 2nd Pacific Rim Knowledge Acquisition Workshop. 1996.

314 G. Beydoun and A. Hoffmann



Indexing Problem Solving Methods for Reuse

Joost Breuker

University of Amsterdam
breuker@swi.psy.uva.nl

Abstract. This paper is primarily meant as a position paper. After more than ten
years of research on the nature of tasks, problem solving methods (PSMs) and
ontologies, it appears to me that indexing PSMs by their function (task, goal,
problem type) is not a good idea. The alternative – indexing by preconditions
of their reuse – does not capture “what a PSM is about”. A third approach is
sketched in which not PSMs, but their major components – solution generators
and solution testers – are indexed by (the explanation of) their operations.

1 Libraries of PSM and their indexing

There is a large consensus and experience that the two major components of a knowl-
edge system – its domain knowledge and its task structure (reasoning) – can be ab-
stracted into ontologies, respectively problem solving methods (PSM) to enable reuse.
However, as the number of potentially reusable ontologies or PSMs grows, and are col-
lected in libraries, such as the Ontolingua server [FFR97], or the CommonKADSlibrary
of PSM [BdV94], the problem of how these reusable components should be indexed
becomes very serious. [vHSW97] and [VB96] have proposed to use “core” ontologies
of fields of practice – e.g. medicine, law, electrical engineering — for covering and in-
dexing large domain ontologies. These indexes are functional, abstract categories that
represent “what a field or domain is about” are not only useful to obtain access to more
domain specific terms, but also allow the indexing of (re)sources of knowledge in such
a way as to enable management of knowledge. This may not come as a surprise, as ab-
stract terminology, i.e. knowledge itself, has evolved just for this role. For instance the
term ‘disease’ collects processes and organisms that interfere with normal biological
processes. Human memory is highly organized and indexed by abstractions.

Problem solving methods (PSMs) do not belong to objects of knowledge with a long
cultural history in mankind, and this may explain why the indexing of PSMs appears
to be more complicated than our understanding and articulation of diseases. 1 Before
discussing the indexing problem of PSMs, I should point out that more is involved than
simply effective retrieval cues for a large collection of PSMs. Epistemologically ade-
quate and ontologically valid indexing reflects an understanding of the key issues in
a domain. The pivotal role of categories like ‘disease’ in medicine or ‘norm’ in law
is evident. Moreover, these categories are related in such a way that they explain how
a domain works. In medicine, an identification of a (kind of) disease is required to

1 Disease is a far more complex and context dependent concept than problem solving method.
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enable therapy selection; in law the observation or violation of a norm should be estab-
lished before legal consequences are applied, and in engineering functional and struc-
tural models are the required input for mathematical modelling [BA97]. It is suggested
that describing a core ontology for a domain or field of practice in terms of functional
categories should be related by dependencies, rather than being molded into the default
type hierarchies (taxonomies) [VB96,VBB99].

For PSMs it appeared that the most natural way to describe their roles is by reference
to notions about the kinds of tasks or problems they should solve. Typologies of tasks
were already proposed before the notion of PSM was explicit in knowledge acquisition
[HRWL83], and they still are the predominant way to index PSMs in libraries for their
reuse (for an overview see [VBV98, 410-412]). I will call this indexing-by-function,
where typical terms are used like diagnosis, design, planning etc. If domain knowledge
can be indexed by functional categories, it even looks more appropriate to view PSMs
in these terms, as PSMs themselves can be viewed as functional (de)compositions. Usu-
ally, a secondary way of indexing is provided by the preconditions for (re)use of PSMs.
Preconditions consist of requirements on domain knowledge (method ontology) and the
task environment. The latter includes the task or goal itself (so we may see function as a
major precondition for re-use), but here it is about the data and specific requirements for
solutions (e.g. optimality, validity). As many of these preconditions may be implicit, the
term assumptions is often used and covers a large part of these requirements [BFS96].

In this paper I will argue that these solutions are inadequate, and that a third type
of solution which focuses on how PSMs operate may be more promising. It explains
(makes understandable) how a PSM works, not by introducing operational terms, but by
categorizing the components of PSMs into two major functions – generating solutions
and testing solutions – in terms of inference operations and test methodology.

1.1 Functional indexing

That the use of task- or problem typologies for indexing PSM may not be such a good
idea is a conclusion that was only recently suggested to me after more than a decade in
coming to grips with the nature of this type of index itself. I will review in a nutshell the
problems with these typologies. Although, builders of libraries for PSMs are careful not
to propose a (new) typology, the belief that such a typology is needed is still unshaken
(see e.g. articles in [BFE98]). Initially, the problems where related to terminological
and ontological issues [Bre94a]. However, there is also a problem in the mapping of
PSMs to these kinds of terms.

Ontology of tasks and problems The initial assumption in constructing an ontology
for function terms in problem solving is that they concern terms like diagnosis, design,
planning etc. These are the ‘natural’ terms used, and, the fact that one finds in AI fields
of research completely (and almost exclusively) dedicated to these terms. Despite this
apparent terminological consensus, the following problems have emerged (see [Bre94a]
for more arguments.)

Typology of what? Diagnosis can be classified as a goal, a task, a problem, a solution,
etc. In the context of problem solving methods it seems appropriate to see these
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terms as ‘problem-types’, as a task consists of a problem and a method to solve
it 2(see also [Cla85]).

Ambiguity of terms Terms that are used have not unequivocal definitions or exten-
sions. The definitions may have a large impact on the selection or construction of
efficient PSM, e.g. [dKMR92], but one may object that this is not because of the
notion of e.g. diagnosis itself, but because of specific preconditions on the solu-
tion (e.g. multiple vs single fault assumptions). However, the terms may refer to
completely different kinds of problems. For instance, diagnosis is used for tracing
causes of problems, but these causes may be faulty components (to explain mal-
functioning), classes of abnormal states (to identify an explanation for an abnormal
state), or histories of events (accident reconstruction). Each of these kinds of causes
constitutes completely different kinds of problems: in this sense, medical diagno-
sis is an assessment problem, and accident reconstruction is largely a (backward
chaining) planning problem. 3

Not a taxonomy Typologies of something should contain preferably mutually exclu-
sive types and and these types should cover the full scope of this something. There-
fore, problem typologies have invariably been presented as taxonomies (see [Bre94b]
for ten of such taxonomies.). They start with the distinction between synthetic and
analytic problems. The next ply contains the familiar terms like diagnosis, planning
etc., but may also have more idiosyncratic ones, like assessment, interpretation, de-
bugging, or even terms which are hard to see as problem type (e.g. instruction).
Whether they make up a complete set of mutually exclusive terms is hard to assess
as there are no really hard, formal definitions (see above). However, the trouble
with a taxonomic view becomes apparent at the next ply of such a taxonomy. At
this layer, the terms used are always the same terms as in the previous layer, but
modified with an adjective. This adjective either refers to some precondition or to
a. . . PSM. Parametric design is a design problem in which the problem has been
reduced to a set of given constraints that have to be resolved on the basis of the data
from the case [MZ98] 4. Worse, however, are the adjectives that refer to (families
of) PSMs rather than to problem types, such as abductive diagnosis, systematic di-
agnosis, skeletal planning, refinement design etc. If the terms of the index and the
terms for what they index overlap, this layer does not add any information in the
refinement of searching for an adequate PSM. In fact, it hides what should have
been explicit in the secondary criteria for selecting a PSM – the preconditions –
and not as a choice of a PSM itself. How does one know that the diagnostic kinds
of problem at hand require an abductive method?

As a remedy for all these problems I have proposed a typology consisting of a chain
(“suite”) that better reflects the a functional view on problem types than a taxonomy,
by constructing a chain of dependencies between the types. Problem types are explicit

2 We say that problems are solved; tasks are executed.
3 I reserved the term diagnosis for trouble-shooting, as this is the core kind of problem addressed

in the (model-based) diagnosis community in AI.
4 In fact, here one would prefer the earlier term, configuration, which is not a design problem

but a problem type of its own (assignment in the typology presented here.)
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Fig. 1. A suite of dependent problem types and views

functions, i.e. terms with input and output arguments. The name of the function indi-
cates the output argument; the output of a planning function is a plan; of a diagnosis
function it is a diagnosis. A problem is defined by a discrepancy between an actual,
input state and an intended, output state. The suite in Figure 1 makes also explicit what
the required input is of a problem-type function. Diagnosis requires as an input state
that some discrepancy between predicted (expected) and observed behaviour is iden-
tified: an error. This kind of discrepancy is the result of a monitoring which takes as
its input a predicted state and compares it with an actual state. In its turn, prediction
requires a behavioural model (plan; design) with assigned parameter values, etc. In this
way, the suite indicates which kinds of already solved problems, either as instances or
as generic knowledge is required to identify a certain problem type by regressing over
this suite. For instance, diagnosis problems can only occur if all dependent problems
have been solved, i.e. only for an actually working and known system. This suite is not
fixed for a particular grain-size level, because these functions do not have a body; the
body would consist of PSMs (which turn the problem type into a task). Therefore, these
dependencies between also occur within PSMs. For instance, the test parts of PSMs can
be all represented by the following chains of dependencies:

assignment ! assessment

assignment ! prediction! monitoring

Does it help? This suite may be an improvement as an indexing tool over the loosely
constructed taxonomies, but the question is still whether it works better. The answer is:
not much, and the reason is that PSMs vary largely in specificity. The scope of reuse may
range from almost the full set of problem types to a very specific version of a problem
type. [MZ98] make the distinction between task dependent and task independent PSMs.
The latter are PSMs that are good for almost anything: they have a large scope of reuse,
but their use is rather limited, which coincides largely with what is conceived as “weak
methods”. Examples of these good-for-all methods are heuristic classification and cover
and differentiate. Consistency based diagnosis is a good example of the other extreme,
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and it is debatable whether it completely solves the diagnosis problem as it returns only
a faulty component, but not what the fault exactly is. There is no reason to belief that this
is a real dichotomy. PSMs may differ in strength and scope (“use and reuse”), and they
may even be scaled up or down in strength, trading off in scope [FS98,tTvHSW96].
Therefore, problem-types are not the kind of unit to indicate the scope of a PSM, in
particular because this scope can even be manipulated.

1.2 Features, requirements, preconditions, assumptions and other creatures

If the use of assumptions has such an impact on the effectiveness of a PSM we may use
these as a primary index, or, rather to make no longer a distinction between a primary
indexing by function and a secondary by requirements. Fensel & Straatman [FS98] see
the role of assumptions to increase the efficiency of PSM. In general, assumptions are
not validated by the problem solver itself (“reasoning service”), but are the consequence
of insights and experiences in the domain. Some of these may have become part of
the domain knowledge (e.g. compiled out heuristics; taxonomies of solutions); others
may constrain the solutions (e.g. multiple faults are so rare that we can work with a
single fault assumption.). Indeed, assumptions make up a far richer indexing model,
but, as the title of this subsection already indicates there is even far less consensus and
insight of what these things are than for problem types. Moreover, the terms interact
heavily. Multiple faults are typical for faults: they are not multiple solutions. Benjamins
et al have presented some classification of assumptions that are inherent to PSMs for
diagnosis, but the classification is rather flat and does not allow for easy refinement
[BFS96].

2 Components of PSMs in context

The alternative to a functional view is an operational one. In CommonKADSboth per-
spectives were used to describe PSM by inference structures. The problem types are
functions that match PSM functions and the PSMs themselves bottom out in canonical
inferences. These inferences are defined as operations on domain ontology representa-
tion categories, i.e. a kind of KL-ONE ontology. There is no reason that an operational
view could not be applied to the higher levels as well. Beys et al. have proposed to use
“task neutral” terms in describing PSM in an operational way [BBvH96]. They show
that the scope of reuse may be extended in this way. By giving other names to roles in
PSMs one does not change its effectivity, but the names are terms that have other onto-
logical commitments. For instance, a causal network becomes an instance of a directed
graph, so that also non-causal networks can fit the method ontology of a PSM. This
result shows at least that the PSM (cover & differentiate, C&D) has a larger scope than
originally foreseen; not necessarily that the PSM itself has changed. However, this kind
of operational specification easily slips into a symbol level account of a knowledge level
structure: knowledge structures become data structures. In this way, ontological distinc-
tions may evaporate. This is possible because C&D does not have a real interpretation
of causality. In fact, any chain of implications can be handled by C&D. If one codes a
causal network by its inverse – is-the-result-of – a medical KBS may ask for diseases to
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find a common symptom. Viewing PSMs as algorithms applied to data structures may
indeed work as an eye-opener to show that (knowledge level) prejudices about (weak)
PSMs (see also [MZ98]). Even if a functional perspective is more natural for PSMs,
there is certainly an advantage in indexing PSMs in what they are, rather than what they
deliver, because this will better reflect similarities and distinctions between PSMs.

2.1 Contexts of discovery and of justification

An operational description of an artifact, like a PSM, invariably has to take into account
how its components behave. However, these components are themselves the result of
a functional decomposition. Therefore, it is unavoidable to take their architecture as
a starting point. In (strong) PSMs two major components can be distinguished: those
which generate solutions, and those which test these solutions. 5 One way to argue
for this distinction is that it maps onto the explanation, respectively justification side
of solutions to problems (see [Bre94a] for more arguments). The requirements to find
solutions are completely different from those that are aimed at justifying them: in epis-
temology of science, the context of discovery and the context of justification are worlds
apart.

Generating solutions There are two major ways by which solutions can be gener-
ated ([Cla85,dV88]): (1) by selecting from a prespecified set, i.e. by classification, or
(2) by assembling them from available elements, i.e. by construction. This distinction
suggests a direct mapping to the analytic vs synthetic problem types. However, many
synthetic problems are solved by classification PSMs. For instance, the ‘propose’ sub-
task in propose & revise selects conclusions. Most synthetic problems are solved by
some combination, as e.g. in skeletal planning or in refining solutions, where more
specific components are added (assembly), and/or specific values are selected. Despite
this combined category, the indexing by method that solutions are generated appears to
provide a more clearcut indexing of PSMs by an operational perspective than by the
functional perspective (see also [BFS96]).

Testing solutions A primary indexing of the testing parts of a PSM can be found in
the nature of the arguments for supporting or rejecting a solution. Three major ways of
generating argument can be distinguished:

– By verification: here it is the internal consistency of a solution that is at stake, e.g.
via formal proof procedures.

– By validation: i.e. the testing whether the solution covers empirical data which are
not explicitly included in the proposed or hypothesized solution. Two subtypes can
be distinguished: (1) by satisfying external requirements (assessment) and (2) by
prediction of observable behaviour. The latter, of course, refers to methodologies
for empirical research: a world by itself.

5 In (very) weak methods these two components may be intertwined: e.g. theorem proving, sim-
ple classification. It is somewhat paradoxal that the typical weak method ‘generate & test’ is
the cleanest example of the distinction. Generate & test is rather a paradigm that covers almost
all PSMs I know of.
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– By debate i.e. by “dialogical” investigation of assumptions underlying solutions
and tests.

These methods include one another successively. For debate, a KBS needs to know
about the assumptions, underlying principles and some meaning of the concepts it uses.
Although these competences are very expensive to terms of man and machine effort, in
some fields (e.g. law) such a capability appears to be unavoidable for practical applica-
tion.

2.2 Concluding

As efficiency is the key to problem solving [FS98], this distinction shows easily were
efficiency can be gained. In many respects, testing by validation is certainly the most
expensive part. It may involve complex planning of manipulations and observations (cf
model based diagnosis). Data may be lacking, may be unreliable, etc. Therefore, much
can be gained by assuming defaults, reliability of data, generality of concepts, etc. and
relaxing requirements on justification. However, the costs can also be drastically cut if
the solution generator focuses fast on a correct solution space. Here efficiency can be
gained not so much by assumptions and heuristics but in particular by control regimes
that exploit feed back from the testing components (refinement cycles) (see [MZ98] for
a good example). In summary, I argue that (1) however natural, problem types are not
a good primary index for PSMs, that (2) assumptions are too diversified to take such a
role (now) and that they only tell part of the efficiency story, that (3) that PSMs should
be indexed by the way their major components – generating and testing solutions –
operate.
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Abstract. We agree that even though technologies have been perfected
during the last years and therefore performance of KBS has been im-
proved, the crucial problem and bottleneck for the development of KBS
remains the same: knowledge acquisition (KA), Why? In every project,
experienced developers have in mind somehow a way to deal with knowl-
edge and what steps they can follow. However, inexperienced developers
want to know how to undertake the project. They need a number of good
guidelines, preferably those that have proven to work well in practice.
We will show it is extremely important to follow a software or knowledge
engineering methodology. Nonetheless, at recent specialized conferences
and workshops the following questions arise: Do we really need a method-
ology? Do you really believe methodologies work? We will try to o�er
some ideas, through the KAMET methodology, to clarify these points.

1 Introduction

We know thousands of Knowledge-Based Systems (KBS) have been applied
worldwide in di�erent knowledge domains. We agree that even though technolo-
gies have been perfected during last years and therefore performance of KBS
has been improved, the crucial problem and bottleneck for the development of
KBS remains the same: knowledge acquisition (KA). It is a fact. Even though
last years have seen a rapid growth in capabilities in building KBS, knowledge
acquisition remains the same. KA still constitutes the main factor that hamper a
well controlled KBS life cycle. However, some considerations have changed since
then.

First, problems in eliciting knowledge do not constitute the true bottleneck,
since we do not know how to represent the implicit, detailed knowledge of a
Human Expert (HE) [4]. The process whereby humans represent knowledge is not
very clear yet [9]. Second, the knowledge elicited from multiple knowledge sources
is in general extensive, inaccurate, incomplete, qualitative, and unordered, hence

y This project has been partially funded by CONACYT as project number D.A.J-
J002-222-98-16-II-98 (REDII).
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major problems of interpretation may arise [4]. Third, the transfer of knowledge
directly from di�erent knowledge sources to arti�cial machines is less organized,
reliable, comprehensible, and e�ective than when it is represented in intermediate
models. The knowledge is too rich to be transferred automatically from di�erent
knowledge sources to arti�cial machines. Therefore the main problem appears
to be due to a lack of methods and tools for knowledge modeling [7].

1.1 Needing Methodologies

In every project, experienced developers have in mind somehow a way to deal
with knowledge and what steps they can follow. However, inexperienced devel-
opers want to know how to undertake the project. They need a number of good
guidelines, preferably those that have proven to work well in practice. However,
at recent specialized conferences and workshops the following questions arise:
Do we really need a methodology? Do you really believe methodologies work?
We will try to o�er some ideas to clarify these points.

Some professionals and graduate students appear to be confused regarding
the necessity of using a methodology or not. Some interesting results surely
confuse them. To do programs is fun for many people, someone can enjoy making
things of her own design, even faster and cheaper than a large team, without
following a methodology. As Boehm [3] says:

Do not worry about that speci�cation paperwork. We'd better hurry up
and start coding, because we are going to have a whole lot of debugging
to do.

Should we replace large professional teams by hackers? The answer is that
we must always remember and look at what is being produced. We should take
into account how much risk we are willing to take, and be aware that a failure
in our decision can lead to utter chaos. Brooks [5] established the classi�cation
shown in table 1.

A programming system product can be achieved only through a methodology,
is developed by a professional teamwork, and costs in most cases nine times more
than a simple program. Risks are highly reduced, therefore, in the rest of the

Table 1. From a Program until a Programming System Product.

Program Developed by hackers.

Programming Product Developed by a professional teamwork, using a

methodology.

Programming System Collection of interacting programs, so that the

assemble constitutes an entire facility for large

tasks.

Programming System

Product

It is a Programming System, and the intended

product of most system programming e�orts.

324 O. Cairó, J. Barreiro, and F. Solsona



paper we will assume it is extremely important to follow a software or knowledge
engineering methodology when developing a project.

2 Getting Deeper: More on Methodologies

You must invest time in selecting an appropriate methodology for the project,
it is up to you how much risk you want to take. Un-commitment in taking
these decisions might linger the project. On the other hand, by mastering the
methodology, if it fails, you have the opportunity to adapt it. Always keep in
mind the risk principle [8]:

If you do not actively attack the risks, they will actively attack you.

2.1 What Does Risk Mean?

A typical dictionary de�nes risk as the possibility of loss or injury. It implies
that risk has two main components: the probability of some event occurring
and the negative consequence if it occurs. Thus, to analyze risk we should be
able to estimate these two factors. Boehm [1] translated this de�nition into the
fundamental concept of risk management: the risk exposure, sometimes called
risk impact.

RE = P (UO)� L(UO) (1)

Where RE means risk exposure, P (UO) expresses the probability of an un-
satisfactory outcome, and L(UO) means the loss to the parties a�ected if the
outcome is unsatisfactory.

Usually the perception of risk is higher for those items over which one have
little or no control. However, the importance of the risk factors might be consid-
ered as some combination of risk frequency (that is, how likely it is that the risk
will occur) and risk impact (such as, how serious a threat the risk represents if
it does occur). In considering risks you must also consider their perceived level
of control. This represents the degree to which the project manager perceived
that their actions could prevent the risk from occurring.

Most of the probable risks or threats to projects can be reduced or avoided
using an appropriate methodology. It can also be complemented with approxima-
tive methods, which can provide enough information to support risk management
decisions.

2.2 Project Management Risks

Risk-reduction is a fundamental part of project management in software and
knowledge engineering. Software risk management is important because it helps
people to avoid disasters, rework, and overkill, it also stimulates win-win situa-
tions on software projects [1].
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We should be aware that by avoiding or reducing the most signi�cant risks,
managers make more informed decisions, we obtain better outcomes, and hence
the project will have a higher probability of success.

Boehm [2] suggests to use a software risk management plan, which consists
of �ve steps:

{ Identify the project's top risk items.
{ Present a plan for resolving each risk item.
{ Update list of top risk items, plan, and results monthly.
{ Highlight risk-item status in monthly project reviews.
{ Initiate appropriate corrective actions.

Successful management of a project leads to control. Control leads to qual-
ity. Quality leads to satis�ed customers. And we know customers are the �nal
arbiters of a product or service.

3 The KAMET Methodology

KBS today are still almost an art. The skillful integration of software technology,
economic and human relations in the speci�c context of a knowledge engineering
project is generally a di�cult task. A KBS is a people-intensive e�ort that spans
in most cases for a long period of time.

KA is a fundamental part of any KBS and it is considered to be a mod-
eling activity, in which knowledge is de�ned as a cognitive process for which
the problem to be solved becomes an artifact. As we mentioned above, KA still
constitutes the main factor that hamper a well controlled KBS life cycle (see
Section 1).

In this context the KAMET methodology was developed [6, 7]. It is a mod-
eling methodology, designed to manage KA from multiple knowledge sources
(KS). The method provides a strong mechanism to achieve KA in an incremen-
tal fashion, and in a cooperative environment. KAMET also integrates a variety
of eliciting techniques in a coherent knowledge engineering framework.

Knowledge engineering projects need to simultaneously satisfy a variety of
actors: human experts, fund sponsors, users, active knowledge sources, knowledge
engineers, etc. We want to make winners of each of the parties involved in the
knowledge engineering project.

3.1 Life-Cycle Model and Knowledge Integration

KAMET was inspired mainly in Boehm's spiral model [2]. It consists of four
stages cyclically structured. We de�ne models and re�ne them in the following
stages. By the end of each stage, we have a set of models that represent the
knowledge elicited from the di�erent knowledge sources involved in the process.
KAMET provides a cooperative framework that helps actors to gain deeper
understanding of the models, and to mature the ideas behind them.
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The project is strategically planned during the �rst stage. The project man-
ager leads the team towards the construction of the initial model, in the second.
A model must be built for every common working area or knowledge sub-domain,
and the initial model is made of one or more of this models. This stage com-
prise the largest number of risks, which mainly arise because interviews involve
knowledge introspection and verbal expression, resulting in a di�cult task for
experts. The knowledge elicitation may become monotonous and ine�ective. The
aforementioned problems lead to consider a certain degree of inaccuracy in the
formulation of the initial model.

During the third stage of the methodology {development of the feedback
model{, based on knowledge and experience, the initial model is analyzed and
re�ned towards the creation of the feedback model. In the �rst round, with
the aid of the DELPHI technique, the experts give their opinions, express their
ideas, and solve problems about the initial models, writing mainly anonymous
answers to questionnaires prepared by the knowledge engineers. KAMET does
not enforce the use of any particular techniques, nonetheless for the second
round, we have found useful in practice Larson's format to evaluate alternative
solutions in search of the most e�ective and closest one to the ideal. Maier's
technique is also adequate to evaluate two or more opposing ideas. This technique
is very detailed and allows polarization to be diminished.

Through all the stages in the KAMET methodology, revision points are set
which allow us to audit the project's current status. We must rely on metric's
models developed before KA methodologies became widely-used, though. The
idea behind the revision points is that all what can be measured can be improved,
these also provides a strong indication that a stage is over.

3.2 Further Research

The KAMET methodology is going through a lot of changes lately. To keep
the pace with today KBS, we have started modeling the stages of KAMET as
building blocks, represented using the Uni�ed Modeling Language (UML). This
helps us measure the whole process, and provide us with useful indicators of
software product quality: correctness, maintainability, and integrity.

We also encourage the use of a formal speci�cation language during the �rst
stage of KAMET. Because it should be noted that using a formally de�ned
language (vocabulary, syntax and semantics) with mathematical basis, will help
ensure that the software will execute within the system speci�cation without
resulting in unacceptable risk. In KAMET we use formal methods as a way to
assured the program will satisfy its formal speci�cations, we measure the process,
not the product, and this is why KAMET is also process oriented.

As yet, considerable work remains in adapting KAMET to new, ever-more
complex environments. Clearly, more studies on metrics are called for, specially
for KA methodologies.
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4 General Conclusions

We have tried to show how important software methodologies are. Using a

methodology is not an insurance of success, but a sign of competence and pro-

vides the means to reduce risks. Do we really need software methodologies? It is

our experience developing the KAMET methodology, what leads us to strongly

believe we certainly need them.

We also need and require urgently reaching an agreement concerning what

should be measure and how should be measure. Knowledge engineering will

remain an art while metrics and evaluation methods are not its backbone.

Concerning KAMET, the main objective is to improve the phase of knowledge

acquisition and knowledge modeling process, making them more e�cient and

less error prone. The methodology provides a strong mechanism with which to

achieve KA from multiple knowledge sources in an incremental fashion, and in a

cooperative environment. KAMET is integrated with up-to-date literature, and

seeks to be general.

Before making more detailed conclusions and recommendations, more stud-

ies should be perform to quantify the e�ects we have pointed out. Future work

should examine KAMET in developing larger KBS. We also think that the prin-

ciples illustrated here may have wider applicability, and should be generalized

to give a deeper understanding of knowledge acquisition.
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Abstract. In this paper, we describe the Machine Learning system,
asium

1, which learns Subcaterorization Frames of verbs and ontologies
from the syntactic parsing of technical texts in natural language. The
restrictions of selection in the subcategorization frames are �lled by the
ontology's concepts. Applications requiring such knowledge are crucial
and numerous. The most direct applications are semantic control of texts
and syntactic parsing disambiguation.
This knowledge acquisition task cannot be fully automatically performed.
Instead,we propose a cooperative ML method which provides the user
with a global view of the acquisition task and also with acquisition tools
like automatic concepts splitting, example generation, and an ontology
view with attachments to the verbs. Validation steps using these features
are intertwined with learning steps so that the user validates the concepts
as they are learned. Experiments performed on two di�erent corpora
(cooking domain and patents) give very promising results.

Keywords : machine learning, natural language processing, ontology,
predicate argument structure, corpus-based learning, clustering.

1 Introduction

Semantic knowledge acquisition from texts, such as predicate argument
structures and ontologies is a crucial and di�cult task and the manual
acquisition is obviously long even in limited domains. New automatic
methods involving both Natural Language Processing (NLP) and Ma-
chine Learning (ML) techniques ([Zelle93], among others) can give very
good results in a short time. In this paper, we present asium, a system
that learns cooperatively from syntacticaly parsed texts without man-
ual annotations, ontologies and subcategorization frames of verbs (SF)
for speci�c domains following the principle of \domain dependence"2

[Grefenstette92]. Subcategorization frames represent here a subcase of
predicate argument structures where the predicate is restricted to a verb.

1 Acquisition of SemantIc knowledge Using Machine learning methods.
2 \A semantic structure developed for one domain would not be applicable to another".
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asium is based on an original unsupervised conceptual clustering
method and, although the process cannot be fully automatized, provides
interactive features in order to support the knowledge acquisition task.

We will show here how asium is able to learn knowledge of good
quality from possibly noisy texts and how asium's cooperative features,
together with its inductive capabilities, allow to acquire ontologies and
SF in reasonable time3.

2 Our approach
We attempt to acquire SF and ontologies from texts for texts control
purposes for dassault aviation company. Initially, we attempted to au-
tomatically revise and complete SF of a draft ontology manually acquired
by a domain expert. This attemp failed for two main reasons: �rst the
expert has too many a priori on the texts and second, he used incremental
method to acquire the ontology. Revision of the acquired knowledge with
respect to the training texts required profond reorganization of the on-
tology that incremental and even cooperative ML revision methods were
not able to handle: it was locally consistent, but any revision leads to
deeply restructuring it. This experiment illustrates one of the limitations
of manual acquisition by domain experts without linguists and the need
for knowledge acquisition tools.

Our aim is to learn SF and an ontology because no such bases were
available. The few existing bases are too general and thus incomplete
(EuroWordNet or WordNet). In a speci�c domain, the vocabulary as
well as its possible usage are reduced, which makes such ontologies overly
general. On the other hand, they may lack some speci�c terminology of
the application domain.

As opposed to the approach consisting of completing and specializ-
ing general ontologies for speci�c domains as [Basili97] with WordNet,
the targeted approach we have chosen, even for English, is to learn suit-
able knowledge from a representative corpus of the domain, thus avoiding
inconsistency risks.

3 Knowledge learned
asium learns verb SF and ontologies. Here is an example of a SF for the
verb to inject: <to inject> <object: combustible> <in: furnace>.

The two couples <object: combustible> and <in: furnace> are the sub-
categories of the verb to inject; object is a syntactic role and in is a
preposition introducing an adjunct while combustible and furnace are their
restrictions of selection. More generally a SF as asium learns it, has the
following form: <verb> <syntactic role|preposition: concept*>*.

The subcategories are arguments and adjuncts of the verb. In our
framework, restrictions of selection (RS) can be �lled with an exhaustive
list of nouns (in canonical form) or by one or more concepts de�ned in

3 About ten hours for the cooking domain of about 3 Mo of texts and 1120 verbs.
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an ontology, where the meaning of the concepts is characterized by the
SF they appear in. The ontology represents generality relations between
concepts in the form of a directed acyclic graph. The axioms only express
subsumption (IS-A) relationships between unary predicates or concepts.
For instance, the ontology could de�ne fuel, gaz and carbon as combustible,
and carbon as both combustible and burning wastes. Our method learns such
an ontology and SF in a cooperative and unsupervised (in the ML sense)
manner from texts.

4 Overview of the method

The method implemented in the asium system is included in a knowledge
acquisition chain. It consists of the syntactic parser Sylex [Constant95]
providing asium with all interpretations4 of parsed sentences including
attachments of noun phrases5 to verbs and clauses, without any pre or
postprocessing.

As a �rst step, asium automatically extracts instantiated subcatego-
rization frames from the syntactic parsing of clauses. The instantiated SF
is similar to a SF but the RS are the actual head nouns occurring in the
clause instead of concepts: <verb> <prep. | syntactic role: head noun>*.

Preliminary experiments show that instantiated SF are su�cient with
respect to the learning task and that the ML method is robust with
respect to parsing ambiguities or even failures.

The learning method relies on the observation of syntactic regulari-
ties in the context of words [Harris68]. We assume here that head nouns
occuring with the same couple verb+preposition/syntactic role represent
a so-called basic class and have a semantic similarity in the same line as
[Grefenstette92], [Peat91] or others, but our method is based on a double
regularity model: asium gathers nouns together as representing a concept
only if they share at least two di�erent (verb+preposition/syntactic role)

contexts as in [Grishman94]. Experiments show that it forms more reli-
able concepts, thus requiring less involvement from the user. Our similar-
ity measure computes the overlap between two lists of nouns6 (Details in
[Faure98]). As usual in conceptual clustering, the validity of the concepts
learned relies on the quality of the similarity measure between clusters
which here increases with the size of their intersection.

Basic classes are then successively aggregated by a bottom-up
breadth-�rst conceptual clustering method to form the concepts of the
ontology level by level with expert validation and/or labelling at each
level. Thus a given cluster cannot be used in a new construction before
it has been validated. For complexity reasons, the number of clusters to
be aggregated is restricted to two, but this does not a�ect the relevance
of the learned concept as shown in [Faure98]. Verb SF are learned in

4 In case of ambiguity, asium takes all of them.
5 Nouns phrases are reduced to head nouns (stopwords and adjectives are removed).
6 Sim(C1; C2) = 1 for lists with the same nouns and Sim(C1; C2) = 0 for lists without
any common nouns.
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parallel so that each new concept �lls the corresponding RS then result-
ing in the generalization of the initial synthetic frames which allows to
cover examples which did not occur as such in texts. Thus, the clustering
process does not only identify the lists of nouns occuring after the same
verb+preposition/function but also augments this list by induction.

For example, from those instan-
tiated SF, <to travel> <subject: [father,neighbor,friend]><by:[car,train]>

and <to drive> <subject: [friend,colleague]> <object: [car,motor-bike]>,
asium learns both concepts <Human>, <Motorized vehicle> de�ned as
father,neighbor,friend,colleague and car,train,motor-bike and both
SF, <to travel> <subject: Human> <by: Motorized vehicle> and <to drive>

<subject: Human> <object: Motorized vehicle> .
The risk of over-generalization is controlled both by a clustering

threshold and the user. Concept learning could not be fully automated
since the attachment of the concepts learned as RS of verbs must be val-
idated by an expert in order to limit the risk of over-generality that the
clustering threshold cannot completely avoid. Thus concept formation is
intertwined with cooperative validation steps where the domain expert
assesses and re�nes the learning results on line if needed, given acqui-
sition tools like automatic concepts splitting, examples generation and
ontology view with attachments to the verbs.

5 Experimentations
asium has been applied �rst on a cooking recipe corpora in French with
the aim of applying it to maintenance texts at dassault aviation for
language control purposes. Second, we have applied asium on Oxy-fuel
burner (a speci�c kind of burner using oxidants) patents for technical
watch.

Evaluation of the unsupervised learned knowledge quality is a very
di�cult problem for which we have currently no solutions, but only high-
lights. First, asium is included in a chain. Its e�ciency could be partially
measured by the utility and the improvement of the �nal task performance
but once an error has been identi�ed in the �nal output, locating the orig-
inal faulty component is di�cult in case an intermediate evaluation is not
possible. Second, evaluating the cooperative system independently of the
user is di�cult. Third, the results of the learning process should be evalu-
ated with respect to the quantity7 and the nature of the user's work using
counters on each type of action8. Counters will only give a partial view
on the quality of the learned knowledge and the quality of the interaction
tools and should be completed. Other evaluations of the quality of the
results regarding redundancy of the corpora and of the induction e�ect
in terms of completeness have been done in [Faure98]. They should be
completed by correctness measures. As no negative example is available,

7 Duration of the cooperative process regarding time needed in order to learn the same
knowledge by hand.

8 For instance, how many irrevelant inductions did the user refuse?
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the measure of (verb+preposition/function+noun) induced from a training
set and not useful in a test set could be a good indicator of correctness.

An evaluation of asium results, done independently from a �nal ap-
plication can not give a �nal answer to the evaluation question, only hits.
For instance, the ontologies and SF learned could be compared to other
lexicons but it would not only require the measurement of the similarity
[Shaw89] but also the nature of the di�erence in case of a discrepancy.

6 Related Work

As proposed by [Hindle90] and [Pereira93], our method clusters nouns
on the basis of syntactic regularities but without restricting the syntac-
tic roles to be learned from subjects and objects. Our claim is that in
technical domains the verbs are not only characterized by their argu-
ments. Compared to [Grefenstette92], or [Bourigault96], asium exploits
two levels of regularities in the context instead of one. In asium this
would amount to learning basic classes as concepts which is obviously
not suitable. [Brent91] learns the SF from large corpora from untagged
texts with an automatic approach and focuses on learning �ve given SF.
[Buchholz98] learns SF comparable to the ones learned by asium with
a supervised approach which is very time-consuming for the expert. In
the same framework,wolfie [Thompson95] coupled with chill [Zelle93],
learns case-roles and a lexicon from semantically annotated corpora by
hand. Case-roles di�er from SF as learned by asium in that prepositions
and syntactic roles are replaced by semantic roles such as agent or patient.
Such information allows one to distinguish among the di�erent semantic
roles of given prepositions. As opposed to asium ontology, the RS learned
by wolfie are lists of attribute-values de�ning the concepts. Moreover
wolfie requires that the input sentences parsed by chill are all anno-
tated by semantic labels (roles and restrictions). Unsupervised learning,
as in asium, delays concept labeling after learning, thus reducing consid-
erably the end-user task. In the same way, semantic roles could be labeled
once asium learns the SF by assuming that di�erent restrictions (couples
syntactic role/preposition+concept) reect di�erent semantic roles.

7 Conclusion

In this paper, we have presented a cooperative ML system, asium, which
is able to acquire subcategorization frames with restrictions of selection
and ontology for speci�c domains from syntactically parsed technical texts
in natural language. Texts and parsing may be noisy. The knowledge
acquisition task is based on an original unsupervised clustering method.
Needed expert validation and adjustment are supported by cooperative
tools giving the expert a global and manageable view on the whole corpus
helping him to integrate the needed domain knowledge that would not
appear in the corpus.

Preliminary experiments on corpora of cooking recipes in French, and
patents in English, have shown the applicability of the method to texts
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in restricted and technical domains and the usefulness of the cooperative
approach for such knowledge acquisition.

Further work will address evaluation aspects and semantic classes of
verb learning from SF and ontologies.
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PRIT contract LTR 20237 (ILP 2).
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Abstract. This paper proposes the interoperation environment which

enables an expert system to get information available to improve its per-

formance from others. First, we have given a method library of reusable

templates in order to provide a correspondence between speci�cation and

implementation of inference structures. Next, a cooperation method has

been presented, using the di�erence arising in the context of the cor-

respondence between inference primitives of an originator and those of

recipients. The wrapper with conversion facilities has been also provided,

using a common domain ontology developed manually. After designing

and implementing such an interoperation environment, experiments have

been done among four heterogeneous expert systems. Furthermore, it has

been shown that an expert system �nds a way to perform a given task

better by the interoperation with other three expert systems.

1 Introduction

As expert systems have been built up in many real �elds over the past decade,
the research on Cooperative Distributed Expert Systems (CDES) has emerged,
integrating two kinds of technology from knowledge acquisition and software
agents. The work in the �eld of CDES focuses on the cooperation among dis-
tributed expert systems but has not yet been getting into cooperation in real
complex domains at a semantic level.

In order to develop a cooperative knowledge system as industrial applications
in real and large scale, at present, few attentions are payed for knowledge level
analysis and knowledge modeling, As seen in the �elds of software agents and
CDES, we are still in shallow interoperation just at a syntactic level among dis-
tributed heterogeneous expert systems. Even if useful information is acquired,
there is a signi�cant issue how the information is reected in the implimentation-
sturacture of knowledge systems. Thus, in this paper, we propose an environment
for deep interoperation among four heterogeneous expert systems at a semantic
level, modeling them at a proper level of granularity of knowledge, de�ning the
relationship between models and implementations, using the di�erence arising in
the context of the correspondence between the inference structure of an origina-
tor and the one of recipients, and presenting a wrapper with conversion facilities
using a common domain ontology.
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In the remainder of this paper, we �rst describe methods of modeling, oper-
ationalizing, cooperating and communicating (wrapping) heterogeneous expert
systems. Next, we put the methods together into an interoperative environment,
INDIES(an Interoperative eNvironment for Development and Improvement for
Expert Systems) for them. The empirical results have shown us that a �nancial
management expert system is supported by other three expert systems in �nding
a better solution.

2 Modeling and Implementing Expert Systems

In order for distributed expert systems to exchange useful information applicable
to their better performance from others, the information about inference engines
and knowledge bases, must be lifted from the implementation details to some
proper conceptual details. In the �eld of knowledge engineering, the methodology
has recently been developed to specify the semantics of expert systems free from
implementation details.

Common KADS[1] is one of the well-organized knowledge libraries that pro-
vides inference primitives called canonical functions, such as Select, Compare,
Merge and so on. We rebuild and extends canonical functions into \REPOSIT
(REusable Pieces Of Speci�cation-Implementation Templates)" which combines
declarative semantics employed in Common KADS and procedural semantics
like Prolog.

Each method of REPOSIT, as an inference primitive, has two types of ex-
pressions: one is the relationship among input, output and reference knowledge,
which consists of a speci�cation library, and the other is a prolog-based repre-
sentation which consists of an implementation library. In REPOSIT framework,
rectangles express methods corresponding to inference primitives and quarter-
circles express knowledge as data used in the connected methods(Fig. 1. (a)).

To reect a received information on their implementation, REPOSIT sup-
ports step by step operationalization of abstract models into detailed implemen-
tation descriptions from the following standpoint:

a) providing re�nement policies,
b) standardizing the knowledge (data) management,
c) classifying the adding patterns of control structures.
In order to re�ne REPOSIT speci�cations, expressed as knowledge-ow-

diagram (combination of methods and knowledge), we replace an abstract method
with combinations of methods as follows:

1. dividing a method into data-type judgements and a function de�nition,
2. re�ning a method into combinations of �ne-grained methods, and
3. replacing an operation for a set with the repetition of an operation for its

element.

After applying the re�nement rules described above, we augment a knowledge-
ow-diagram with control structures, such as conditional branches, a distinction
of deterministic and non-deterministic actions, and repetitions. To put it con-
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Reference_Data

Input_Data

Output_Data

reposit_function

reposit_function( 
     Input_Data, 
     Reference_Data, 
     Output_Data )

Input_Data

{ test( Input_Data), !,
  reposit_func1( Input_Data, Ref_Data1, Output_Data )}
;
  replace( Input_Data, Output_Data )

Ref_Data1

Output_Data1

reposit_func1

Output_Data2
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Yes No

Input_Data

n_d_function

Output_Data

backtrack_test

Ref_Data

Yes

(a) a basic correspondence (b) a conditional branch (c) non-deterministic

Input_Data

test
YesNo

Ref_Data

Mid_Data

function_body

Output_Data

rec_function

rec_function(Input_Data, Ref_Data, Output_Data) :-
  { test( Input_Data), !,
    replace( Input_Data, Output_Data )}
;
  { function_body( Input_Data, Ref_Data, Mid_Data ),
    replace( Mid_Data, Input_Data),
    rec_function( Input_Data, Ref_Data, Output_Data)}

Input_Data

Ref_Data function_body

Output_Data

top_func(Input_Data, Ref_Data, Output_Data) :-
  for_each( Atom, Input_Data, [
    function_body( Atom, Ref_Data, Output_Atom 
    assemble( Output_Atom, Output_Data)]).

for_each

Output_Atom

assemble

top_func

(d) a recursive structure (e) a iteration structure
Fig. 1. REPOSIT Expressions

crete, we replace an abstract method with �ne-grained methods in the following
procedure:

(a) adding conditional (Fig. 1. (b)),
(b) clarifying non-deterministic actions (Fig. 1. (c)), and
(c) developing loop structures (Fig. 1. (d)(e)).

After applying the above augmentation, we can get a prolog-based description
corresponding to the augmented knowledge-ow-diagrams, which is available
for implementation. To put the description executable, we give a data structre,
consisting of atoms and lists as data primitives. In order to employ a name of
knowledge in the speci�cation directly, we de�ne the primitive expressions of
knowledge, which support a generic method of data-call-by-name as follows:

atom(Atom id; [Cat1 : Val1; :::; Catn : Valn]), (1)
list(List id; [Atom1; Atom2; :::; Atomn]), (2)
alias(Alias name; Atom id or List id)). (3)

In the above formulas, Atom id and List id represent entities consisting knowl-
edge, and Alias name corresponds the name of the entities

After given a data structure, a prolog-based description of speci�cation can
be re�ned into the prolog-implementation codes by using REPOSIT library for
implementation, as in the same way of the speci�cation-re�nement.

3 Interoperating Distributed Expert Systems

3.1 Cooperation for Distributed Expert Systems

In order to interoperate expert systems, we employ a speci�cation-sharing(SS)-
based cooperation, called assisted coordination[2]. The shared speci�cation comes
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Inference Structure
( The Recipient )

Inference Structure
( The Originator )

(1) Pairs of the same inference primitives

( Recipient ES )

pre2. IP
pre1.IP

knowledge

Compute the correspondence value
from the context

input

cen.IP

output

post.IP

( Originator ES )

Fig. 2. A message generation facility

from REPOSIT library which serves as a common method ontology and a com-
mon domain ontology.

Although one expert system (originator) can get the information about ca-
pabilities of the other expert system (recipient) through the shared speci�cation,
it is important to identify the information available to (be able to) improve the
originator. Because it costs too much to �nd out di�erences in extensive range to
the whole inference structure, we adopt only the di�erence arising in the small
context of correspondence between inference primitive of an originator and those
of a recipient.

A method to �nd out the di�erence, arising between an originator and a
recipient, is presented (Fig. 2) as follows:

1. Making a set of correspondence in which inference primitives are the same
2. computing a correspondence value by taking a look at the context of the

inference primitive,
3. propagating the correspondence value to pre- and post- inference primitives,
4. completing propagation over all inference primitives,
5. picking up a di�erence with the values, which will be used as a reply message.

3.2 Communication between Expert Systems

When one expert system �nds a fault in itself(for example, when its output
was wrong or rejected by a user), it asks other expert systems to support it in
changing for a better performance.

Because each expert system is modeled by its own vocabulary, it needs a con-
version facility so that it can understand the messages sent from other expert
systems. This paper calls a wrapper the module to convert one message from one
expert system into another message that can be processed in the other expert
system. When it is communicated between an originator and a recipient, origi-
nator's wrapper uses a common domain ontology to convert the reply messages
from recipients.
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Cooperation

Communication

Cooperation

Model
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Fig. 3. An Overview of INDIES

Table 1. The Number of messages generated by interoperation

Troubleshooting Scheduling EV-design Total

1st 14 14 19 47

2nd 15 15 19 49

The originator tries to reect a selected message on its own implementation.
When it fails the reection, the developers manually change the implementations
of the originator based on the selected message. If the same fault still exists, or
another fault comes up, when the modi�ed originator's performance is tested, the
above-mentioned interoperation process is repeated and another reply message
is given to the originator until the originator's performance improves or the
recipients send no reply message.

4 INDIES Implementation and Experimental Results

As the methods of modeling, operationalizing, cooperating and communicat-
ing (wrapping) distributed expert systems come up, we put them together into
an interoperation environment for distributed expert systems INDIES(Fig. 3).
INDIES has been implemented by SWI-Prolog ver. 2.9.6 with XPCE ver. 4.9.7.

Experiments have been done to how the �nancial management expert system
FIMCOES[3](originator) is supported by a troubleshooting, an electric power
management job scheduling and an elevator design expert systems through the
interoperation in INDIES. Afterwards, the originator gets into INDIES, and
sends its models and correspondence value desired (24 in this experiment) to
the other three expert systems (recipients).

At the �rst interoperation, the originator received 47 reply messages from
other three recipients(Table 1.). According to the selected message `ADD \Prop-
agate using an enterprise model" ', the new inference primitive of \propagate
using an enterprise model" has been put just before \compare" primitive in
FIMCOES inference structure. After implementing a new FIMCOES with the
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modi�cation, we found that the modi�ed FIMCOES had 4.7% performance gain
compared to the original FIMCOES.

At the second interoperation, the originator received 49 reply messages from
other three recipients (Table 1). Further examination showed that two messages,
brought 11.1% performance gain to FIMCOES but other reply messages not.

5 Related Work and Discussions

In the �eld of CDES, much work focuses on strategies of unifying solutions that
include uncertainty from multiple expert systems that use di�erent representa-
tion of uncertainty. However, few systems try to deal with the management of
semantics, at present.

On the other hand, R.Dieng's work [4] manages issues in cooperative knowledge-
based systems. The speci�cation to interoperate knowledge-based systems from
the point of multi-agent systems has been analyzed, but not yet launched into
full implementations and evaluation in real task-domains, as shown here.

As compared with our previous work[5] without REPOSIT, more than two
weeks are needed as a cost of reecting received messages in the originator's
implementation, while REPOSIT reduces the cont into at most two days.

In the remainder of this paper, we have described the methods of modeling,
operationalizing, cooperating and communicating distributed expert systems.
Then, these methods have been put together into an interoperative environment
INDIES. The experiment results have shown that the interoperation works on
the four heterogeneous expert systems.

Message generation and selection facilities are still static. So, we are inves-
tigating various types of making correspondence and checking applicapabilities
about the messages exchanged. Furthermore, we will pay much more attention
to automatic construction of a common domain ontology.
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1 Introduction

In contemporary Knowledge Engineering (KE) the emphasis lies on the study of the
description of two types of artefacts: Problem Solving Methods (PSMs) and ontologies.
According to many authors (for example (Motta, 1998), (Schreiber et al., 1999)) PSMs
have a strong relation to a certain task or problem type. One reason for this is the
recognition of what is known as the interaction problem (Bylander & Chandrasekaran,
1988). This states that a reasoning strategy cannot be described without knowing on
what domain knowledge it will be applied, and, vice versa, that domain knowledge
cannot be represented without knowing for what reasoning task it will be used.

Since the task always has some influence on the way knowledge is represented, a
PSM is always related to a task and poses some requirements on the domain knowledge
it uses. This is mirrored in the notion of assumption (Benjamins et al., 1996). It is used
to describe the interaction between a method, a task and domain knowledge in order to
keep them separated as much as possible and so facilitate their potential for reuse.

Another way of describing PSMs is by describing their functionality. In such de-
scriptions the requirements of a PSM on the domain knowledge it uses are strictly for-
mal. In this sense the semantics of a PSM can be described much like a computer
program.

However the relation a PSM has with the task it should be used for is often left
implicit. The way this is often done is by using names in the description of the PSM
which forces an interpretation upon humans but not machines. One of the disadvantages
of such names is their lack of formal semantics which results in their being redundant
in functional descriptions. From a formal point of view it is not clear that a method
has a relation to a specific task. Indeed, one could ask whether a given method when
considered abstractly could not be used for totally different tasks, at least in theory. (The
notion of PSMs being task-neutral as put forward by Beys and van Someren (Beys et al.,
1996) reflects this idea.) Without the use of these names however it is often difficult
to relate a method and the representation of domain knowledge to a task or problem
type. It will be argued here to make this interpretation explicit by using ontologies. The
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practical implications of such an enterprise will not be elaborated upon and are in need
of further study.

This paper is structured as follows: First, in section 2 the redundancy of meaningful
names in abstract descriptions is discussed. They however play an important part in
what is defined here as knowledge. Section 3 and 4 are used to describe the role of
meaningful names in PSMs. Section 3 contains a sketchy introduction in describing the
semantics of PSMs. It is followed by an example of a description of C&D in Section
4. The point here to be made is that meaningful names are redundant in the description
of the semantics of the method. Section 5 contains a suggested solution which is about
ontologies. Finally a conclusion, questions and answers are presented.

2 Meaningful names in knowledge representation

Let us first be clear what we mean by knowledge in this paper. Without going into a
philosophical discussion knowledge is taken here to be any a posteriori contingency.
This means that any statement which represents a possible state of affairs in the world,
which is sometimes true and sometimes false is regarded as knowledge. Tautologies,
such as ”it rains or it doesn’t rain” and contradictions do not fall under this definition.
Note that mathematical and logical theorems which can be proved within an axiomatic
system are tautologies. All axioms are tautologies by definition and any theorem de-
rived from them is also a tautology. Of course such a viewpoint on the nature of knowl-
edge is open for debate, but we will not elaborate upon it here.

A second assumption on the nature of knowledge is that a sentence must go with an
interpretation. For example a proposition p which can be true or false doesn’t suffice
as knowledge. It must be knowledge of something, or to put it another way it must go
together with some interpretation. It must be clear what p denotes.

In order to illustrate why these assumptions are important a small system is pre-
sented in Example 1. It consists of a number of facts which are of all the form
isa(X,Y). In a very simple way it represents what is generally known as an isa-
hierarchy. Under the header of FACTS a number of statements are listed followed by a
very simple procedure which checks whether a statement of the form isa(X,Y) can
be unified with an element from the transitive closure of the isa relationship.

FACTS:
isa(mammal, animal).
isa(bird, animal).
isa(reptile, animal).
isa(cat, mammal).
INFERENCE:
Input: isa(X,Y).
Output: True or False.
Precondition: X or Y are variables or constants.
Postcondition: True iff the input can be unified with

an element of the transitive closure of the isa relation.
False otherwise.
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Example 1
An important point to make here is that nothing guarantees us that a fact like

isa(mammal, animal) is indeed a representation of the knowledge that a mammal
is an animal. To put it another way: it lacks semantics.

The implicit assumption when using such statements is that the reader, or the user
of a system like the one in Example 1 is familiar with the intended meaning of the
names being used. It is difficult to make this assumption explicit. Still, it may be of
vital importance for the reuse and maintenance of knowledge represented in some form
or other.

To appreciate this remark compare the system in Example 1 to an isomorphic copy
in Example 2. From our assumptions regarding the nature of knowledge it follows
that the system in Example 2 is devoid of knowledge about the world. We do not
know what r(c1,c2) denotes but we have a pretty good idea about the denotation
of isa(mammal, animal). Still, the systems are isomorphic which means that in
a predicate logic they can not be distinguished. To put it another way: A computer
doesn’t matter whether it gets to execute system 1 or 2, they are just the same.

These two systems might be identical to a computer, they are not to us. What we see
in Example 2 can be described as the skeleton, the form without content. In Example 1
the system has content: it contains knowledge about the world.

This problem is essential for what we would like to call knowledge-based systems.
A system which has a list of facts which uses non-meaningful names does not represent
any knowledge at all. At least not in the way we have defined knowledge here. It is
concerned mainly with form not content (see (Sowa, 1997)).

FACTS:
r(c1, c2).
r(c3, c2).
r(c4, c2).
r(c5, c1).
INFERENCE:
Input: r(X,Y).
Output: True or False.
Precondition: X or Y are variables or constants.
Postcondition: True iff the input can be unified with

an element of the transitive closure of the r relation.
False otherwise.

Example 2

3 Semantics of PSMs

According to the CommonKADS methodology (Schreiber et al., 1999) a PSM consists
of a number of inferences with a control structure. The method aims at realizing the
goal of a particular type of problem, like diagnosis, planning, assessment, etc. The in-
ferences describe the lowest level of functional decomposition in the knowledge model.
They each carry out a primitive reasoning step and as such can be considered as a pro-
gram or procedure of which the internal structure is hidden.
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Benjamins et al (Benjamins et al., 1996) view the architecture of a PSM as con-
sisting of functional specifications, requirements and operational specifications. Here
functional specification means a declarative description of the in- output relation of the
PSM. In general such a specification should describe what a software artefact does, in-
dependent from how this behaviour is achieved (Fensel, 1995). Here we’ll follow this
line of description with some minor modifications. Instead of input- output relations
we use pre- and post-conditions as described by Dijkstra (Dijkstra, 1976). A very brief
introduction into some main concepts is given here.

We assume that a PSM can be regarded as a program. It has input arguments and
passes through a sequence of states. The first state the PSM is in is called the initial
state, successful execution (termination) will leave the PSM in the so-called final state.
The post-condition imposes (as its name says) a condition on the final state. It is just
a predicate which describes what the final state should look like after computation.
Assuming that a PSM is deterministic (every state has only one successor) and R is a
post-condition there are three possibilities:

Activation of the PSM will lead to a state satisfying R.
Activation of the PSM will lead to a state satisfying non-R.
Activation of the PSM will not lead to a final state; it doesn’t terminate.
The condition which characterizes all initial states such that activation of the PSM

certainly results in a final state satisfying a given postcondition R is said to be the weak-
est pre-condition corresponding to that post-condition. The extension of the weakest
pre-condition is thus the set of all initial states which are guaranteed to result to a de-
sired final state after execution of the PSM.

In the next section the PSM Cover & Differentiate will be looked at.

4 A brief description of Cover & Differentiate

Cover & Differentiate is a PSM for diagnostic tasks. The reasoning part of the method
consists, as the name indicates, of two main steps: A cover inference step in which
potential explanations for symptoms are generated and a step called differentiate which
confirms or rejects explanations. The main knowledge structure C&D works upon is
called a causal network. In what follows the description of Schreiber et al (Schreiber
et al., 1993) will be used.

As said before C&D operates on a causal network. Each node in the network repre-
sents a state concept and is linked to others by a binary relation with the name causes.
Initial nodes represent causes, final nodes symptoms and intermediate nodes denote in-
ternal states. The concept of qualifier is used to confirm or reject potential causes or
states within the network. This is done by means of a binary relation called manifesta-
tions.

The inference structure which achieves the reasoning mechanism of C&D consists
of two inference steps:

1. For each observed symptom, a set of potential explanations is generated, causally
linked as specified in the causal network. This step is achieved by the so-called cover
inference.
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2. Each potential explanation resulting from the previous inference is analyzed
and subsequently either confirmed or rejected by means of a differentiate step. This
step consists of several inferences which will only be discussed briefly here. For more
details about these the reader is referred to (Schreiber et al., 1993).

Cover Inference
The cover inference is stated as follows: An explanation S2 for a state S1 is marked

as considered when S2 possibly causes S1, i.e. when causes(S2; S1).
Anticipate Inference
The anticipate inference is the first of a number of inferences that make up the

differentiate step. It states that if a state S1is considered as an explanation for a state S2
and S1 always causes another state S3 then S3 should be true as well. In this case S1 is
accepted as explanation for S2 and S3, otherwise it is rejected.

Prefer & Rule Out
These inferences state that considered explanations which have a positive or neg-

ative qualifier attached to them are preferred, ruled out respectively, if the qualifier is
observed. States which are preferred are being accepted as explanations, those which
are ruled rejected.

In order to describe the post-condition for this method properly we have to intro-
duce some vocabulary. The PSM will need two sorts of input which can simply be
described as sets. A set O of observed symptoms (being a subset of a set off all possible
symptoms) and a set Q of observed qualifiers. The causal network will be described as
a graph G = (R; V ), where R represents the transitive causes relation and V the nodes
in the network. (Actually we must make clear here which nodes are symptoms, states,
explanations and qualifiers. Also note that there are two relations in the example causal
network. We skip the technicalities which smoothen such details.)

The desired post-condition for PSMc&d(O;Q) should look something like this:
There is a c which is an explanation of the observed symptoms O iff
c causes s

if c causes s0 then s0 2 O,for all s0.
if c causes s and c0 causes s and only is linked to an observed qualifier then c0 does

not explain s
About the pre-condition we can form some idea as well. For all input sets as de-

scribed the PSM could give the result described in the post-condition. 1 Note that both
the graph and the input are kept invariant; they do not change during the execution of
the program and are true in every state.

Of course this description is far from being formal, but it is presented here just to
give some idea what the pre- and post-condition should look like.

The reason for giving this expose here is to make a point about using meaningful
names. Note that in the description of the post-condition causes is still being used,
while we could have used any symbol. In fact from a formal point of view there is noth-
ing causal to this relation. The same holds for what we have called symptoms, qualifiers
etc. These are just names which could be replaced without loss of functionality by other
names, provided that every occurrence of a name is replaced by its substitute.

1If there is no explanation for some observed symbols then both sides of the iff-statement in the post-
condition are false.
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But if we don’t use the name causes how do we know it is a causal network? And if
we don’t know if we’re dealing with a causal network how do we know if we can use the
method for diagnosis? To generalize these questions: If you replace meaningful names
describing a PSM (and since we have considered a PSM to be similar to a program or
algorithm we have every right to do so) how do you know to which task it is related?
Who tells us that the same PSM after substitution with other names can not be used for
different tasks?

It is not difficult to show that the same PSMc&d can be used for other purposes. If
we replace causes by has feature, symptoms by descriptions ofattributes and
states by objects and attributes we can use it for classification. By lack of space
we must leave it to the reader to verify this claim, using the provisory pre- and post-
conditions described above.

5 The need for ontologies

The problem described here is that any functional description only refers to logical
form, not content and one can always find a different interpretation where the form is
preserved but the content changed. If knowledge (in the sense it is defined above) is
represented it always should come with an interpretation. This interpretation is almost
always given implicitly by the use of meaningful names. What we have tried to make
clear is that from a theoretical point of view this is not correct. The practical implication
this might have is also hinted upon. By making use of meaningful names a PSM is
related to a certain task, but the possibility of using it for other tasks not thought of
remains totally obscure. By separating the interpretation of the PSM from what we
called its abstract form this should be overcome.

A way of making such interpretations explicit should be looked for. The rudimen-
tary answer proposed here is the use of ontologies.

The construction of ontologies should provide knowledge-based systems with con-
tent (Sowa, 1997). In fact ontologies can be used to make an intended interpretation for
meaningful names more explicit. This can be done very similar to the way a sentence
in first order logic is given semantics.

To illustrate this point consider an interpretation of the sentence isa(cat,
mammal) in first order logic.

As domain we take the set fcat;mammalg.2

The characteristic function � for isa will be as follows: �(cat;mammal) = 1;
�(cat; cat) = 1; �(mammal;mammal) = 1; �(mammal; cat) = 0:

The denotation of cat: cat.
The denotation of mammal: mammal.
Similarly a functional description of a method and the data-structure it operates

upon can be given semantics with the help of an ontology. The abstract non-logical
symbols in the description of a method can be given an interpretation by linking them to
an ontology. In this way the functional description is provided with content. And what

2Of course the elements of this domain set are not mere symbols but their denotation, the actual concept
of cat and mammal. Note that one can easily give other interpretations of the constants cat and mammal
and that a computer will not care which interpretation one chooses.
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is even more important: The functional abstract description of the method is completely
separated from the intended interpretation.

It is the primary purpose of an ontology to provide the semantics of the names in a
knowledge-based system. In this sense ontologies can be seen as meta-level theories.
They provide the interpretations or content of a knowledge-based system.

The description of a PSM should therefore consists of two parts. First a functional,
formal description of the method is needed. This should not contain any meaningful
names at all, for they are, as has been shown, redundant.

Second, the abstract symbolism of the functional description should be mapped onto
an ontology, or to put it another way: The ontology should be mapped onto the func-
tional description. This should give the structure its semantics by actually providing an
intended interpretation. In a sense the empy structure can be regarded to be task-neutral,
only when mapped to an ontology becomes a method related to a task.

6 Possible criticism and conclusion

Meaningful names play an important role in knowledge-based systems. They are
mainly used to represent knowledge about the world. It has been argued here that
the assumption that the meaning of such names is clear, is often left implicit. In the
previous sections is has been argued that the implicit use of meaningful names should
be made explicit by making the distinction between a purely functional description of a
method or data-structure and an interpretation of it. By defining a mapping between a
task-neutral description and an ontology such an interpretation can be explicitly defined.

There seems good reason to investigate the implicit assumptions which underlie
both the specification of problem solving methods and knowledge representation in
general. Anyway it seems helpful to increase the awareness of the importance of mean-
ingful names in knowledge-based systems as they indicate assumptions which are still
on a intuitive level.

Finally there is criticism. Here follow some questions, remarks and brief answers.
Criticism 1: What’s new? It all has been said and done.
Answer: It is not our purpose to make a claim to originality here. Reading the

literature and talking to people we came to the conclusion that the subject is not that
trivial to most people and therefore worth writing down.

Criticism 2: How do you use those mappings between PSM and ontologies? It will
never work, it is too complicated.

Answer: Well if you write a program using meaningful names you leave the map-
ping to the computer. The machine doesn’t care whether you use cat, C5678 or any
other name. But we do care. It is true that we did not specify here how ontology map-
pings should work in practice, but the point we want to make is that the interpretation
should be separated from the abstract method. That this is complicated in practice may
very well be true. But so is life.

Criticism 3: I would never use C&D for classification purposes. It is not efficient.
Answer: You probably are right. Efficiency was not an issue here. The point of

view here was computational and should be appreciated as such. We do not claim that
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you can use C&D for classification without problem. But from the specification without
using meaningful names it is obscure why one shouldn’t do so.

Critisism 4: How could you say Example 2 has no knowledge? It is full of knowl-
edge for example: r has no cycles.

Answer: We limited the notion of knowledge to make clear that what is important
is what r stands for. As long as that is not clear we say that is doesn’t contain knowl-
edge. Example 2 is a structure that can be used to describe many state of affairs in the
world. That r doesn’t contain cycles is an a priori truth from that perspective. Of course
according to a more traditional definition of knowledge you are right. Our definition
has no metaphysical pretensions. It was just put forward to make a point.
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Abstract: Ripple Down Rules (RDR) is an incremental Knowledge Acquisition (KA)
technique that allows experts themselves to be in charge of performing the KA as well as the
maintenance of the system. Although there are various real RDR approaches, fuzzy domain
cannot be treated through RDR systems yet. The purpose of this work is to make use of the
RDR advantages to construct fuzzy rule-based systems as well as to strengthen the utility of
RDR in fuzzy domains. This aim has been achieved by introducing some assumptions relative
to fuzzy domain modelling in combination with the construction of a new framework to
manage and acquire (fuzzy) conclusions.

1 Introduction
Ripple down rules (RDR) was developed from the maintenance experience

with an expert system (Compton et al., 1989). The main motivation for developing
RDR was the fact that experts could not explain how they had reached conclusions.
For this reason, RDR uses the knowledge supplied by experts just in the context it was
provided, that is, by following the sequence of evaluated rules. Moreover, if an expert
does not agree with a conclusion, knowledge in the form of a new rule can be added.
In this sense, rules are never removed or corrected, only added.

Multiple Classification Ripple Down Rules (MCRDR) (Kang, 1996) is an
extension of the basic aspects of RDR for providing multiple independent conclusions
for a case. However, current MCRDR approaches cannot be applied to fuzzy domains
as such, since these systems operate with crisp values solely.

The aim of the work presented in this paper is to bring the advantages of
MCRDR to developing fuzzy rule-based systems and to strengthen the utility of
MCRDR in fuzzy domains, particularly in the early stages of development. Thus, by
introducing some assumptions, a system for acquiring and managing knowledge in
fuzzy contexts through MCRDR has been designed and implemented.

2 Fuzzy logic and ripple down rule systems
Fuzzy logic is a method that permits a gradual representation of likeness

between two objects. It is based on Zadeh’s theory of fuzzy sets (Zadeh, 1965). He
defines a membership function to assign a grade of membership between 0 and 1 to
each element in the range of all possible elements under consideration. This grade can
be thought as a measure of compatibility between the element and the concept
represented by the fuzzy set. Formally, the membership function for a fuzzy set A,
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 Springer-Verlag Berlin Heidelberg 1999



written µ A(x), is a real valued function defined as the application µ A: X →  [0,1] for all
x in a universal set X.

In Fuzzy Logic, there are a number of approaches that allow inference.  We
have used the so-called Generalised Modus Ponens (GMP).Through the GMP
technique, the proposition y is B can be derived from the rule “if (x is A) then (y is B)”
when the proposition x is A is true. The GMP can also be employed when the two
propositions x is A and y is B are defined imprecisely. Thus, if a proposition x is A’,
close to x is A, is true, the principle of the GMP is to derive another proposition,
written y is B’ close to y is B. This proposition is generated by taking into account both
the underlying semantics of the implication of the rule and a measure of the likeness
between A and A’. With all, the inference consists of defining a fuzzy set B’, which is
as close to B as A’ is to A.

Many systems use the triple formed by the Z-function, the Π -function and the
S-function (Zadeh, 1975) for defining fuzzy membership functions (i. e., fuzzy sets).
Examples of this are <low, medium, high>, <short, medium, high>, etc. We will term
to each component of T as Tl, Tm, and Tr, respectively.

In RDR rules are added by using the justification provided by the expert in
the context of when the same wrong conclusion is reached. The new rules are only
used in the context in which they were provided. The cases which had required new
rules to be added are known as “cornerstone cases”, which maintain the context of the
KB. The system shows the differences between the old  and the current case, to the
expert and asks he or she to select some conditions from the list of differences which
justify the new conclusion. These are used for conditions of a new rule and the system
adds into the knowledge base.

With MCRDR, more general systems than those of single classification can
be performed because it allows multiple refinements for a rule. When experts are
maintaining a MCRDR system, they must construct a rule containing the differences
between the case is entered to the system and the case associated to the last true rule in
the KB. This process will be repeated until there is no case (associated to any rule) that
satisfies the rule.

3 Applying RDR systems to fuzzy domains
By using classical RDR engines, fuzzy domains are not accessible, since RDR systems
can only operate with crisp values for the attributes in their rules. Nevertheless, fuzzy
domains are typically concerned with rules following the format IF (X 1 is V 1) and (X 2

is V 2) and .....and (X n is V n) then  Y is A. By assuming that membership functions for
fuzzy attributes follow the triple format <Tl(x), Tm(x),Tr(x)> as indicated before, and
that these can be defined as a function of α  and  γ , the following is proposed.

Definition 1: FMR system
Let R be a MCRDR system. R is said to be a fuzzy multiple ripple down rule

(FMR) system, written FMR system, if its rules can be applied to fuzzy domains by
modelling every fuzzy attribute, written A, as follows:
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where attribute is the identifier used for A; α  and γ  are the parameters that define the
membership functions for A according to the triple <Tl(x), Tm(x),Tr(x)>; fuzzy_value
represents a fuzzy value given for A and defined by means of one of the elements of
<Tl(x), Tm(x),Tr(x)> (for example, <high, medium, normal>,< low, short, tall>, etc.);

R represents a mathematical relationship (including equality, order and membership)
between A and  the elements of {crisp_value1, crisp_value2,.., crisp_valuen};
crisp_valuei, represents  the ith non-fuzzy value for A, 1 ≤  i ≤  n.

By considering the referred parameters, some compatibility criterion between
two values of a fuzzy attribute can be defined. For it, we will keep the criterion that the
values that a fuzzy attribute can possess are grouped into semantic compatibility
classes by taking into account that the linguistic tags (i. e., the values) associated to
Tl(x) and Tr(x), respectively, should not overlap. Thus, given a triple, written  < T1, T2,
T3>, containing three different linguistic tags associated to the elements of the triple <
Tl(x), Tm(x), Tr(x)> ; and given two elements, written V1 and V2, belonging to the

union set  �
3
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, V1 and V2 are defined as being two compatible fuzzy tags, written
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V ∪⊆  where V12 = {V1}∪  {V2}.

To analyse compatibility between two (eventually) different fuzzy attributes
the relative position of the two sets of parameters defining their respective
membership functions should also be considered. Based on this premise, the following
can be written.

Definition 2: compatible fuzzy attributes
Let F1 and F2 be two fuzzy attributes belonging to a FMR system represented,

according to definition 1, as “ci.ai(pi) is vi” respectively, where pi = (α i, γ  i), i = 1, 2. F1

and F2 are said to be two compatible fuzzy attributes, written compatible_fuzzy_atts
(F1, F2), if [(F1 = F2) or ((c1.a1 = c2.a2) and (compatible_parameters(p1,p2))] holds
where, compatible_parameters(p1,p2) = [compatible_tags (v1,v2)) and
(within_compatible_ranges (p1, p2)) and (sufficient_distance(p1, p2))] where

         within_compatible_ranges(pi,pj)= [ ]))p,PCR( ( and ))p,PCR( ( jjijji

2

1=ji
V γγαα ∈∈
≠

;

         PCR(x, pk) = [x – MPCD(pk), x + MPCD(pk)];         MPCD(pk) = 
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 - kk αγ
;

        sufficient_distance(pi,pj)=

351FMR: An Incremental Knowledge Acquisition System for Fuzzy Domains



[ ]))(pMPCD*K  )(MPCD(p  ) ( and ) ( iijjijij

2

1=ji
V ≥→≥≥
≠

γγαα ;
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Now, let us consider the hypothesis where a fuzzy attribute must be

confronted to a crisp one. The crisp attributes can respond to various formats, namely,
the alphabetical one and the numeric interval-based one. These two possibilities are
considered for the following definitions.

Definition 3: alphabetical compatibility
Let F1 and A2 be a fuzzy attribute and a non-numerical, crisp attribute in a

FMR system and represented, respectively, as “concept1.attribute1(p 1) is v1” and
“concept2.attribute2 = v2” where p1 = (α 1, γ 1). F1 and A2 are said to be alphabetically
compatible, written a-compatible(F1, C2), if (concept1.attribute1 = concept2.attribute2)
and (compatible_tags(v1,v2)).

The counterpart of the above definition is the following:

Definition 4: numerical compatibility
Let F1 and N2 be a fuzzy attribute and a numerical, crisp attribute in a FMR

system and represented, respectively, as “concept1.attribute1(p) is v1” and
“concept2.attribute2 ∈  (vinf, vsup)” where p1 =(α ,γ ). F1 and N2 are said to be numerically
compatible, written n-compatible(F1, N2), if (concept1.attribute1 = (concept2.attribute2)
and the following holds

[vinf, vsup] ⊆   [ ]
[ )














∞





 ∞

31

21

11

T= vif           ,

;T= vif            ,

;T= vif 
2

 + 
 ,-

γ
γα

γα

Then, the condition for a given rule in a FMR system to be fired by an input
case, can be established as follows:

Definition 5: fuzzy ripple down rule setting
Let CRi be a condition of a rule, written R; let CIj be a condition for an input

case, written I; and let CRi and CIj be respectively represented (according to the
representation format adopted here) as follows:

Ck = 






otherwise    )v',.., v',(v'.ac

attributefuzzy  a is a if  vis )(p.ac

kn21kk

kkkkk

R
Where Ck ∈ {CRk, CIk}; k ∈ {i, j}; pk = (α k, γ k); nk = number of values involved in ck.ak

 R is said to be set by I, written set (R, I) if ∀ CRi ∈  R, ∃ CIj ∈  I, such that
compatible_ attributes(CRi, CIj ) holds where compatible_valued_attributes (CRi, CIj)
=
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4 Conclusion management and rule condition acquisition in FMR
systems

In FMR , the standard GMP approach is used. So, given a fuzzy rule IF x is A
THEN y is B, we firstly generate a matrix (termed Fuzzy Associative Memory in
Kosko (1992)) M for storing the association (A, B). Given x ⊆ X and y⊆ Y, we are
defining the matrix M (Bouchon-Meunier (1992)) using the Rescher-Gaines
implication, namely, M(4)(x,y) =1 if fA(x) ≤  fB(y) and 0 otherwise (Rescher-Gaines
implication).

On the other hand, semantic conflicts among attributes can arise when experts
are shown a set of conclusions after running an input case. Therefore, the system
should have a mechanism to face to the situation where multiple conclusions about the
same attributes and concepts are produced by the system. In FMR, the criteria adopted
to eliminate the (possible) presence of replicate conclusions in semantic terms are the
following. Firstly, the system groups all the conclusions generated for an input case
into compatibility classes according to the criteria indicated before in this article.
Secondly, for every conclusion included in all the so-obtained classes, we make use of
certainty theory.

Although certainty factors for rules are usually supplied by experts in rule-
based systems, in FMR this factor (for each rule) is calculated automatically. For it, the
root node of the FMR tree is supposed to have a certainty factor equals to 1 by default.
For the rest of rules, the certainty factor depends on the correction curve of the rule,
that is, the curve identifying the relation between the number of corrections made from
R and the number of cases seen for R.

In order to get the “best” of the replicate conclusions, given a fuzzy rule
condition, the distance between the parameters defining the attributes of the rule
conditions is considered. Thus, the imprecision factor associated to a fuzzy condition
in a FMR system is defined as being directly proportional to the length of the segment
where the fuzzy membership function for one element of a certain universe can take
several values. In particular, such a factor will depend on the distance between the two
fuzzy boundaries (i. e., α  and γ ), so that the larger the length of the fuzzy interval, the
larger the imprecision factor of the rule. As α  approaches to γ , the imprecision factor
approaches to 0. Also, the value of the (fuzzy) attribute is considered to determine
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If one expert wants to correct a conclusion of the KB, the rule providing the
right conclusion is added at the end of the path going to the rule that produced the
wrong conclusion. If the approximate conclusion is incorrect from the expert’s
perspective, we use a kind of propose and revise method to adjust the output. With all,
the rule added, if any, should be compatible with and have a less associated
imprecision than the rule that produced the wrong conclusion. Moreover, the new rule
will be added at the end of the path going to the rule that produced the less precise
conclusion. Only fuzzy rules producing new fuzzy conclusions are added at the top of
the FMR knowledge tree.

5 Conclusions
Ripple down rules (RDR) aim at using the knowledge only in the context

provided by the expert, this context being the sequence of rules evaluated to give a
certain conclusion. MCRDR is a RDR-based approach that allows experts to have
multiple conclusions for a given input case

In real life, there are many problems involving fuzzy terminology. However,
current RDR systems cannot be applied to those. Although fuzzy logic is normally
used to deal with fuzzy domains, RDR systems obligate to assign crisp values to
fuzzy-by-nature attributes.

In this article, a new methodology, based on a set of compatibility criteria
between valued attributes for running cases has been proposed. By considering the
nature of MCRDR systems and some properties relative to fuzzy processing, in this
new approach, experts can be helped to make their choice when they are shown
several conclusions alluding to the same feature. For it, we make use of certainty
factor theory. In our approach, experts do not have to give any certainty factor value
for each condition in a rule. Moreover, given a condition, the system generates a
certainty factor value for this condition from the uncertainty underlying the context of
the rule under question in the KB structure.

The system proposed here is also capable of generating inferred conclusions,
that is, conclusions that are not in the KB. For it, we make use of fuzzy inference by
using the Generalised Modus Ponens approach.  Besides, in order to reduce the
(possible) presence of replicate conclusions, the system generates an imprecision-
based factor for each conclusion.
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Abstract. SeSKA (Seamless Structured Knowledge Acquisition) is a
methodology for constructing and maintaining knowledge bases (KB).
The iterative sequence of development stages creates a series of object-
oriented models, connected by seamless transformations.

Principles of applying SeSKA to the Sisyphus III rock classification prob-
lem are described. Extended semantics of input schemes for SeSKA are
presented. Also conversions from schemes in Sisyphus III material are
sketched. The Sisyphus projects are often used as test benches for differ-
ent KA methodologies. A proper evaluation of SeSKA can be made only
after a complete KB has been constructed using it.

1 Introduction

The Sisyphus III Project. The Sisyphus experiments [5] are attempts to com-
pare and evaluate different knowledge acquisition (KA) methods and techniques
[4]. The Sisyphus III project involves classification of rocks based on realistic
interview transcripts and other material.

The SeSKA Methodology. Seamless Structured Knowledge Acquisition
(SeSKA) [1, 2] is a methodology for development and maintenance of knowledge
bases (KB). During KB construction, a series of OO models (fig. 1) is created and
part of them are modified during the development process. Seamless transforma-
tions are defined between sequential models. Seamless transformations define the
principles according to which a certain model can be constructed and modified
based on another model. Different models in the chain are described below.

– Domain model (DM) contains domain or abstract concepts and relations.
Concepts are described by a number of features.

– Initial dependency graphs (DG) acquired from different sources. DGs present
inferential dependencies between features of DM concepts. Descriptions can
be attached to different dependencies.

– The actual DG is a combination of initial DGs.
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Fig. 1. The chain of models created in order to build a KB. Seamless transformations
are illustrated with arrows.

– Inference structure (IS) presents the structure of possible inference sequences
performed. The IS is shared among three sets of descriptions.

– Collections of analysis, design and implementation descriptions are attached
to inferences in the IS.

Contents of this Paper. Section 2 describes the basic and extended forms of
DM and DG, as well as conversions from other formalisms. Section 3 explains
combining DGs. Section 4 describes the remaining phases of SeSKA. Section 5
contains discussion and conclusions.

2 Information Used as Input

2.1 The Basic DM and DG

DM. Concepts and relations are presented as object classes. Features (prop-
erties or parts) of concepts are presented as attributes of concept classes. The
DM is acquired from knowledge sources but restricted to the essential based on
dependency graphs (see below).

DG. Domain concept features and dependencies between them are presented
as object classes. Features are simultaneously attributes of DM concepts.

DGs can be illustrated using graphical networks or text indentations. A fea-
ture of a concept is presented in the form ’Concept.feature’ (or ’Class.attribute’ ).

The DG is usually formed based on (inferential) dependencies between fea-
tures of concepts, preferably with attached descriptions.

2.2 Possible Extensions and Modifications of the DM and DG

Sisyphus III material cannot be presented in basic DM and DG form. A num-
ber of extensions will be made to the basic DM and DG in order to enable
transformations from schemes used in Sisyphus III material.

356 P. Parpola



Abstract Concepts. Groups of objects with some common property (with a
common value) can be represented with an abstract concept that can be inher-
ited by the concepts in the group. Abstract concepts can form an inheritance
hierarchy or lattice of several layers.

Nodes in Initial DGs. The following notations are useful when coding knowl-
edge into the DGs. Node names can be extended with an attribute value: ’Con-
cept.attribute=value’. The forms ’attribute.value’ and ’Concept.value’ can be
used as shortcuts for the presentation as long as they do not cause ambiguities
or confusion. Other shortcuts can also be used, as long as they can be converted
to the form ’Concept.attribute=value’.

Presentation of Protocols through Dependencies. In addition to present-
ing plain inferential dependencies (contents of the KB) in the DG, protocols too
can be presented: each step of a protocol is presented as a DG item, depending
on both the previous step of the protocol and the contents of the current step.

A Wider View of Attributes. In addition to properties and components,
attributes of concepts (possibly appearing as nodes of the DG) can also be
(results of) events, etc. In classification problems like Sisyphus III, dependencies
will be created between the ’identity’ features (i.e. identification) of concepts
and their other features.

2.3 Utilizing Results of Different KE Interviews

The Sisyphus material contains transcripts of KE interviews. In order to be
usable, KE transcripts have to be either (1) converted to formalisms understood
by SeSKA, or (2) used as knowledge sources for extraction of useful knowledge.

Transcripts of item sorts (card sorts) and repertory grid analysis are suitable
for direct conversion due to their formal nature.

Transcripts of structured interviews, self reports and and laddered grid in-
terviews can be used as knowledge sources for manual extraction. The following
kinds of knowledge can be elicited:

– Features of concepts affecting both DM and DG.

– General dependencies between features of abstract or concrete concepts. If
these dependencies (rules) apply only to a certain group of concepts, the
result depends also of the restriction.

– Protocols for performing the task (only structured interviews and self re-
ports). Protocols can be presented in the DGs, as described in section 2.2.

– Groups of concepts with a common property. Also criteria for differentiating
individuals in the group were presented in self reports and laddered grid
interviews.
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Fig. 2. DG combination: An unnecessary result node (upper left) or an intermediate
node (upper right) can be removed. Two DGs can be joined (lower left). One of two
duplicate dependencies may be removed (lower right). Text descriptions of both of the
duplicate dependencies have to be preserved, however.

The terminology of the interviews should be maintained when information is
first coded to the DM and the DG.

The Sisyphus III material also contains colour photos and micrographs of
rocks. These may be associated with descriptions of dependencies (for identifi-
cation), or as attributes of concepts in the DM.

3 Combining Different DGs Produced

The DGs contain dependencies, acquired from different sources (experts) and
different types of interviews. The terminology of the initial DGs may vary and
has to be harmonized, before or after forming the DGs. Different dependencies
acquired through interviews of a certain type should first be combined, then the
combined results of different techniques can be combined.

3.1 Combining Complementary DGs

DGs containing complementary material can be combined using simplification
and combination rules [1]. These rules may allow bringing together different
fragments of knowledge, even before building a KB. The context of validity has
to be determined for each DG. Two rules for ’remove’, and rules for ’join’ and
’simplify’ are illustrated in fig. 2. There will almost certainly be overlapping
information left, not removed by the rules. This should be analyzed and edited
carefully, in order to keep the KB manageable.

3.2 Combining Contradicting DGs

Contradicting material is more difficult. There are no absolute rules for these
situations, but common sense can be used. If different experts give different
values for the same attribute, e.g. grain size, of a certain rock, the following
alternatives should be checked:

– Do some of the experts say they are not sure?
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– Does the majority agree? Could someone with a different opinion be wrong?
– Is there a two-way division of opinions? Could this be a question of a bor-

derline?
– Could different samples of the same rock vary in this respect?

Based on the answers either a single or alternative values can be given to the
attribute in question.

There may be alternative protocols to be used. If the protocols differ only
by an insignificant order of steps to be taken, they can be considered the same
protocol. There may remain several separate DGs from combining dependencies
that can be integrated with the help of protocols.

4 Developing the KB

4.1 Forming the Initial Inference Structure

The IS presents the structure of possible inferences, just as in CommonKADS
[3]. The components of the IS are called roles and inferences, and are presented
by objects. Roles in the IS are formed using some suitable heuristics, e.g. “all
attributes that some attribute directly depends on form a role”.

The same mechanism is also extended to protocols presented in the form of
dependencies. Protocol skeletons are filled in with inferential dependencies.

The descriptions associated with dependencies form the initial analysis de-
scriptions, associated with the corresponding inferences of the IS formed.

4.2 Development and Maintenance of the KB

The three kinds of descriptions, attached to each inference, form three sets of
descriptions, sharing the IS. These sets can be considered to form three models.
Different descriptions of inferences can contain a different number of blocks.

Whenever need for change appears (in e.g. the implementation model) the
corresponding part of the analysis model is traced using the shared IS. Necessary
changes are made in the analysis model, and then propagated to the design and
implementation models. Development is thus cyclic, with information flowing
forward and backward between the three models sharing the IS.

5 Discussion and Conclusions

SeSKA (Seamless Structured Knowledge Acquisition) is a methodology for devel-
oping and maintaining of knowledge bases (KB). During the iterative process, a
series of object-oriented (OO) models, connected with seamless transformations,
is created.

The Sisyphus III problem involves creating a KB for rock classification. The
Sisyphus projects are used as test benches for different KA methodologies. A
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proper evaluation of SeSKA can be made only after a complete KB has been
constructed using it.

Acquired knowledge in SeSKA is presented in two kinds of models — the
domain model (DM) and the dependency graph (DG). The DM and DG can be
modified and extended in a number of ways. Conversions from other presenta-
tions, made possible by the extensions, are presented.

Fragments of converted material are combined, applying formal rules or prin-
ciples based on common sense. An initial description of the KB can be formed
based on both inferential and protocol dependencies. The KB is developed uti-
lizing the shared inference structure, guaranteeing traceability.

SeSKA provides a rather thin approach, concerned only with KB develop-
ment, but not with, e.g. user interface (UI) development. This, however, makes
the process uncomplicated and suitable for quick prototyping. When real systems
are built, SeSKA has to be combined with other methods.

The main contributions of this paper are to present the extensions to SeSKA
input and to present principles for combining contradictory knowledge (in ad-
dition to complementary). Current trends of research involve building a rock
classification KB, and applying problem-solving methods to models built using
SeSKA.

SeSKA has been tested manually, as the tool supporting SeSKA is still under
development, using the programming language Java.
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Abstract

 

A library of software components should be essentially more than just a
juxtaposition of its items. For problem-solving methods the notion of a family is
suggested as means to cluster the items and to provide partially a structure of the
library. This paper especially investigates how the similar control flows of the
members of such a family can be described in one framework.
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1 Introduction

 

The notion of a problem-solving method (PSM) was inspired by a lot of different
approaches (Generic Tasks [Chandrasekaran, Johnson, and Smith, 1992], Com-
monKADS [Schreiber et al., 1994], Method-to-Task Approach [Eriksson et al., 1995],
Components of Expertise [Steels, 1990], GDM [Terpstra et al., 1993], MIKE [Angele,
Fensel, and Studer, 1996]). PSMs describe the reasoning behaviour of an intelligent
agent. Though, suitable models are especially conceptual ones and Òplatform-indepen-
dentÓ by providing modeling primitives on the knowledge level ([Newell, 1982]). Up
to now the competing modeling frameworks converged and reached consensus on the
fundamental issues a common (ÒunifiedÓ) theory has to cover. [Angele et al., 1996],
[Perkuhn, 1997] summarize the synthesis of this development, the new proposal for
UPML ([Fensel et al., 1999]) tries to capture the result in a unified modeling language.

Reuse of PSMs promises time, cost, and quality improvement in the development pro-
cess of a knowledge-based system, incl. maintenance, and a more reasonable assess-
ment of the quality of the resulting product. Mainly, investigations on the reuse of
PSMs focus on the development of libraries (

 

[Motta, 1997], [Breuker and van de
Velde, 1994]

 

) but from a reuse process point of view these are useful only to a limited
extent. Either they offer only a collection of items with no real support of how to select
an appropriate one. Or they attempt to cover a more generalized structure, e.g. task-
method-decomposition trees (

 

[Benjamins, 1993]

 

), but are very poor in showing up the
relations between the possible specializations. The latter approach seems more promis-
ing but evaluations have shown their deficiencies (

 

[Orsvärn, 1996]

 

). The main critics
is that the designer of the library did not consider (and is not able to represent) in his
models of how to adapt the generalized structure to a special application. The tower-
of-adapter approach (

 

[Fensel, 1997]

 

) is derived from the necessity to adapt general
models, like e.g. basic search schemes, to more specialized circumstances, e.g. special
PSMs like propose&revise. In principle, the approach is a constructive one but up to
now it neither offers models that contain the information of the overall structure of the
resulting system in a communicable form - as the conceptual models do - nor offers
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construction plans of how to combine the basic templates with some adapters to come
to a certain overall conceptual structure. Of course, adapters might improve the reus-
ability of a system like any other design pattern (

 

[Gamma et al., 1994]

 

) can do. But
especially conceptual models of PSMs contain information that is closer to an architec-
tural description (

 

[Shaw and Garlan, 1996]

 

) of the general structure of the target sys-
tem. Nevertheless the approach is an interesting alternative rsp. completion to indexing
the library with simple keywords or logical formulae-based pre-/post-condition anno-
tations. Actually, it is not far away from object-orientation - another view on reuse that
claims that the inheritance hierarchy provides a reasonable structure of the reuse com-
ponents and, thus, solves a good deal of the indexing problem. But a PSM cannot be
captured completely by the notion of an object in this sense since it e.g. contains an
explicit specification of the control flow. [Perkuhn, 1997] suggested the concept of a
family of PSMs that describes the overall architecture for a class of similar methods. In
the same fashion as in object-orientation it is intended to structure a part of the library.
Thus, only a family has to be retrieved from the library by an additional mechanism.
Afterwards the selection of a PSM corresponds to systematic browsing through the
family. [Perkuhn, 1997] focussed on inference structures while this paper especially
investigates how to describe similar control ßows for a range of closely related PSMs.

 

2 Families of PSMs

 

Most aspects of a PSM that can be
represented in a specific part of the
model (layer rsp. view) can be dis-
tinguished between elements like
concepts or roles and steps in the
problem solving process on the one
hand and relations between them on
the other hand. [Perkuhn, 1997]
introduced colouring as a means to
express that they are not necessarily
parts of the model. All elements in
the same colour form a region. A
coloured region possibly has to be
omitted if certain conditions are not
fulÞlled. In the example of [Per-
kuhn, 1997] (a family for assign-
ment tasks that covers generate-
and-test, propose-and-exchange,
and propose-and-revise) different
regions depend on the availability
of the knowledge for static roles
namely propose, exchange, and
revise. The former two are illus-
trated in figure 1. The revise region is part of the reÞnement of the exchange step that
is not shown here. If one of these static roles cannot be filled, i.e. the knowledge is not
available or cannot be acquired either, the corresponding region has to be removed
from the model. For these cases it seems to be appropriate to colour and remove all
related connections, too. But in other cases the resulting model has to be kept consis-
tent rsp. coherent. E.g. to restore the coherence of a taxonomy or a sequential control
flow the gap in the model has to be bridged with the transitive closure of the adjacent
relations (cf. figure 2) - if possible and reasonable. Colouring is a creative modeling
act and expresses as an epistemological primitive on a cross-model level that the

Figure 1. Coloured task decomposition and 
inference structure for the assignment 
family (cf. [Perkuhn, 1997])
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model should still make sense in all variations with or without the regions in every
context.

Capturing similar control flows imposes additional requirements on the modeling
framework. The control flow specification has to prescribe which steps are performed
in which order. If the reasoning process reaches a state where it can follow different
succeeding paths, the control flow has to specify how to go on. In the ordinary PSM
scenario the decision depends on boolean expressions - normally expressing an inter-
nal state during computation. Resembling the manner of procedural programming lan-
guages if- or case-statement-like expressions evaluate these boolean expressions and
according to their truth value decide for one path. Overlaying different control flows
introduces a new aspect that has to be distinguished from these internal states.

In the example family some variants begin with a propose step, others with a generate
step. Some other variants use the generate step as a fallback action if for a certain vari-
able (ÒparameterÓ) no propose knowledge is applicable. Since in most cases - if pro-
pose is realized - generate is not taken into consideration at all it is not appropriate to
put these two steps into a sequential order. Rather they should be treated as alterna-
tives. An additional mechanism is necessary to handle the fallback variant, but, actu-
ally, this distinction exactly reflects the difference of ordinary inter-process
communication via return values and extra-ordinary exception handling. This new
form of alternative does not depend on an internal state of the computation. It is a kind
of non-deterministic decision point to be resolved with respect to the possible variants.

At the decision point the problem-solving process is in
a state similar to a person that wants to get from one
place to another one. When the person reaches a point
where the path splits and he/she can decide how to go
on - assuming that both paths still lead to the target
place -, normally, the selection is not arbitrary but
depends on some properties of the alternatives. In this
framework these are annotated as features to the dif-
ferent paths. The next step is then determined by an
external strategy that weighs up the different proper-
ties. In the example of the assignment family the alter-
native paths can be annotated as ÒfoundedÓ on the one
hand, and ÒrandomÓ on the other hand. A usual default
strategy (cf. table 1) would reflect the superiority and
prefer the founded alternative over the random one. 

 

Figure 2. Optional connections vs. transitive closure of adjacent connections

strategy ÒfoundedÓ

 

prefer a [+founded] path over any other

 

strategy Ònot randomÓ

 

prefer any path over a [+random] one

 

Table 1 - Two default strategies

step1 step2 step3

step1 step3

step1 step2 step3

step1 step3

 

Figure 3. Decision criteria 
annotated as features

propose generate

[+random][+founded]
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The following example illustrates how the combination of properties and internal
states is annotated as feature-conditioned boolean expression.

All PSMs of the assignment fam-
ily can be categorized into two
groups: those that work holisti-
cally, i.e. they first complete the
system model (in an inner loop)
before they test and revise it, and
those that work incrementally,
i.e. they already test and revise
incomplete models (partial
assignments) and extend them in
an outer loop. Executing propose
or generate once yields one value
for one variable. So, afterwards
the control flow has the option to
repeat this first step or to test the
system model built up so far.
This general property is
expressed by the feature [+holis-
tic] for completing first, and [-
holistic] for the interleaving tests.
The logical complement is used
here to express the mutual exclu-
siveness of the two alternatives.
The path back to the beginning
(the inner loop) is only consid-
ered if the strategy prefers Òholis-
tic waysÓ. The path related to the test is considered if Òincremental waysÓ are preferred
but also at least finally in the holistic case. So, deciding for an incremental strategy has
trivially the following effect: The loop can be ignored but the connection to test has to
be realized as an unconditioned path. The holistic strategy still prefers both paths. But

it is clear that the inner loop should not be repeated infinitely but only until the model
is complete. This is what may be expressed by an ordinary boolean expression like
ÒcompleteÓ or Ònot completeÓ. Thus, the feature-conditioned boolean expression has to
be read as: Even if the strategy preferred the path due to the feature, solely the evalua-
tion of the boolean expression determines which path to follow. It is worth while to
mention that the completeness of the model has to be checked only once - either before
or after the test. Thus, this framework is able to cope with different strategies that
cause different global effects on the control flow.

By introducing two modeling primitives, namely 

 

features

 

 in a somehow non-determin-
istic control flow on the one hand and 

 

strategies

 

 apart from the control flow on a
Òstrategy layerÓ to resolve the non-determinism on the other hand the two different
concerns what alternatives are available and which one should be selected could be
modelled separately. Thus, a family is a parametrized representation of several PMSs
with respect to the optional components and the strategies that can be chosen. This
framework offers the advantage in contrast to other approaches ([ten Teije, 1997]) that

 

strategy ÒholisticÓ

 

prefer [+holistic] over [-holistic]

 

strategy ÒincrementalÓ

 

prefer [-holistic] over [+holistic]

 

Table 2 - Two complementary strategies to be selected by the user

 

Figure 4. A coloured non-deterministic control ßow 
for the assignment family
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the parameters are very closely attached to the conceptual models and, by this, can be
exploited in a communicative situation. All parameters can be expressed in a way that
can be understood by an expert but they are also useful for the knowledge engineer.
After selecting a family the parameters can be checked systematically, e.g. with a
questionnaire, to provide actual parameters for an instantiation of the generic family.

 

3 Conclusion and Related Work

 

The ambition to make reuse of knowledge (level) models more flexible is not new
([Geldof, 1994]). In the first version KADS ([Schreiber, Wielinga, and Breuker,
1993]) suggested a strategy layer for this purpose. But both only consider the possibil-
ity to chose between different methods with the same competence for one task. Simi-
larly GDM ([Terpstra et al., 1993]) allows the application of alternative rewrite rules
that may cause comparable effects to the graph transformation rules in the approach
presented here. But none of these three frameworks allows to model explicitly decision
criteria or resolution strategies. There is no flexibility related directly to the conceptual
models and there is no way to capture global effects on different strategies. GDM
claims that meta knowledge helps them to cope with some of these problems. But sim-
ilar to task features ([Aamodt et al., 1993]) there is no direct relation to the respective
part of the model so that it could be explained and justified from its context.

Other approaches focus more on strategic aspects. TASK+ ([Pierret-Golbreich and
Talon, 1997]) tries to describe these with abstract data types; DESIRE ([Brazier et al.
1997]) allows to specify multi agent systems. But both are only loosely coupled to the
conceptual models in the sense presented here and they are not able to separate the
concerns on different layers. DESIRE e.g. uses ordinary if-statements for activating
agents, i.e. for selecting the control flow. Thus, the difference between ordinary con-
trol flow and strategic aspects is not obvious in these models.

Very close in spirit is the idea of configuring PSMs via parametric design ([ten Teije et
al., 1996], [ten Teije, 1997]) that is investigated for diagnosis. But the suggested
parameters are only hardly to understand as underpinned by the conceptual model. The
major weakness of the models is the insufficient expressiveness for specifying control
flow especially for capturing alternatives.

The work presented in this paper is the only one that combines the strict relation to the
conceptual models with an explicit layer to capture and specify alternatives and their
resolution.
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Meta Knowledge for Extending Diagnostic
Consultation to Critiquing Systems1
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Abstract. Critiquing systems check for weaknesses in the user's solution and may suggest
corrections. Although their usefulness was first emphasized in diagnostic domains [6], the
main success of knowledge based critiquing systems have been in design applications [4,
13]. While in the latter a deep understanding is often not necessary for critiquing purposes,
in complex diagnostic domains the capability to solve the problems is critical for critiquing
systems. However, they need additional knowledge to adjust to the user's solution instead of
merely inferring solutions by themselves. We analyze that knowledge and propose a mini-
mal model for extending a diagnostic consultation to a critiquing shell.

1. Introduction
A critiquing system has been defined as a “decision support system that allows the user to
make the decision first; the system then gives its advice when the user requests it or when
the user’s decision is out of the system’s permissible range” [2]. They are particularly
useful in domains, where knowledge based systems are unable to take legal or economic
responsibility for the adequacy of their solutions. For example, developers of medical
consultation systems would not accept, that they - as legal proxies of their systems - are
responsible for its diagnoses and therapy recommendations in the same way physicians
are. In such situations human experts need the full knowledge to solve problems by them-
selves. Therefore they cannot profit very much from knowledge based systems offering
the same capability, unless there is some synergy effect. This holds not only for medicine,
but for all applications where human experts are still better than knowledge systems and
where wrong decisions might be very dangerous or expensive. While the potential for
synergy between human experts and machine intelligence is large due to their different
strengths and weaknesses, it is not easy to exploit, because someone has to decide, under
what circumstances whose solutions are better. Few knowledge based systems have faced
this challenge, but usually left it to expert users, at best with the support of good explana-
tion components. A major exception are critiquing systems [13], which were popularized
by Perry Miller [6] in the eighties due to his frustration with acceptance problems of
knowledge based systems in medicine.

Fischer et al. [91] distinguish between two general approaches of critiquing:
• Analytical critiquing: The system checks products with respect to predefined features

and effects. This approach does not need a complete domain model and is particularly
suited for many design problems (e.g. JANUS [3] for kitchen design).

• Differential critiquing: The system generates its own solution, compares it with the
user's solution and points out relevant differences. Many critiquing systems e.g.
HYPERCRITIC [7], a ship damage control system [11] or the electronic cockpit as-
sistant CASSY [5] have a component which represents an ideal expert as yardstick for
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the correctness of the user’s decision. However, if the user's solution is radically dif-
ferent from the system's solution, a direct comparison might be not very helpful. This
can be avoided to some degree by evaluating the user's solution step by step in his/her
context.

The main success of critiquing systems lies in the design domain [4, 13]. When an artifact
has to be constructed meeting certain requirements, it is quite easy to check, whether the
solution meets the requirements, even if there is no knowledge how to configure the arti-
fact from primitive elements in the first place. Under these circumstances, critiquing sys-
tems are often easier to build than problem solvers, and they might be very useful to as-
sess the quality of an offered solution, even if they are unable to repair detected problems.
For example, grammar and style checkers in text editors are much easier to build than
generators of well readable sentences. In diagnostic domains, similar situations exist, e.g.,
when a hypothesis can be questioned if certain conditions do not hold. In general how-
ever, to criticize a hypothesis requires knowledge to reconstruct the inference process and
the ability to find better hypotheses. The reason is the inherent probabilistic nature of
most diagnostic domains. If an expert suggests a diagnostic or therapeutic decision s/he
usually has good arguments in favor for it – and as well against it. The problem is the
weighing of both. Since the weight of the arguments depends on the peculiarities of the
case, a critiquing system needs lots of detailed knowledge. This is probably an important
reason, why diagnostic critiquing systems in vague domains did not proceed much beyond
the prototype stage initiated by the pioneering work of Perry Miller.

Therefore we propose a reuse approach: Add additional knowledge for critiquing
to the knowledge of a standard diagnostic problem solver without overburdening the
knowledge provider. It aims at a synthesis between differential and analytic critics [12],
the latter supplementing the differential approach by checking for a minimal performance
standard and by making sure, that the user's solution contains no obvious mistakes stored
in a library.

Initiate Task:
- Problem Description
- Proposed Solution

Expert
Module

Criticism
Feedback

Explanations
Suggestions

Errors, Problems
Untaken Opportunities

Biases

Task support software, e.g. problem
solvers, information systems

Differential
Analyzer

Dialogue Generator
Text
Files

User
Model

Electronic Work Environment

Embedded Critic

Critiquing
Knowledge

Fig. 1: General architecture of critiquing systems, with emphasis on the reuse of the expert module.
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An architecture for critiquing systems is shown in fig. 1 (adapted from [13]). The user
enters a problem description together with a solution. In the problem solving process, s/he
may be supported by task support software, e.g. information or knowledge systems based
on an expert module. The embedded critique consists of a differential analyzer detecting
errors, problems, untaken opportunities or biases in the proposed solution. Based on a user
model, the dialogue generator then decides on what information to present to the user in
what form (criticism, feedback, explanations, suggestions). The difference to the model
from [13] is, that the expert module of the task support software is reused by the critiqu-
ing system and enriched by additional "critiquing knowledge".

Critiquing systems are quite similar to intelligent tutoring systems [14] and in
particular to training systems (e.g. [10]) presenting a problem to the user and providing
feedback in the solution process. The main difference is, that training systems have total
control over the characteristics of the presented problems. Therefore they do not have to
question their problem solving capabilities and face much less uncertainty about the cor-
rectness of their generated feedback than critiquing systems.

Designing a critiquing system depends on an analysis of what can go wrong in
diagnostics. It  relates to the quality of the input data, the data gathering process and the
solution. Accordingly, a diagnostic critiquing system can pursue different goals:
• Check for a minimal performance standard. This includes the avoidance of well

known errors as well as the conformity with positive guidelines.
• Check whether the cost/benefit relation for problem solving is acceptable. In many di-

agnostic domains expensive tests for checking everything exist, but there might be a
limit for the total costs refundable in a given case.

• Check the reliability of the input data. This includes, whether sufficient data for
problem solving are available and how reliable the data items are. The latter is par-
ticularly important, if the solution depends on a few critical observations.

• Check, whether better solutions (e.g. more probable) than the proposed one exist and
rate the difference.

• Check, whether plausible alternatives to the proposed solution exist. They need not
necessarily be more probable, but should take the importance of diagnoses into ac-
count, e.g. in medicine, whether they are dangerous, treatable or urgent.

2. Additional critiquing knowledge and inference strategy
To achieve these goals, critiquing systems need additional knowledge besides a know-
ledge base for solving problems:

A minimal performance standard can be expressed with positive and negative
categorical rules or constraints, which might be qualified with a weight and an informal
explanation, e.g. if granites, then glimmer with high weight. This partial knowledge is
used in the way of the analytical critiquing approach. Although a good knowledge base
should implicitly include such knowledge, a critiquing system greatly profits from repre-
senting it explicitly as a different knowledge type. This has several advantages during
knowledge acquisition, which compensate for the redundancy: First, partial knowledge
for avoiding severe mistakes can be seen as a second level of competence, which lessen
the severity of break-downs in the full knowledge base.  Second, it is easy to check the
adequacy of categorical knowledge, but much more difficult to decide, whether such
knowledge is implicitly encoded in cases or probabilities of a full knowledge base. Third,
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changes in full knowledge bases might have unforeseen side effects, especially if the de-
veloper of the knowledge base is not available. Adding "safety constraints" to a body of
existing knowledge is much less error-prone. The usefulness of this kind of "safety net" in
complex domains is also demonstrated in the medical literature, where so called guide-
lines [8] for ensuring a minimal performance standard in well-circumscribed situations
are gaining popularity. In complex domains, guidelines cannot be complete and there re-
mains considerable room for decisions not covered by the minimal performance standard.
Therefore we classify such guidelines as partial knowledge.

A check of the cost/benefit relation needs knowledge about the costs and benefits
of the diagnostic tests and therapies. While the costs and risks can be easily represented
for each action, the benefits are context-sensitive. There are two strategies: a local strat-
egy, where each test is justified in terms of the hypotheses it helps to clarify, and a global
strategy, where a threshold for the cumulated costs of all tests is precomputed based on
general parameters of the case (e.g. the diagnostic costs for an old car should not exceed x
percent of its current value). While the knowledge for the local strategy is usually con-
tained in a standard knowledge base and its usefulness depends on its overall quality, the
global strategy requires additional knowledge about such thresholds.

Due to our experience, unreliable input data is responsible for most of the errors
of an interactive diagnostic system in routine use. Therefore, some consistency checking
is necessary even in the consultation mode (e.g. for relations like the systolic blood pres-
sure being higher than the diastolic one). However most of the possible errors with input
data cannot be detected by consistency checking. A possible solution would be to request
the user to enter the degree of reliability for every observation. This would be very time-
consuming and therefore lower user acceptance of the whole system. Instead, default val-
ues can be used for the typical reliability of observations (e.g. laboratory data is usually
more reliable than history information). Only in critical instances, the user is requested to
overwrite the default value. They arise if an important conclusion depends on the exis-
tence of a typically uncertain symptom. For example, the density of a rock can be as-
sessed or measured by weighing the clean rock and its water displacement. If assessing is
used as default, the user should overwrite the low default reliability value when measur-
ing. Another situation where one should be cautious about the validity of conclusions is, if
not enough input data is available, either because the respective tests have not been per-
formed or the user answers important questions with "unknown". Therefore, for each con-
clusion the minimal input data requirements should be defined explicitly, e.g. for classi-
fying igneous rocks, one should always be sure about the presence or absence of the key
minerals quartz, feldspar, pyroxene, olivine.

In diagnostics, finding better solutions than the user’s proposal requires the
availability of a fully developed problem solver able to compute and compare the prob-
ability of the user's solution with its own. However, differences between the system’s and
the user’s solution can be due to many causes. Even if the data seems reliable and not too
incomplete, the system might err for lots of other potential reasons, e.g. its knowledge
base might contain errors, the case might be very untypical, there might be different
schools of opinions which are not necessarily better or worse.  There are several comple-
mentary solutions to this problem: The system should be critical about the quality of its
own solution. Since this depends on the quality of the knowledge base as a whole or for
inferring each diagnosis, the latter should be specified. This might be done by self-
assessment of the expert who built the knowledge base or by evaluation with cases. Sev-
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eral knowledge bases for the same domain might improve the assessment, e.g. if all of
them agree on the same diagnosis, but disagree with the user’s proposal, there is more
justification to criticize the user than if knowledge bases dissent. The different knowledge
bases might use different representations (e.g. heuristic, causal, case-based or statistic
knowledge), and/or might be developed by different experts. Finally, the system can per-
form a differential analysis, i.e. analyze whether different expectations of the user’s and
its own solution for certain observations exist and compare these expectations with the
actual observations. If some of them are yet unknown, it might suggest to explore them.

Checking for plausible alternatives to the user’s solution is in principle similar to
checking for better solutions, but uses different criteria for making suggestions. The sys-
tem might focus on important diagnoses, either specified by the user or by standard crite-
ria like treatability, danger and urgency. For example, it often makes sense to suggest
therapeutic actions for a treatable diagnosis, which is dangerous without therapy - even if
the diagnosis is not the most probable one. An alternative might be to suggest additional
tests, but the corresponding time delay should be taken into account. If the treatment is
risky in itself, the various outcomes with and without therapy and their probabilities must
be weighed. If all parameters can be quantified, decision theory is the best choice.

The inference strategy of the critiquing system is straightforward. It infers its
own solution and tries to reconstruct the user’s solution based on the problem description.
Besides it checks with its additional knowledge, whether there is some reason for critiqu-
ing the user’s actions (i.e. tests, diagnoses, therapies) in a particular case. The result is a
list of potential critiquing items (in the following summarized as “containers”).
1. Check whether a negative critiquing constraint is violated. Since they represent typical

errors of the user, they are noted in a container named "standard-errors".
2. Check of the explicit positive critiquing rules. If such a rule recommends an action

which the user has not chosen, this is noted in a container "guideline-ignorance".
3. Check of the importance of the system's and the user's diagnoses and the costs and

risks of their tests and therapies. Diagnoses with high importance values are listed in a
container "important-diagnoses" and costly tests and therapies in "high-costs".

4. Reliability check of the input data for the items in the critiquing containers from the
first two steps and for the user's as well as the system's actions. If they depend on sin-
gle data items being marked as unreliable, the system notes these action/data pairs in a
container "increase-reliability".

5. Completeness check of the input data with respect to both the system's and the user's
actions. If important data is missing, the data together with the respective action is re-
corded in a container "increase-completeness".

6. Check the reliability of the system's actions. Actions are listed in a container "high-
rated-system-actions", if the numerical score of their certainty combined with the gen-
eral reliability in the respective part of the knowledge base is rather high.

7. Check for different expectations for observations based on the assumption, that the
system's resp. the user's solution is correct. Record these observations with their re-
spective values and their actual value in a container "differential-analysis".

If there are several knowledge bases, the steps 4-7 are done for each knowledge base in-
dependently. All critiques are rated with a severity number according to importance.

The user feedback is generated from these critiquing containers based on the se-
verity of the items and the user model with preferences concerning the priorities and the
different critiquing types. The user model acts in essence as a filter on the items. There
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are many interdependencies between the item in the critiquing containers: The ratings of
standard errors, guideline-ignorance, high-rated-system-diagnoses and differential-analy-
sis depend strongly on the reliability check of the respective input data, and high-rated-
system-diagnoses also depend strongly on the degree of completeness of the necessary in-
put data. If the system’s action list contains important diagnoses not taken into account by
the user, their critiquing priority is increased. Besides presenting potential problems on
the critiquing list, the system also tries to offer remedies, in particular requests for addi-
tional data or for increasing their reliability.

3. Conclusions and Outlook
Diagnostic critiquing systems help the diagnostician in the decision making process indi-
rectly, commenting the user’s decisions only if they seem to be suboptimal. They can re-
use the knowledge base of a well structured diagnostic consultation system needing rela-
tively little additional knowledge as outlined in this paper. Currently we are working on
implementing and evaluating these concepts in various medical domains based within our
diagnostic shell kit D3 [9].

Critiquing systems can also extend the capabilities of intelligent training systems
by enabling them to deal with more realistic cases without clear solutions. A high poten-
tial lies in the promising field of diagnostic multiagent systems [1], where different agents
work together to diagnose complex cases. For example, one agent might critique the re-
sults of another agent if both agents have similar competence profiles.
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Abstract. This paper emphasizes the interest of XML meta-language for corpo-
rate knowledge management and presents an experiment of enterprise-ontology-
guided search in XML documents constituting a part of a corporate memory.

1 Introduction

Extending the definition proposed by [14], we define a corporate memory (CM) as an
«explicit, disembodied, persistent representation of knowledge and information in an
organization, in order to facilitate their access and reuse by members of the organiza-
tion, for their tasks». Several techniques can be adopted for building the CM [6]: it
may be non computational, database-based, document-based, knowledge-based, case-
based, Web-based... The Web can serve as a basis for information and knowledge dis-
tribution in a uniform way. Ontologies can be exploited for guiding information search
on the Web, as in Ontobroker [7], SHOE [10], and WebCokace [3].

Our work is situated in the context of a document-based corporate memory, distri-
buted through the Web. After showing the interest of XML meta-language for corpo-
rate knowledge management, we will describe an experiment of enterprise ontology-
guided search in XML documents.

2 XML and Knowledge Management

HTML, the most popular language for Web documents, has some drawbacks: lack of
extensibility, of structure and of validation [1]. As HTML is used as a presentation-
oriented markup language, it is very difficult to process information embodied in
HTML. In order to obviate these drawbacks, a working group of W3C created XML
(eXtensible Markup Language) intended to be a standard for creation of markup lan-
guages [8]. XML has been designed for distributing structured documents on the Web.
It is a kind of light SGML (Standard General Markup Language), simplified to meet
Web requirements.

The specification of XML can be found in [2]. Contrarily to HTML, XML allows
the users [1]: (a) to define their own tags and attributes; (b) to define data structures,
and to nest document structures at any level of complexity; (c) to make applications
allowing to test the structural validity of a document; (d) to extract data from a XML
document. As such, the new standard XML has some major advantages for CM mana-
gement,  mixing SGML and Web advantages.

Many Views on the Same Data. XML enables to manage information and knowledge
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in a unique structured way and enables several different processings. Knowledge ser-
vers retrieve information while clients are in charge of presenting it to  users through
adapted interfaces. It is then possible to take users and context into account and to pre-
sent different views of the same data: it may be possible to generate graphic views,
table of contents or to show the data themselves. Furthermore, data are loaded into the
client (the browser) and can be processed locally: e.g. XML data can be processed by
Java applets [1]. Hence, XML may represent for data what Java represents for pro-
grams: transparent portability through machines and operating systems.

Documents Built from Heterogenous Data. XML enables to manage structured
documents and structured data in a uniform way. The XML format has been designed
to enable document description as well as arbitrary data description. It is hence possi-
ble to mix data and documents in order to build virtual documents issued from several
sources. Data may come from a technical data base while text may come from a docu-
ment management environment. Furthermore, it is possible to annotate documents
with modeled knowledge, so-called ontologies.

Standard for Information Exchange. In order to facilitate communication and infor-
mation exchange, a community (i.e. a department, a company, a group of companies of
the same domain, a company and its related providers and clients, etc) may define a
standard domain-oriented or application-oriented vocabulary by means of a DTD
(Document Type Definition). A DTD is a syntactic specification being used as model
for XML documents. A document is considered as valid if it respects the DTD with
which it is associated. Documents or data can then be expressed with the defined XML
markups and then be exchanged using these markups [1].

Document Formatting . XML has a companion formalism called XSL (Extensible
Stylesheet Language), to define document-oriented presentation format. XSL may pre-
sent a document in HTML, PDF, etc. It may also generate a generic format, that may
be postprocessed to generate a standard output format. XSL also enables elementary
document processing such as sorting, generating table of contents, tables, reorganizing
the document structure. Using XSL, it is hence possible to define several output for-
mats for the same document structure: XSL is a document transformation and format-
ting language. It is possible to write once and to publish many times, from the same
source, to different media: digital and paper-based ones. This is very interesting for
CM management.

Hypertext. XML will also offer tools to build powerful hypertext documents by
means of XLL (XML Linking Language), and XPointer, the language that enables
navigation in documents according to their structure. XLL will implement the major
hypertext functionality that can be found in dedicated tools: links between more than
two documents, external links, links with semantics, etc. With external links, docu-
ments can be annotated from the outside, without modifying the source.

Information Search. XML facilitates information search because documents are
structured and, hence, can be considered as a database. It is possible to rely on standar-
dized markups to search information in a structured way. Moreover, the database com-
munity is currently integrating XML with database technology and search languages
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(cf. XML-QL [5]).

XML and Memory Management. XML as a structured document open standard may
be a good candidate to facilitate migration to new systems or software through long
time period: XML documents exist by themselves, independently of processing tools.

3 Enterprise model - guided search in XML documents

Taking into account those interesting features of XML, we developed the system OSI-
RIX (Ontology-guided Search for Information Retrieval In XML-documents), based on
techniques of enterprise-model-guided search in XML documents.

3.1 Information Search Guided by Knowledge Models

Our main objective is to perform information search in documents on the Web, guided
by knowledge models. The result should include only relevant answers i.e. Web docu-
ments which «correspond semantically» to the request. Instead of developing a specific
extension of HTML, we choose to handle XML documents. The knowledge models
that will guide the search will be CommonKADS expertise models, represented in
standard CML language [13]. Two main phases are necessary: (a) the creation of XML
documents containing structured, semantic information, so that they can be found later
on as answers to requests. This document creation is performed by the document
author or by the CM builder; (b) and search for information in the XML documents. It
is carried out by the OSIRIX system, after a request of the CM user.

Creation of Documents. The documents must be annotated by ontological informa-
tion in order to have a «semantical value» enabling their retrieval.

Fig. 1: Link between CML and XML

This ontological information can stem from an ontology developed by the company
or imported from external world, and upon which the company members agree. From
this ontology, a DTD will be generated by our system OSIRIX: then the documents of
the CM must respect this DTD that indicates the (optional) elements that can be used
as ontological annotations in the documents. We could also require the company mem-
bers to agree directly on a given DTD. But, as a DTD is rather difficult to read, we pre-
fer to require the company members to agree on the ontology supposed represented in
CML. Then, in order to enable to annotate semantically the documents by this onto-
logy, the OSIRIX system generates automatically a DTD based on this ontology.

Search for Information. In order to answer the user’s requests, the system seeks in
the ontological part of the documents, if an ontological answer is present there or not.
The ontological filtering engine finds the documents answers among the candidate
documents. If the system does not find exact answers, it can exploit the ontology to
seek approximate answers: it can exploit the concept hierarchy to find an answer cor-

Ontology
expressed in CML

DTD
(model of annotation
of XML documents)

XML documents comprising
ontological annotations

Translated into Validated by

375Exploitation of XML for Corporate Knowledge Management



responding to subconcepts of the concept appearing in the initial request. A scenario of
information retrieval is shown in figure 2.

Fig. 2: Scenario of the information search in XML documents
Example: for the request «Find all the reports written by any company for the project
named GENIE», OSIRIX will find documents having ontological information such as :
<project>

<name> GENIE</name>
<report> Rapport final du projet Genie, Thème 3, Lot L3.3.2.1

<authors> Nada Matta, Olivier Corby</authors>
<company>INRIA</company>
<title>Description de modèles de coopération et gestion de conflits</

title>
<date>Juin 1996</date>

</report>

</project>

3.2 Implementation of the OSIRIX System

Translation Engine from CML into a DTD. The translator of CML to DTD, detailed
in [12], is implemented using the tool PPML (Pretty Printer Minicomputer-Language)
of CENTAUR generator [4], and a manager of object inheritance mechanism. PPML
allows to generate a textual representation starting from a tree of objects. Here is a part
of the translator of the concepts in CML into DTD:

REQUEST
1) Basic request of general type
Find all possible values of attribute A of object O
2) Basic request of specific type
Find the documents such that the attribute A of object O has value V

SEARCH BY A CLASSIC SEARCH ENGINE

1) Indicate the sites where to search
2) Recognize that a document is a XML document
3) Search the tags corresponding to the keywords of the user’s request

CANDIDATE
DOCUMENT

ONTOLOGICAL FILTERING ENGINE
1) For a general type query:
Recognize the occurrence of a tag or of an attribute corresponding to the keyword
2) For a specific type query:
Extract the value of the property and test if it answers the request

XML DOCUMENT
RESULT

Ontological part
<...> ... </...>
...
Textual part

XML DOCUMENT
RESULT

Ontological part
<...> ... </...>
...
Textual part

CANDIDATE
DOCUMENT

CANDIDATE
DOCUMENT
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concept(*name, con_body(*descr, *super, *prop_list, *axioms)) ->
[<v>
[<h 1> «<!ELEMENT» *name «(» inhslotvrg(*name) *prop_list «)>»]
[<h 1> «<!ATTLIST» *name «name_id» «ID #IMPLIED>»]
def_child::*prop_list];

Example : from the following concept of an ontology in CML:
concept report

properties: title: universal
authors: universal
date: universal
company: universal

end concept report

the following DTD will be generated automatically:
<!ELEMENT report (title?, authors?, date?, company?)>
<!ATTLIST report name_id ID #IMPLIED>
<!ELEMENT title(#PCDATA)>
<!ELEMENT authors (#PCDATA)>
<!ELEMENT date(#PCDATA)>

<!ELEMENT company (#PCDATA)>

Once the DTD obtained, the authors create their XML documents, by respecting the
specifications of the DTD.

Validation engine. The purpose of the validation engine is to check if the syntax spe-
cified in the DTD is well followed by the documents of the company [2]. We chose the
parser «XML for JAVA» of IBM [9]. The validation of a document allows the company
to make sure that this document can later constitute an answer.

Ontological filtering engine. The ontological filtering engine [12] aims at determi-
ning all the XML elements that are present in a given XML document, and to test the
semantic presence of a concept (or any other entity) in the XML document. We call
«semantic presence» of an attribute (resp. concept) in a XML document, the fact that
this attribute (resp. concept) appears in the XML document as a tag in the ontological
part. Ontological information can be regarded as meta-information and need not be
visible through a browser. The test on the two kinds of basic requests relies on this
«semantic presence».

We used SAX, an event-based application programming interface [11]: it sends
back events to the application, each time that it meets an element, an attribute, a docu-
ment, etc. The type of event depends on the type of data encountered.

Fig. 3: Internal architecture of OSIRIX
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manager)
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attributes
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Implementation. We used WebCokace [3] to implement in CML an extension of the
AIAI›s enterprise ontology [14] that was translated into a DTD (using PPML). We
exploited the IBM validation parser «XML for JAVA», in order to validate the XML
documents w.r.t. the DTD. We implemented the ontological filtering engine. It remains
to implement the query interface and to integrate the ontological filtering engine in a
browser (once browsers for XML will be available).

4 Conclusions

The paper stressed the advantages of XML for corporate knowledge management and
presented OSIRIX that offers enterprise ontology-guided search in XML documents.
As WebCokace [3], it relies on CommonKADS method and CML language: the exten-
sion of AIAI Enterprise ontology was implemented in WebCokace and the translator
was implemented using PPML. The exploitation of XML instead of HTML and a lack
of exploitation of axioms are the main differences between OSIRIX and WebCokace,
Ontobroker [7] or SHOE [10]. Compared to classic search engines, information search
is still keyword-based in OSIRIX, but there, the keywords have a semantics. As a fur-
ther work, we will exploit the CML axioms, we will implement the request interface,
and once XML browsers will be available, we will integrate OSIRIX in them.
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1 Introduction

Management and information sciences as well as everyday practice in organiza-
tions have shown that in the modern information age, knowledge is the most
important asset for any business enterprise [1]. However, many employees of
companies frequently complain that important and interesting information is
not forwarded to them. Simultaneously they sigh about being swamped with
useless information that is arriving at their desktops. Their complaints of ob-
taining too much and too little information is a clear indication that they are not
getting the information which is right for their specific interests and the partic-
ular tasks which were assigned to them. This is specifically true for the modern
information age and the knowledge society where the available information in-
creases dramatically from year to year and the potential speed of distribution
appears to be almost unlimited.

In this paper, we propose a possible solution of the knowledge management
problem with particular regard to the responsibilities that result from different
users cooperating in such systems. In section 2, we present a brief analysis of
knowledge management techniques that are often in use nowadays. Section 3
introduces the structure of an oligo-agents system for knowledge management in
organizations. In section 4, the cornerstones of proposed system are summarized.
Section 5 finishes the paper with a short disussion.

2 Knowledge Management in Multi-User Environments

The problem of getting the right information to the right people at the right time
is the central issue of any practical knowledge management endeavor. Although
it is not exclusively a technical problem, the new intranet-based technologies
can very well help to develop a more complete solution to the distribution and
comprehension of information in organizations.

The technologies which are most frequently used these days for the man-
agement of information in intranets are corporate and organizational memories,
e-mail (including the possibility of defining alias lists), news systems and search
engines. Hierarchical browsing and search engines are used for retrieving some
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desired information from the organizational memory (information pull). Simi-
lar to a traditional newspaper, electronic news systems are used to distribute
timely information (categorized according some existing areas of interest, e.g.
“rec.music.makers.percussion”). List servers provide similar functionalities for a
more local community. Similar to traditional mail, electronic mail is used for
sending out individual or bulk letters by alias lists (information push).

Each of these tools has explicitly or implicitly built in certain categorizations
or representations about groups of people or groups of documents. For exam-
ple, the categories of a news system represent the different document classes
which are shared between the providers and the consumers of the information
in the news system. Other relevant categorizations, e.g. which persons may be
interested in obtaining some news are, however, neither explicitly nor implicitly
represented in such news systems. E-mail distribution lists in the form of aliases,
on the other hand, are typically organized so that the aliases represent groups
of people who are interested in obtaining similar information. For the knowl-
edge management task in which the different functionalities are combined, all
these different representations are important, even when they are not explicitly
or implicitly represented in the specific tool.

In a more technical description, having the right documents at the right peo-
ple at the right time means that within some given timeframe one achieves 100%
recall with regard to a given information base and 100% precision with respect
to the particular information consumer. As there is of course the well-known
trade-off between precision and recall, this is obviously already a difficult prob-
lem for a single user query of an information base and . For multi-user domains
it does not become any easier, especially because users may independently have
control over one of the parameters as well as different interests whether precision
or recall values should be optimized. Although the forementioned information
tools (e-mail lists, news systems, etc.) may provide important components for
the desired solution, a unifying view which is focused on the concept of time and
information responsibility is needed for achieving some significant progress.

3 The Distribution and Comprehension of Documents
within an Organization

Because in a multi-user environment different people may have separate control
over the recall and precision parameters, not only the technical aspects but
also social entities like responsibilities, contracts and agreements are of central
importance for successful knowledge management. We therefore need to consider
the different social roles of the people participating in such a system.

When an intranet is used as an organizational memory, one usually distin-
guishes between the authors (or information providers) who supply the various
documents, the administrators who maintain the memory system (i.e. they serve
the function of librarians) and the information consumers who read some of the
stored documents. Because the distribution of documents is a separate task in
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its own right, it requires responsible action. This role is taken by a so-called
distributor who is equipped with the required privileges.

The core task of the proposed system involves assigning groups of infor-
mation consumers to groups of documents. As mentioned above, the functions
of news systems and alias lists should be combined with a representation of the
structure and contents of the organizational memory. These functions will be im-
plemented as an oligo-agents system with two types of agents, namely the global
agents (a global manager GloMa and comprehension assistant) and individual
agents (termed ConPersonA, ConPersonB, . . . for each information consumer
and ProPersonA, ProPersonB, . . . for each information provider, respectively).
These agents live in a three-tier client/server architecture. The global agents
are located at an application server and have access to the organizational mem-
ory. The individual agents are located at the clients and communicate with the
organizational memory via GloMa by using the standard intranet protocols.

forwards

Comprehension-
based Assistant

classified documents

forwards documents
for distribution

distributes

requests
documentsdocuments

forwards

Information
Consumer

GloMa

Producer/
Distributor

documents

ProPersonA ConPersonA

Inter-/Intranet

provides documents
and basic servicesdocuments

publishes

documents
converse about

present and

describe documents
provide and

organizational region
social coordination

individual regions

Fig. 1. Structure of the oligo-agents system for distribution and comprehension assis-
tance within an organization

As shown in Figure 1, the issue of individual and social responsibilities is
adressed by deviding the system into three regions: The first region embod-
ies the organizational needs, e.g. the requirements of the underlying intranet
or corporate memory. Individual regions embody the personal interests of the
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different individuals who are involved (information providers, distributors and
consumers). A social coodination region serves as a negotiation space for dis-
cussing conflicting as well as consonant interests. The agents located in this
region have access to global knowledge (e.g. about all documents) as well as to
different portions of knowledge that belong to individual agents (provided that
the individual agents enable them, e.g. in the case of a user query).

In the next section, we give a comprehensive overview of the pivotal proper-
ties of the oligo-agents system to accomplish the task of information dissemina-
tion.

4 The Oligo-Agents System in a Nutshell

The central data structures of the proposed system are distribution lists and
interest lists which are conceived as relations between information consumer
groups and document groups. The lists can be described at abstract levels (in-
tensional descriptions) which are based on concrete descriptions. These concrete
descriptions can easily be matched with the information base and thereby the
extensions of the consumer-document relations can be obtained. The distribu-
tion and interest lists are defined by a) the attributes that are already used
in the organizational memory for describing the documents (e.g. document type,
language, version, brief summary, etc.), b)structural properties with respect to
the location where the document is stored in the organizational memory and the
site where an information consumer is organizationally located (e.g. in the or-
ganigram) and c) automatic contents analysis techniques that allow a three-level
representation of each document.

The content descriptions of the documents are generated by a comprehen-
sion assistant[2]. This assistant generates word-oriented representations (sur-
face level) as well as more abstract representations in discrete (propositional
level) and continuous (situational level) representation spaces.1 The comprehen-
sion assistant coordinates a negotiation process between the different users so
that the representation spaces can be specified in a way that they are useful and
understandable for the various users. Thereby a mutual understanding may be
shared among increasingly more people and increasingly more documents.

The global manager GloMa keeps and maintains repositories that are used
for the definition of user profiles (information consumers), document groups
and distribution and interest lists. Thereby it is possible to use the available
information, consisting of document attributes, document contents and orga-
nizational structures as a whole. Furthermore, GloMa maintains a continually
updated representation of the organizational memory. Each document that is
newly published, updated or translated in the organizational memory must thus
be reported to GloMa. Unlike the openess of the world-wide web, an organi-
zational memory allows the formation of a relatively complete representation,

1 Whereas the propositional level’s abstraction are more local (by the application of
ontologies and thesauri), the situational level forms abstractions of entire documents
by latent semantic analysis [3].
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because the relevant actions of the various users can in principle all be reported
to GloMa.

Documents of the organizational memory that participate in the distribution
and comprehension assistant are marked and can thus be distinguised from those
documents that are solely stored (and not to be distributed). Thereby, it is possi-
ble to introduce the assistant function to an increasingly larger set of documents
and the functions of information distribution and storage can be combined in
a gradual manner. Since the responsibilities of authors, administrators and dis-
tributors are clearly defined, the consequences of the various distribution list are
kept under control.

sample of
documents

construction processes integration processes

situational

propositional

surface

3-level representation
(demon)

long-term query

computation

relevance

ad hoc query

(server)

documents

ranked list

of relevant

evaluation &
re-ranking consumer profile

document document

information provider information consumer

Fig. 2. Knowledge construction and knowledge integration processes for three-level
representations as a means for accomplishing mutual understanding among information
providers and information consumers

Decoupling of definition time, information-identification time and presen-
tation time (through assisting each of these activities by a specialized agent
with an appropriate time concept) allows distribution to be determined either
by the individual or as a common responsibility of administrator, author, distrib-
utors and information consumers. These responsibilities may concern one-shot
distributions as well as periodical repetitions of some general distribution spec-
ification.

Figure 2 shows how the document providers and information consumers of the
organizational memory can employ the distribution and comprehension assistant
to improve their consensual understanding of documents in the organizational
memory. An initial coordination of individual and global concerns (at the defi-
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nition time of potential communications in the intranet) is achieved by a more
or less representative sample of documents from which a three-level represen-
tation. Information-identification is initiated by long-term queries as well as ad
hoc queries. The most relevant information (i.e. the right documents) become
explicitely specified (information identification time). As in most information
retrieval systems, a rather local and simple relevance measure is used, namely
the similarity of a particular document and the user query. Integration pro-
cesses enable an information consumer to converse with the oligo-agents about
his individual relevance rankings of the various selected documents on the basis
of the three-level representation. Such individual re-rankings can be based on
more complex relevance metrics that might consider the whole set of selected
documents and therefore allow for more global aspects like the information gain.

5 Discussion

In this paper, the problem of knowledge management, especially knowledge dis-
semination in an organization, is tackled by proposing the coordination of indi-
vidual and global concerns in an oligo-agents system with shared responsibili-
ties. This system is embedded in an organizational memory. From an application
point of view, the functions that are provided by the distribution and compre-
hension assistant enable the information consumer to get a personalized view
of the organizational memory. This view consists of individual aspects that are
based upon a semantic document analysis as well as upon organizational aspects
in the form of distribution lists in which a distributor determines the portion
of information that is delivered to the consumer. Beyond the concept of a per-
sonal newspaper, this personalized view is supplemented by a clear assignment
of individual and joint responsibilities for different facets of the knowledge man-
agement task, including spacial (location of information and users), temporal
(decoupling time for the different users) and content-oriented (document com-
prehension) aspects. The combination of these elements leads to a flexible tool
for handling information distribution and information gathering, two of the core
problems of knowledge management.
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Abstract.

Our research takes place in the field of Design Aid Systems for mechanical sets.
The aim of work is to make “ right ” knowledge model with know-how
capitalisation. We present in this article, our approach to validate a priori
conceptual models. We have made the choice of an explicit representation to
give more efficiency to the verification mechanisms defined. We focus on
Model structure used for product class representation.

1. Introduction

Our research concerns the mechanical design aided field within systems based on
knowledge. Our problem is to acquire the design know-how in order to describe a
product class, and is to model this know-how in order to reuse it inside a design aided
system connected to a geometric modeller.

After reminding of the main important reasons which lead us to validate
knowledge models constructed during KBS application design, we detail our
methodological approach Veri-KoMoD1 of Model verifying [6]. In the following
sections, we are focused to the Meta-Models used to describe a product class.

2. Design methodology for the verification of Models

The work presented is based on three axes as follows : “Verification Mechanism
uses References to verify the Knowledge Representation”.

                                                          
1 Verification of Knowledge Models for Design
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2.1 KoMoD2 : a formalism for knowledge representation structure

The structure type used for knowledge modelling is fundamental for the validation
process. If knowledge is not structured enough, then the validation is almost
impossible [4]. For the Know-How knowledge representation on the product design to
be validated (product description and design rules), we need to clearly identify the
used modelling structures. Out of DEKLARE3’s models, we defined entities of the
used Meta-Models. Keeping our goal of validating them, we improved these models,
bringing more declarativity to ease the complex knowledge expression.

2.2 The Model of references for verification

The Model of references for verification, also called the C-Model by [1], contains
all the knowledge required to undertake a verification of the conceptual Models that
we use. This Model corresponds to the explicit, detailed description of the Meta-
Models. This knowledge could be classified in three different categories. Firstly, there
is the knowledge which relates to the construction of the Model, the writing
formalism. Then, there is the knowledge which allows the Model to be simplified
during construction, thus preventing any unnecessary overload. Finally, there is the
knowledge concerning Model consistency. It is principally relative to the presence of
relations on connectors. Depending on the case, this knowledge is expressed in the
form of definitions (« what must be»), or rules (« it is prohibited to.. »).

2.3 Definition of verification mechanisms

A differentiation has to be made between two types of verification : macro-
verification and micro-verification.

Macro-verification or verification of the macroscopic structure of the diagram,
involves the consistency of the representation of concepts from a structure viewpoint
and the consistency of interaction between objects. This verification is performed in
reference to the syntax. We will first of all describe the verification of the structure of
the diagram in the sense of relations between concepts, then turn to the verification of
the integrity of the connected diagram with the presence of relations over connectors
and, finally, we will address the overall necessary verification of the diagram.

Micro-verification particularly affects knowledge supported by the concepts. This
is professional knowledge. This verification is performed in consistency with the
syntax of each object defined at Meta-Model level and with the characteristics of the
domain of expertise concerned. It involves considering why it is impossible to cover
professional knowledge as a whole on an overall basis and how to generate the
contexts into which the sets of concepts participating in the same design solution will
be isolated. The distinction made between these two types of verification is not
absolutely linked to a temporal approach, according to which one verification ought to
be made before another.

                                                          
2 Knowledge Modelling for Design
3 European Esprit Project n°6522
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3. Focus on knowledge representation structure

In the DEKLARE approach, the result of modelling task, is, on one hand, the class
product model to be design (the WHO), and on the other hand, the model of the
mechanical design process (the HOW).

3.1 A multi viewpoints product representation

The description of the product is made from three basic viewpoints : structural,
functional and geometric. The mechanical parts designer may thus use different
approaches in his design task : specification of functions to be fulfilled, the choice of
structure and the dimensions of a mechanical set that he is not going to reinvent ; he
also has at his disposal a complete geometric representation. A detailed presentation
of this modelling structure is given in [7].
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Figure 1. Product Meta-Model : functional (1), structural (2) and geometrical (3) points of view.

The functional Meta-Model describes the various functions which the entire
product class must fulfil. This is a functional breakdown diagram. A structural Meta-
Model is a structural breakdown diagram of the product which comprises the different
variants existing in the product class. Unlike other views, which are diagrams
describing the overall product, the geometric viewpoint is used to construct the
geometric representation of each component part of the product (parts defined in the
structural view) by using Design Entities (functional surfaces defined in the functional
view (cf. Figure 1). Structural and functional views are related to the geometric views
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by “link” elements. The link between the structural view and the geometric view is
made via the Part entity which thus has a dual viewpoint. For the functional and
geometric views, it is the Design Entity which serves as the interface.

3.2 Making quite explicit structure relations using declarative knowledge

This paragraph relates to the principal enhancements made to the Models in [5]
which contribute to a more extensive expressivity of knowledge. In order to improve
verification of Models, the explicit nature of the knowledge represented must be
consolidated. To do this, we have integrated cardinalities and meta-constraints called
relation connectors to make structure relations explicit (composition hierarchy
structure). This concept is similar to that of the association constraints in UML [3] or
other entity/association formalisms.

3.2.1 Cardinalities
The use of relation cardinalities seems to be doubly advantageous within the

framework of the Models used.  On one hand, it is possible to express the number of
instances referenced to a composite object; on the other hand, an existential
dependence characteristic [2] of the component in relation to the composite can be
expressed.  Utilisation of cardinalities expresses :
· the statement of possible (whole) values (discreet or continuous) for the number of

instances,
· the optional or mandatory nature of the relation, therefore the existence of the

component entity.

3.2.2 Meta-constraint definition

To describe a product class, certain relations have to be expressed, defining how the
components of the product are put together, or the various composition configurations
for a product. In particular, to make this knowledge of the different variants within a
Product class explicit, we have introduced the notion of relation connectors. These
relation connectors are meta-constraints, managed like the other constraints expressed
in the Model, by the propagation driver at the time of implementation. These are
meta-constraints since they are constraints that affect other constraints (profession
constraints expressed in the form of relations
between parameters). In fact, since they affect
Model composition links, they condition whether
certain entities exist or not and the association
between other entities which themselves contain
constraints.

Four basic connectors have been defined for our
needs :
· AND_Equivalent: (+)
· « At least one » : (1+)
· Mutual exclusion: (X)
· Implication: (à)

1

2 3

4 5

Figure 2. Presence of the connectors
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These are not logic connectors but are rather similar to constraints. Their behaviour
is governed by their semantics. The connectors have two possible statuses in the
implementation: true and violation : The true status (1) corresponds to a success, and
indicates that the constraint imposed by the presence of the connector is respected.
Violation (0) corresponds to a failure, and indicates that the connector has not been
respected and this therefore corresponds to choices prohibited due to the presence of
this connector. For example, let us look at the table (cf. Table 1) summarising the
behaviour of the AND_Equivalent (+) connector (cf. Figure 2). Table 1 is not a truth
table (or Karnaugh table) in the sense of Boolean algebra. It is a table summarising
the couples of nodes allowed if the AND_Equivalent connector is present.

node4 4 node 5 case in Figure 2
0 0 Violation
0 1 Violation5

1 0 Violation
1 1 true

Table 1. Behaviour of the AND-Equivalent connector

3.2.3 Making the different variants within the product class explicit

The example in Figure 3, represents the Connecting Rod-Piston assembly
(structural viewpoint). The various assembly possibilities must appear on the Model.
The connectors and cardinalities allow this to be expressed clearly.

Connecting Rod -Piston 
Assembly

Connecting 
Rod Assembly

Piston 
Assembly

Connecting 
Rod Body

Connecting Rod 
Bearing Cap

Rod Big 
End 

Rod Small End 
Bushing

NutCapscrew Snap Ring

Piston

Circlip Piston Pin

Piston 
Ring

0-1

0-2 0-20-2

2-2

2-2

2-3
1-1

1-1 1-1

1-1

Figure 3. Structural Model of the connecting rod - piston assembly

On the Model in Figure 3, an AND Equivalent (+) connector has been added
between the “Rod small end bushing” and “Snap ring” or “Circlips” elements so that
choice and definition of these is dependent.

                                                          
4 The value 0 corresponds to the non-active status of the node (value 1 represents the active status).
5 The term violation indicates that the connector does not allow the choice of this configuration.

389Veri-KoMoD: Verification of Knowledge Models in the Mechanical Design Field



The use of cardinalities also allows part of the knowledge to be expressed. In the
case of the parts of the Connecting Rod-Piston assembly, the cardinality (1) for the
“Connecting Rod Body” gives information on the mandatory nature of this element.
In the same way, the “Nut” part has as cardinality of (0-2), therefore it is optional.
The notation used indicates a restriction to only 2 choices : 0 or 2 Nut instances. The
integration of connectors on relations and cardinalities allows a maximum of
information to be made explicit, which, in itself, contributes to the removal of
ambiguity and makes verification when reviewed by the specialist that much easier.

Conclusion

In this article, we have presented a contribution to a priori verification of product
models in mechanical design. Three principal areas have been covered in detail:
concepts and tools for the declarative modelling of product classes, specifically using
connector or meta-constraint ideas, the Model of References for Verification, adapted
to our requirements, as well as the mechanisms to be implemented to put this
approach into operation. The entire set of verification mechanisms demonstrated is in
the process of implementation in the GRIIEM's KoMoD (KnOwledge MOdelling for
Design) design-aid application development. The Model of References for
Verification has been formalised into a set of production rules, interpreted by a first
order object-oriented inference engine. The representation of product knowledge is
performed by the cognitive scientist using KoMoD. The detection of inconsistency is
done automatically in real time for each modelling action the scientist undertakes. The
perspectives given to this work particularly concern integration of the entire set of
verification mechanisms into one software environment.
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Abstract. Acquisition of operational knowledge is integral to the gen-
eral process of knowledge acquisition and is particularly pertinent to the
process of analyzing problems and their associated domains. A type of
repertory grid known as a track grid can be used to aid such acquisition
and analysis. Track grids can be elicited using track grid analysis but
track grid analysis does not focus on eliciting operational knowledge.
A version of track grid analysis which is speci�cally tailored to elicit
operational knowledge will be presented.

1 Introduction

Knowledge acquisition (KA) systems are intrinsically concerned with acquiring
operational knowledge1 because real-world knowledge is usually concerned with
entities which exist in a state of ux and less so with static Platonic entities. KA
systems which focus on problem-solving methods [2, 3] have an even stronger
association with operational knowledge. Such systems are primarily concerned
with problems which typically require a change of state of the problem from
being `unsolved' to being `solved.'

The ubiquitous nature of coexistant, essential operational (subsequently ab-
breviated as `O') knowledge in both general and problem-solving contexts in
conjunction with the assumed value of KA in these contexts provides su�cient
motivation to seek to develop an elicitation technique for acquiring O knowl-
edge. Additional motivation is provided by the presumptive utility of an ability
to acquire such O knowledge in su�cient �delity to permit the performance of
acquired algorithms. The approach will use a repertory grid form known as track
grids [10{13] to acquire O knowledge. Track grids provide a general KA capabil-
ity based on personal construct theory [6] and repertory grids [1, 4, 9]. Track grid
analysis (TGA) can acquire O knowledge while acquiring general track grids but
the technique is not designed to focus on eliciting this type of knowledge.

The major contribution of this paper is to develop an elicitation technique
speci�c to O track grids because no such technique previously existed. It will be

1 This paper considers operational knowledge to be knowledge which describes action:
knowledge about change of state. There are other, somewhat di�erent de�nitions of
operational knowledge such as de�ning operational knowledge to be `knowing what
to do when' [8]. A related type of knowledge is strategic knowledge which is de�ned
to be `knowing what to do next' [5].

D. Fensel and R. Studer (Eds.): EKAW’99, LNAI 1621, pp. 397-402, 1999.
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shown that TGA may be modi�ed so that O knowledge is speci�cally elicited
while the basic nature of track grid analysis is retained.

2 Background

A track grid is formed by realizing that a conventional repertory grid can be con-
sidered to be equivalent to asking a question and by allowing di�ering questions
to be asked. Figure 1 shows a known conventional repertory grid:

Scientific / Business

Widely available / Not widely available

Symbolic / Numeric5

5

1

5 2

1 1 1 5 1

15

1 5 5

ADA PROLOGLISP COBOL FORTRAN

Fig. 1. Conventional Repertory Grid.

A grid functions as a question with elements serving as subject(s) of the ques-
tion and with constructs/poles serving as answer(s). The implicit question for
a conventional grid is always the same: `what are the constructs which describe
the elements?' If a repertory grid does not act as a question, does not answer
this question, then the listed `constructs' are not constructs at all according to
personal construct theory [6]. Laddering questions have been used to elicit new
grid information so there is a precedent for using questions to de�ne grids [1].

Figure 2 reformulates Figure 1 into a track grid form. Allowing explicit ques-
tions means that it should be possible to ask any relevant question which pro-
duces a useful answer. Ergo, the question for one grid might ask about some
portion of another grid or about another grid as a whole. The lower grid in
Figure 2 asks about who uses certain languages (an important characteristic of
high level languages). A good basic set of types of questions would be questions
about who, what, when, where, why, and how.

TGA assumes that if a grid is a question then a group of related grids is a
group of related questions. Hence, elicitation is naturally structured as a conver-
sation with the grid questions being asked in an appropriate order. Restating:
elicitation is best accomplished by asking the right person the right questions

at the right time. TGA determines the right questions to ask, the right order
in which to ask the questions, and then asks the questions. To date, groups of
related grids which de�ne an executable procedure have always been created
manually This established the basic feasibility of acquiring grids which contain
su�cient detail to allow a procedure or algorithm to actually be performed but
it did not determine whether it is basically feasible to elicit such groups of grids.
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Scientific / Business

Widely available / Not widely available

Symbolic / Numeric

What constructs?

Used primarily by scientists and engineers / ~

Used primarily by commercial programmers / ~

Used primarily by AI researchers / ~

Used primarily by government programmers / ~

Who uses?

ADA

ADA LISP

LISP

PROLOG

PROLOG

COBOL FORTRAN

COBOL FORTRAN

Fig. 2. Track Grids for High Level Languages.

It will be shown that judicious elicitation of appropriate questions and ques-
tion order allows the acquisition of groups of grids that can be performed (O
grid sets). TGA not intended to produce this result is non-O track grid analysis.

3 Non-operational Track Grid Analysis

TGA exists within a framework of track grid analysis and synthesis. TGA is con-
cerned with asking the right questions at the right time to acquire some body of
knowledge. Questioning results can be used to drive a synthesis production sys-
tem: this is track grid synthesis. If the actual results of this synthesis production
system match the expected results then this is reason to believe that the right
questions are being asked at the right time. Figure 3 shows the process.

User Paradigm and
Problem Grids

TranslationSynthesis

Question Acquisition
Paradigm Grids

Initial Track Grid Analysis

Paradigm Grids

Problem Grids
Answer Acquisition

Final Track Grid Analysis

(Questions and/or Question Sequence)

Paradigm Definition

the Present Paradigm

Answers for a Problem in

Problem GridsControl Information

for Predefined Synthesis

Fig. 3. Overall Track Grid Analysis and Synthesis.
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Initial TGA gets the questions and question order and �nal analysis obtains
answers to the questions. Two bene�ts of track grid analysis and synthesis are:

Provides for acquisition of paradigm knowledge (e.g. the object-oriented (OO)
paradigm) without favoring any particular paradigm (paradigm-neutrality).
A given paradigm is concerned with some form of atomic unit (objects for
OO analysis) and the relations of these units (e.g. methods for OO analysis).
It should be possible to tailor a series of questions to �t the atoms and atomic
relations of any given paradigm. Track grids are paradigm-neutral.

Provides for acquisition of synthesis knowledge. Conventional repertory grid
systems typically assume usage in an analytic process.

4 Operational Track Grid Analysis

Operational TGA also operates by asking the right questions at the right time.
Because O grid sets must conform to certain guidelines, the elicitation questions
seek to acquire a group of grids that have a certain structure. In general, non-O
TGA does not seek to acquire groups of grids that have a certain structure.

An O grid set must meet standards similar to those that a computational
procedure must meet. There must be some overall process that is to be performed
which is composed of divisible steps that can actually be performed. There must
be some sequence in which the steps are to be performed. In terms of track
grids, these standards translate to a network structure of grids (although a tree
structure is more common) with some single grid acting as the `start' grid:
the �rst grid to be executed. This start grid is decomposed into a number of
subordinate grids which act as a de�nition of the steps to be taken by the start
grid. Each of these subordinate grids may in turn be decomposed. Eventually,
subordinate grids are decomposed into de�ned primitives which can actually be
performed. Operational TGA acquires this structure.

This particular grid structure is not the only way to arrange O knowledge in
track grids such that the result is performable, is equivalent to a computational
procedure. This is one way to achieve that result, however. Just as track grids
in general are paradigm-neutral, track grids which support execution are also
paradigm-neutral. Studying the acquisition of this grid structure is advantageous
in that it can be shown to map to a universal language[7, 13] which in turn is
known to map to a Turing machine, the accepted base model of computation.

Both O and non-O TGA acquire knowledge by asking the right questions at
the right time. Operational TGA assumes a particular structure of questions is
needed, overall non-O TGA does not. However, �nal non-O TGA uses the ques-
tions acquired during initial analysis and hence does assume a speci�c sequence
of speci�c questions. The counterpart of �nal non-O TGA is the execution of
the acquired algorithm. The following describes the elicitation procedure:

1. Acquire from knowledge source the overall question to be answered(to be
performed):This overall question is an element of the grid(the start grid if
this is the initial call). Conceptually, this technique exploits the equivalency
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between performing an action (e.g. `add 2 numbers') and answering a parallel
question (e.g. `what is the sum of 2 numbers?').

2. Acquire which subsidiary questions must be answered before the overall ques-
tion can be answered:These subsidiary questions act as poles which apply to
the overall question. These subsidiary questions will also eventually become
the track questions for individual, subsidiary grids.

3. Acquire the sequence for answering these subsidiary questions:Ask `what
order' with the subsidiary questions acting as subject(s).

4. Acquire whether answering each subsidiary question involves a primitive or
further, decompositional questions. In the case of a primitive, a shell script
which can actually be executed is mapped to be a pole which applies to the
subsidiary question. In the case of decomposition, additional subsidiary grid
structure is formed by recursively applying this elicitation procedure.

The short term goal has been to determine the basic feasibility of eliciting
O knowledge. To date, a limited number of processes have been acquired. One
such acquired procedure demonstrated execution, alternation, and iteration: the
characteristics of a universal language. Although this establishes basic feasibil-
ity, capabilities beyond basic feasibility are of interest. Future work will include
using O elicitation to acquire grids sets that heretofor have only been acquired
manually: dyadic elicitation, PCCG [12], and non-O TGA. Also, it would be
useful to elicit operational TGA itself (an ability for self-compilation validates
a compiler so self-elicitation is a worthwhile validation goal) and the track grid
prototype itself. Eventually, other validation tests such as those o�ered by Sisy-
phus problems will need to be performed.

5 Results and Conclusion

The speci�c results of this research are the elicitation technique itself and the
characteristics of the resulting acquired operational grids. The elicitation process
is fully automatic in that a single session with a user answering natural language
questions is all that is needed to create an operational grid set. However, if a
primitive is needed which is not already de�ned, the knowledge source must enter
a de�nition of the primitive. Assuming no intervention by a knowledge engineer,
this requires programming skill on the part of the user.

The characteristics of a grid set elicited by operational TGA di�ers in two
ways from manually-created sets. One di�erence is that no information acquired
that is superuous to the targeted algorithm. An advantages of track grids is that
not only can `how' a procedure is performed be acquired but also explanatory
information such as questions about `why' or `where' is also typically acquired.
Also, the automatically generated grids of the O grid set contain a fair amount
of automatically generated elements and poles. Every subitem of a manually-
created grid is personally meaningful to some knowledge source. A similar result
is observable when assembler code created by a human is compared to that
created by a compiler. Overall, the result is that operational TGA elicited grid
sets do not seem to be as information rich as manually created sets.
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The pervasive nature of operational knowledge in general and problem-solving

KA environments indicates a need for an ability to elicit and acquire such knowl-

edge. The application of track grids and particularly of operational track grids

is potentially one way to support this need. The demonstrable basic feasibility

of elicitation of operational knowledge is a positive indicator which encourages

further investigation. However, there is a very real need for further validation

before any judgement can be passed concerning the eventual pragmatic value of

this type of elicitation.
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Cairó, O. 323
Cao, T.M. 347
Compton, P. 347
Corby, O. 373
Crow, L. 85

Dieng, R. 373
Domingue, J. 103

Faure, D. 329
Fensel, D. 33

Goasdoué, .F 121
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